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Preface to second edition

Since the publication in 1964 of the first edition of Crystallization of Polymers there
has been a vast amount of scientific activity in the study of crystalline polymers. This
abundance that we enjoy has ranged from the synthesis of new classes of crystalline
polymers to the application of sophisticated experimental techniques, accompanied
by significant theoretical advances. Consequently, a large body of literature has
resulted. As might be expected, many divergent opinions have been presented.
The central problems in this subject were reviewed at a seminal Discussion of
the Faraday Society (vol. 68, 1979). At this meeting different points of view were
ardently presented. Since that Discussion, which can be considered to be a turning
point in the investigation of the crystallization behavior of polymers, a coherent
body of work has evolved. Some problems that were posed have been resolved.
The differences in many others have been clarified. It appeared to the author that it
was an appropriate time to bring together, in a coherent manner, the present status of
the field. This was the motivation for the present work. Some aspects of crystalline
polymers can be given a definitive analysis. On the other hand, there are still some
problems that remain to be resolved. The different points of view will be presented
in these cases. A strong effort has been made to present these matters in as an
objective and scholarly manner as possible.

There is an extraordinary range of literature dealing with all aspects of the be-
havior of crystalline polymers. Therefore, no effort has been made here to present
an annotated bibliography. Emphasis has been given to the basic, underlying prin-
ciples that are involved. A considered effort has been made to present as diverse
a set of examples as possible, illustrating the principles involved. Some works
that should have been included may have been omitted. The author apologizes
for this inadvertent error. There is a natural prejudice to select ones own material
when appropriate. One hopes that this has not been overdone here. Fundamental
principles are emphasized in these volumes. However, it has been the author’s ex-
perience that these principles can be applied in an effective manner to the control

ix



x Preface to second edition

of both microscopic and macroscopic properties of crystalline polymers. Thus, the
book should be helpful in understanding and solving many technological problems
involving crystalline polymers.

Students and investigators entering this research field for the first time should
find a clear and objective perspective of the existing problems, as well as those that
are reasonably well understood. For those who have been carrying out research in
crystalline polymers, the problems are defined in a manner so as to indicate the
directions that need to be taken to achieve resolution.

It was pointed out in the preface to the first edition, that it was composed of three
major portions. These three portions have now grown to three volumes. The first of
these is concerned with equilibrium concepts. The second deals with the kinetics
and mechanisms of crystallization. Morphology, structure and properties of the
crystalline state are discussed in the third volume. There is a strong interconnection
between these major subjects.

The author is indebted to several generations of students and post-doctoral re-
search associates, whose dedication, enthusiasm and love of research has sustained
and contributed greatly to our research effort. It is also a pleasure to acknowledge
a great debt to Mrs. Annette Franklin for her expert typing of the manuscript and
preparing it in final form.

The permissions granted by Acta Chimica Hungarica; Chemical Society;
Colloid and Polymer Science; European Polymer Journal; John Wiley and Sons,
Inc.; Journal of the American Chemical Society; Journal of Applied Polymer
Science; Journal of Materials Science; Journal of Molecular Biology; Journal of
Physical Chemistry; Journal of Polymer Science; Liquid Crystals; Macromolecules;
Macromolecular Chemistry and Physics; Marcel Dekker, Inc.; Polymer; Polymer
Engineering and Science; Polymer Journal; Pure and Applied Chemistry; Rubber
Chemistry and Technology; and Springer-Verlag to reproduce material appearing
in their publications is gratefully acknowledged. Thanks also to Mrs. Emily Flory,
Professor C. Price and Professor J. E. Mark for the permissions that they granted.

Tallahassee, Florida Leo Mandelkern
August, 2001



Preface to first edition

We have been witnessing in recent years an unprecedentedly high degree of
scientific activity. A natural consequence of the intensity of this endeavor is an
ever-expanding scientific literature, much of which contains information of im-
portance and interest to many diverse disciplines. However, it is a rare scientific
investigator indeed who has either the time or the opportunity to digest and analyze
critically the abundance we enjoy. Nowhere is this problem more acute than in
the studies of the properties and behavior of macromolecular substances. Because
of the somewhat belated recognition of its molecular character, this class of sub-
stances has been susceptive to quantitative investigations only for the past 30 years.
During this period, however, there has developed a very rapidly increasing amount
of activity and knowledge, in the realm of pure research as well as in industrial
and practical applications. The problems presented have engaged the attention of
individuals representing all the major scientific disciplines. In this situation it was
inevitable that many subdivisions of polymer science have evolved. It appeared to
the author that some of these areas could be subjected to a critical and, in some
instances, a definitive analysis. Such endeavors also serve the purpose of acting as
connecting links between the different specialities. At the same time they tend to
underscore the more general and fundamental aspects of the scientific problems.

The present volume was suggested and stimulated by the aforementioned
thoughts. We shall be concerned here with the phenomena and problems asso-
ciated with the participation of macromolecules in phase transitions. The term
crystallization arises from the fact that ordered structures are involved in at least
one of the phases. The book is composed of three major portions which, however,
are of unequal length. After a deliberately brief introduction into the nature of high
polymers, the equilibrium aspects of the subject are treated from the point of view
of thermodynamics and statistical mechanics, with recourse to a large amount of
experimental observation. The second major topic discussed is the kinetics of crys-
tallization. The treatment is intentionally very formal and allows for the deduction
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xii Preface to first edition

of the general mechanisms that are involved in the process. The equilibrium prop-
erties and the kinetic mechanisms must, in principle, govern the morphological
characteristics of the crystalline state, which is the subject matter of the last chapter.
The latter topic has been under intensive investigation in recent years. Many new
concepts have been introduced which are still in a state of continuous revision.
Consequently, a very detailed delineation of morphological structure has not been
attempted. Instead, the discussion and interpretation have been restricted to the
major features, which find their origin in the subject matter of the previous chapters.

Although many of the problems that fall within the scope of this work appear
to be in a reasonable state of comprehension, there are some important ones that
are not. It is hoped that these have become at least more clearly defined. Although
no effort has been made to present a bibliographic compilation of the literature,
care has been taken to avoid the neglect of significant work. Primary emphasis
has been placed on principles, and this consideration has been the main guide
in choosing the illustrative material. In this selection process a natural prejudice
exists for material with which one is more familiar. This partiality, which appears
to be an occupational hazard, has not been completely overcome in the present
work. A great deal of what has been learned from studies of the simpler polymers
can be applied to the properties and function of the more complex polymers of
biological interest. Consequently, whenever possible, a unified approach has been
taken which encompasses all types and classes of macromolecules, their diverse
origin and function notwithstanding.

It was the author’s pleasure and very distinct privilege to have the opportunity
to be associated with Prof. P. J. Flory’s laboratory some years ago. The author
owes to him a debt, not only for the introduction to the subject at hand, but also
for an understanding of the problems of science in general and polymer science in
particular. As will be obvious to the reader, this book leans very heavily on his gifted
and inspired teachings and research. However, the responsibility for the contents
and the interpretations that are presented rests solely with the author.

The generous assistance of many friends and colleagues is gratefully acknow-
ledged. Dr. N. Bekkedahl read and criticized a major portion of the manuscript and
rendered invaluable aid to the author. Criticisms and suggestions on various chapters
were received from Drs. T. G. Fox, W. Gratzer, G. Holzworth, H. Markowitz, and
D. McIntyre. Dr. R. V. Rice and Mr. A. F. Diorio generously contributed electron
micrographs and x-ray diffraction patterns for illustrative purposes.

The permission granted by Annals of the New York Academy of Science; Chemical
Reviews; Die Makromolekulare Chemie; Faculty of Engineering, Kyushu Univer-
sity; John Wiley & Sons, Inc.; Journal of the American Chemical Society; Journal
of Applied Physics; Journal of Cellular and Comparative Physiology; Journal
of Physical Chemistry; Journal of Polymer Science; Kolloid-Zeitschrift; Polymer;
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Proceedings of the National Academy (U.S.); Proceedings of the Royal Society;
Review of Modern Physics; Rubber Chemistry and Technology; Science; and Trans-
actions of the Faraday Society to reproduce material originally appearing in their
publications is gratefully acknowledged.

Tallahassee, Florida Leo Mandelkern
May, 1963





1

Introduction

1.1 Background

Polymers of high molecular weight have now been accepted as respectable members
of the molecular community. This situation was not always true.(1) It is now rec-
ognized, however, that polymer molecules possess the unique structural feature of
being composed of a very large number of chain units that are covalently linked
together. This property is common to all macromolecules despite their diverse
origin, their widely differing chemical and stereochemical structures and uses and
function. It is, therefore, possible to study this class of substances from a unified
point of view that encompasses the relatively simpler polymers prepared in the
laboratory, as well as the more complex ones of nature. The characteristic thermo-
dynamic, hydrodynamic, physical, and mechanical properties possessed by high
polymeric substances can be explained, in the main, by their covalent structure and
the attendant large size of the individual molecules.

Although one is dealing with molecules that contain thousands of chain bonds,
macromolecular systems still retain the ability to exist in different states. This
property is common to all substances, high polymers included. Two states of mat-
ter that are observed in monomeric substances, the liquid and crystalline states, are
also found in polymers. The liquid or amorphous state is characterized by some
amount of rotation about the single bonds connecting the chain atoms in the poly-
mer. Hence, in this state a single polymer molecule can assume a large number
of spatial conformations. The bonds in a collection of such chain molecules in
the liquid state, adopt statistical orientations and their centers of gravity are ran-
domly arranged relative to one another. The structural units of a collection of such
molecules in this state are arranged in a random, disoriented array and are essen-
tially uncoordinated with one another. However, under appropriate conditions of
either temperature, pressure, stress, or solvent environment, a spontaneous ordering
of portions of the chain molecules can take place. This ordering results from the
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2 Introduction

strong preference of the chain bonds to assume a set of highly favored specific
orientations or rotational states. Therefore, in contrast to the amorphous or liquid
polymer, the individual molecules now exist in a state of conformational order.
The individual ordered chains, or more specifically portions of them, can then be
organized into a regular three-dimensional array with the chain axes usually being
parallel to one another, although a few exceptions have been found. The structure of
the individual molecules may be such that they are fully extended, or they could be
in a helical conformation, or they may fold back upon one another, as circumstances
dictate. The significant factor is that a state of three-dimensional order is developed
that in its major aspects closely resembles the crystalline state of monomeric sub-
stances. This general structural arrangement of the constituent molecules is termed
the crystalline state of polymers. Since in virtually all cases the ordering process is
not complete, this state is more properly termed a semi-crystalline one.

It is axiomatic that an individual polymer molecule that possesses a high degree of
chemical and structural regularity among its chain elements is capable of undergoing
crystallization. Indeed, crystallization has been observed in a wide variety of such
polymers. It is found, moreover, that a significant amount of structural irregularity
can be tolerated without preventing the crystallization process. However, even for
a polymer possessing a highly regular structure, conditions must be found that are
kinetically favorable for crystallization to occur in the allotted observation time.
For example, poly(isobutylene), a polymer of apparently regular structure, can be
easily crystallized by stretching. For a long time this polymer was not thought to
be crystallizable without the application of an external stress. However, it has been
demonstrated that crystallinity can be induced merely by cooling. Many months
must elapse, at the optimum temperature, before the development of the crystalline
state can be definitely established. Kinetic factors, therefore, are quite important. It
is thus not surprising that some polymers thought to have a regular structure have
not as yet been crystallized.

The understanding of the structure and properties of semi-crystalline polymers
involves many different experimental techniques, scientific disciplines and theo-
retical approaches. The totality of the problem, and the interrelation between its
different facets, are shown schematically in Fig. 1.1.(2) Essentially, all properties
are controlled by the molecular morphology, that in turn is determined by the crys-
tallization mechanisms. Information about mechanisms is obtained from studies of
crystallization kinetics. In order to interpret kinetics, the equilibrium requirements
need to be established. It has long been recognized that the crystalline state that
is actually observed in polymers, more often than not represents one that is not
at equilibrium and can be considered to be metastable. However, knowledge of
the equilibrium requirements is vital to understanding all aspects of the crystal-
lization process and the final state that eventually evolves. Based on the overview
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Fig. 1.1 Schematic representation and interrelation of problem areas in the study of crys-
talline polymers.(2)

given by the schematic of Fig. 1.1, the study of crystalline polymers divides itself
naturally into three parts. Therefore, in this work the first of these, Equilibrium Con-
cepts, comprise Volume 1. Volume 2 is concerned with Crystallization Kinetics and
Mechanisms. Molecular Morphology and Properties are treated in Volume 3.

Many important properties of polymeric systems reside in the details of the con-
formation of the individual chains. This is particularly true with regard to their
crystallization behavior. Hence it is appropriate that, before embarking on a dis-
cussion of the major subject at hand, attention be given to the general principles
involved in determining the conformation of individual long chain molecules and
the nature of the liquid state.

1.2 Structure of disordered chains and the liquid state

The spatial geometry of a long chain molecule depends on the bond distances
between the chain atoms, the valence angles, and the hindrance potentials for in-
ternal rotation about single bonds. The conformation of a given chain backbone
(fixed bond lengths and valence angles) is completely specified by the rotation an-
gles about each of its single bonds. The large number of conformations available
to a given molecule results from the permissible variations in the rotational angles
among the skeletal bonds. These conformations differ from one another according
to the value of the rotational angle for each individual bond.

As a convenient starting point in developing the statistical methods that are
needed to analyze chain conformation, and for the purpose of calculating the di-
mensions of real molecules, a highly hypothetical model of a chain made up of
completely freely rotating single bonds and bond angles is assumed. The geometric
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properties of such a chain model can be calculated exactly as long as long-range in-
tramolecular interactions involving pairs of units remotely separated along the chain
contour are neglected.(3) The geometry of the chain can be conveniently described
either by the distance between the chain ends or by the distance of a chain element
from the center of gravity of the molecule. Because of the large number of different
conformations available to a molecule, a distribution of end-to-end distances is
calculated. This distribution function is Gaussian, and the mean-square end-to-end
distance is found to be 〈r2〉0f = nl2. Here l is the length and n the number of links
in the chain. The subscripts designate that we are dealing with an isolated, freely
jointed chain. It has also been shown that for such a chain the root-mean-square
distance of an element from the center of gravity 〈s2〉1/2

0f and 〈r2〉0f are related by
〈s2〉1/2

0f = 〈r2〉1/2
0f /6. For the chain model assumed, these linear dimensions depend

on the square root of the number of bonds and hence are many times smaller than the
extended length of the macromolecule. The most frequent conformations expected
in the liquid state will, therefore, be those that are highly coiled. Calculations of
the dimensions of freely rotating chains have also been made for cases where more
than one kind of bond and valence angle are present.(3,4) Hence, it is possible
for a comparison to be made between the actual dimensions of many real chains
and their freely rotating counterparts.

In a real chain, the freedom of internal rotation and thus chain dimensions are
tempered by the hindrance potential associated with a given bond, as well as steric
interferences and interactions between neighboring substituents attached to the
main chain atoms. Also of concern is the question of whether the bond rotations of
neighboring bonds are independent or interdependent with one another. The hin-
drance potentials (for single bonds in polymer chains) are expected to resemble
those of similar bonds in monomeric molecules.(5,6,7) For example, a threefold
symmetric potential is appropriate to describe the rotational states of ethane. How-
ever, the potential for the central bond of butane needs to be modified. Although
three minima still exist in the potential function all are not of equal energy. The
lowest one is for the planar or trans configuration. The other two minima represent
gauche forms, which are obtained by rotations of ±120◦ from the trans position.
The two gauche forms are of the same energy and exceed that for the trans form
by about 500 to 800 cal mol−1. It has been assumed that a similar potential func-
tion is applicable to the hindered rotation of bonds in the long chain polyethylene
molecule. Hence, for this polymer the lowest energy form is the planar all-trans
configuration which corresponds to the fully extended chain. Although the trans
state is energetically favored, gauche states are allowed at favorable temperatures
so that it is still possible to generate highly irregular conformations.

For polymers whose chain structures are more complex than that of polyethylene
the simple potential function described above needs to be modified. However, the
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potential functions are still characterized by minima that represent the low energy,
highly favored rotational states. Hence, for real chains the angular position of each
bond may be considered to occur effectively in one of the available minima. Bond
rotations are thus limited to angular values that lie within fairly narrow ranges that
can be regarded as discrete states. This approximation has been termed the rotational
isomeric state. With this model an elegant mathematical apparatus is available that
allows for a quantitative description of the chain conformation and can take into
consideration the interdependence of rotational potentials on the states of neigh-
boring bonds.(7,8,9) The partition function of the chain can be calculated using the
method of the one-dimensional Ising lattice that was developed for the treatment of
ferromagnetism.(7,8,9) From this calculation, the average dimensions of the single,
isolated real chain can be deduced as well as the angular position of the energy
minima. The chain dimensions are conveniently characterized by their characteristic
ratios defined as Cn = 〈r2〉0/nl2, where n represents the number of chain bonds and
〈r2〉0 the actual mean-square end-to-end distance of an isolated chain unperturbed
by long-range intramolecular interactions. The characteristic ratio is a measure of
the spatial domain of the chain and will obviously be greater than that of the freely
jointed chain. The Cn value can be obtained experimentally by several different
physical chemical methods. In the disordered or liquid state individual chains are
said to adopt a statistical conformation, since the conformation is governed by the
rules of statistical mechanics. A compilation of values for C∞, characteristic of
an infinitely long chain, is given in Table 1.1 for a set of representative polymers.
A more complete set of data can be found elsewhere.(9a)

Usually, there is good agreement between the experimentally determined values
of C∞ and the theoretical expectations. For the polymers listed, C∞ values range
from about 2 to 20, significantly greater than what would be calculated for a free
rotating or freely jointed chain. Freely jointed, or rotating chains do not give either
a good or a universal representation of the spatial characteristics of real chains.
There is a certain element of arbitrariness in calculating C∞ for chains that contain
rings in the backbone because of the ambiguity in specifying the required single
or virtual bonds.(10) For example, depending on the virtual bond chosen, C∞ for
poly(ethylene terephthalate) is calculated to be either 4.70 or 5.45. To avoid this
ambiguity the spatial extent of the chain can also be expressed as (〈r2〉0/M)∞. This
latter quantity is calculated to be 0.93 A

�2 g mol−1 for poly(ethylene terephthalate),
a value that is comparable to the experimentally determined one.

Polymers that have C∞ values in the range listed in Table 1.1 are considered to be
“flexible” chains. These values are in marked contrast to another class of polymers,
such as the poly(p-phenylene amides) and the corresponding polyesters, where NH
is replaced by O. For these polymers C∞ values are calculated to be in the range of
125–225.(11) Although for sufficiently high molecular weights these polymers can
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Table 1.1. Values of C∞ for some representative polymersa

Polymer T ◦C C∞ Reference

Poly(methylene) 138–142 6.6–6.8 a,b,c,d
140 7.9b e
25 8.3 f

Poly(tetrafluoroethylene) 327 9.8b g
325 8 ± 2.5 h

Poly(isobutylene) 24 6.6 i
24 7.2b j

Poly(oxyethylene) 35–45 4.0b k
30 4.0–5.5b l

4.0–5.6 l

Poly(dimethyl siloxane) 20.0, 22.5 6.35–7.7b m

Poly(hexamethylene adipamide) 25 5.9 n
25 6.10b o

Poly(caproamide) 25 6.08b o

1,4 Poly(isoprene)
cis 50 3.84b, 4.55b, 4.92b p,q

50 4.7 r,s
trans 50 6.60b, 6.95b r

56 6.60, 7.4 s,t,u

Poly(propylene)
isotactic 140 4.2b v
syndiotactic 140 11b v
atactic 140 5.5b, 5.3b v,w

Poly(methyl methacrylate)
isotactic 27.6, 26.5 9.1–10.0, 10.0b x,y,z
syndiotactic 8, 35 6.5, 7.2 y

7.2b aa
atactic 4–70 6.9 ± 0.5 bb,cc,

dd,ee

Poly(styrene)
isotactic 30 11 ff,gg
syndiotactic 30 15–30b hh
atactic 30 10 gg,ii,

jj,kk

Poly(L-proline) 30 14 (water) ll
18–20 (organic ll

solvents)

Poly(L-glycine) 30 2b mm

Poly(L-alanine) 30 9b mm

a Experimental values are given for C∞ except when otherwise noted.
b Calculated values for C∞.
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be treated as statistical coils, they are in fact highly extended, asymmetric chains.
We shall be concerned here primarily with flexible type chains.

The discussion of chains in statistical conformation is based on the properties of
individual, isolated chains. Except for crystallization from very dilute solution the
crystallization process involves a collection of such chains. The question can
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then be raised as to the relation between the conformation of an isolated chain and
that when present in a collection of such chains in the molten or liquid state. Flory
has argued on theoretical grounds (12) that polymers in an undiluted melt should be
essentially unperturbed, i.e. the chain dimensions should be the same as the isolated
chain devoid of long-range intramolecular interaction and thus correspond to the θ

condition. This conclusion is based on the premise that although a molecule in the
bulk state, or in concentrated solutions, interferes with itself, it has nothing to gain
by expanding. The reason is that the decrease in interaction with itself that would
occur is compensated by increased interference with its neighbors. Hence, the chain
prefers to remain in the θ condition. This theoretical expectation is borne out by
experiment. Small-angle neutron scattering measurements of the radii of gyration
of many polymers in the bulk are in close agreement with the values for the isolated,
unperturbed chain, as determined under θ conditions.(13–18)

The discussion of the liquid state up to this point has been a fairly idealized
one, since only the conformation and spatial extent of the chains have been taken
into account. Other factors, not as easily susceptible to calculation, also need to be
considered. These factors principally involve a description of topological structures
such as chain entanglements, loops and knots being among the possibilities. Such
structures can be expected in a collection of random long chain molecules in the
liquid state and should play a major role in the crystallization process. Unfortunately,
the quantification of such topological defects has been difficult. Only chain entan-
glements, characterized by the molecular weight between entanglements, Me, have
been given quantitative meaning by indirect measurements. It is assumed the points
of entanglement acts as crosslinks. Then elementary rubber elasticity theory can be
applied to the measured plateau modulus.(19) Values of Me for selected polymers
are given in Table 1.2.(20,21).

There is a considerable variation in the Me values among the different poly-
mers. The values range from 830 g mol−1 for linear polyethylene to as high as
12 000 g mol−1 for poly(dimethyl siloxane). The main factors governing Me are
the flexibility of the chain and the presence of branches. From a topological view-
point, branches and their length are known to affect the entanglement density.(21)
The difference in Me’s between polyethylene and the poly(propylenes) can be ex-
plained on this basis. Irrespective of the Me value, the entanglement density will
be significant for high molecular weight chains.

1.3 The ordered polymer chain

Under suitable conditions the allowable rotational states can be restricted. A given
bond or sequence of bonds will be limited to rotational angles that correspond to
the lowest minima in the potential function describing the hindrance to rotation.
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Table 1.2. Molecular weight between entanglements for
selected polymersa

Polymer T ◦C Me (g mol−1)

Polyethylene 140 830

Poly(propylene) atactic 140 4600
25 3500

atacticb 30–240 7050
isotacticb 170–220 6900
syndiotacticb 170–220 2170

Poly(2-methyl-1,3-pentadiene) 25 4700

Poly(1,4-cis-isoprene) 25 3100

Poly(isobutylene) 140 7300
25 5700

Poly(dimethyl siloxane) 140 12000
25 9600

Poly(ethylene oxide) 140 1600

Poly(ethylene terephthalate) 275 1200

Poly(carbonate) 200 1300

Poly(capolactam) 270 2000

Poly(oxymethylene) 200 2100

Poly(phenylene oxide) 220 2700–3600

Poly(tetrafluoroethylene) 380 3700

a Data taken from Ref. (20) where a more comprehensive table can be
found.

b Eckstein, A., J. Sahm, C. Friedrich, R. D. Maier, J. Sassmannshausen,
M. Bochmann and R. Mülhaupt, Macromolecules, 31, 135 (1998).

Consequently, a highly ordered chain structure is evolved with the concomitant
loss of the conformational versatility that characterizes the disordered chain and
the liquid state. For example, the trans state represents the bond orientation
with the lowest energy in polyethylene. When successive bonds in the chain assume
this orientation, a fully extended planar zigzag conformation results, as is illustrated
in Fig. 1.2. From the multitudinous number of conformations available to the chain
in the liquid state only one ordered structure survives that is characteristic of the
crystal. An extended planar, or nearly planar, ordered conformation is characteristic
of many polymers including polyamides, polyesters, cellulose derivatives, polydi-
enes, and one of the low energy forms of the polypeptides.

The rotational states allowed for vinyl polymers derived from monomer units
of the type —CH2 —CH2R— depend on the configurations of the successive
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Fig. 1.2 Representation of ordered structure of portions of polyethylene chains. (From
Natta and Corradini (22))

asymmetric carbon atoms bearing the substituent. For an isotactic polymer, wherein
the substituent bearing carbon possesses the same tetrahedral configuration, the pla-
nar zigzag chain is excluded because of the steric interfaces between the neighboring
R groups. In the trans state, successive substituent groups are within 2.5 to 2.6 A

�

of
each other. This is not an allowed distance since it results in gross overcrowding.
The crowding problem can be alleviated by having alternate bonds assume gauche
positions. In this geometric pattern, the substituent groups are adequately separated.
If the required rotations are executed in a regular manner so that the sequence of
trans–gauche bond orientations is followed, then a helical chain structure is formed.
Since there are two gauche positions, if the rotations are always executed in the
same direction, either a right-handed or left-handed helix can be generated with
the same molecule. If the substituent group is not too bulky, then it is found that
the helix contains three chemical repeating units for each geometrical repeating
unit. A helix of this type is illustrated in Fig. 1.3a.(22) This helical form allows the
substituent groups to be sufficiently far apart. As examples, the nearest distances
between nonbonded carbon atoms now become 3.2 A

�

in isotactic polypropylene
and 3.3 A

�

in isotactic polystyrene.
Polymers containing bulkier side-groups require more space, so that much

looser helices are formed. Typical examples of the latter type are illustrated in
Fig. 1.3b, c, and d. These structures give rise to larger repeating units. For example,
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Fig. 1.3 Representation of some typical ordered helical structures for isotactic polymers.
(From Natta and Corradini (22))

poly(3-methyl-butene-1) in which the side-group is CH(CH3)2, has a repeating
unit that is composed of four monomer units. This side-group leads to more acute
overcrowding so that the angle of the gauche bonds is changed from 120◦ to about
100◦. Instead of having the strict trans position at 0◦ it is modified to about −26◦.
For polymers in which the branching occurs at the second atom of the side-chain, as
in poly(4-methyl-hexene-1) the helix is comprised of seven monomer units in two
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geometric turns (Fig. 1.3b). Its structure can be explained by the same type of bond
rotations but with smaller deviations from that of pure trans and gauche positions
being required. Poly(vinyl naphthalene) and poly(o-methyl styrene) form fourfold
helices (Fig. 1.3d) while the helix formed by poly(m-methyl styrene) contains eleven
monomer units in three turns. Isotactic poly(methyl methacrylate) forms a helix that
contains five chemical units in two turns. Hence a diversity of helical structures that
depend on the nature of substituent group can be generated with isotactic polymers.

In syndiotactic polymers, the carbon atoms containing the substituent group
possess an alternating D, L tetrahedral configuration. The steric problem between
neighboring side-groups is therefore not nearly as severe as for the isotactic struc-
tures. It is, therefore, possible to develop ordered chain structures that are planar
or nearly planar, and fully extended. In these structures each bond is in the trans
state. For example, planar zigzag extended structures are observed in poly(vinyl
chloride) and poly(1,2-butadiene). The geometrical repeating unit encompasses two
chemical repeats and is approximately twice the comparable distance for the non-
substituted polyethylene chain. The ordered structures for syndiotactic polymers
are not required, however, to be planar.

In poly(isobutylene), the pairs of methyl groups on the alternate chain carbon
atoms give rise to a severe overcrowding between the side-groups. These steric
difficulties cannot be alleviated by any combination of bond rotations that are
restricted to the trans or gauche states. The bonds in this molecule possess a unique
hindrance potential which bears no resemblance to the threefold potential used to
describe the rotational states in polyethylene and other chain molecules containing
a carbon–carbon skeleton. A helical structure is generated in poly(isobutylene)
by rotating each bond 82◦ from its trans state. In this helix, eight chemical units
correspond to five turns of the geometric repeating unit.(23,24) A regularly ordered
chain structure results when the direction or sign of the rotation is the same for each
bond. A statistically disordered structure evolves when the sign of the rotation is
allowed to change at alternate bonds.

Poly(tetrafluoroethylene) also forms an ordered chain structure. The fully ordered
conformation is a slowly twisting helix that comprises 13 CF2 groups in a repeat.(25)
Each chain bond is rotated 20◦ from the precise trans position. The reason for this
distortion is that, if the structure were planar zigzag, the nonbonded fluorine atoms
would be uncomfortably close to one another. The rotation about each chain bond
again relieves the overcrowding.

Helically ordered chain structures are not limited to molecules containing a
carbon–carbon backbone structure. They also manifest themselves in polypeptides,
proteins, and nucleic acids. A very important ordered structure of polypeptides
is the alpha-helix deduced by Pauling, Corey, and Branson.(26) In this structure
(as contrasted with the extended ordered configuration of a polypeptide chain) the
maximum number of hydrogen bonds between the carbonyl oxygen and amino
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Fig. 1.4 Comparison of the alpha-helix formed by polypeptides (left) with a 3.5 helix
generated by an isotactic polymer (right). (From Natta and Corradini (22))

nitrogen are formed intramolecularly. The hydrogen bonding occurs between every
third amino acid residue along the chain. A nonintegral helix results which con-
tains 3.6 residues per turn. The peptide group is planar, in analogy to deductions
from crystallographic studies of similarly constituted monomeric substances, and
each CO and NH group forms a hydrogen bond. A comparison of the structure of an
alpha-helically ordered polypeptide chain with a 3.5 helix formed by an isotactic
vinyl polymer is shown in Fig. 1.4. In the latter case, the structure is not stabi-
lized by any intramolecular hydrogen bonds. In another example, poly(L-proline),
which is a polyimino acid, does not possess the capacity for intramolecular hydro-
gen bonds. However, because of the influence of steric factors, an ordered helical
chain conformation exists, where the imide group is planar and in the trans state.(27)

The ordered structures of nucleic acids involve more than one chain molecule.
The structure of deoxyribonucleic acid (DNA), as deduced by Watson and Crick (28)
and Wilkins et al.,(29) involves two intertwined chains helically woven so as to
resemble a twisted ladder. The rungs of the ladder, which render the structure stable,
are formed through the hydrogen bonding of complementary purine and pyrimidine
bases.
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No effort has been made here to discuss the intricate details of the ordered chain
structures. However, it is clear that a myriad of such structures can be developed
by chain molecules. The structure that is formed depends on the chemical nature of
the molecule and results from the perpetuation of specific sets of bond orientations
along the chain. This ordering process can also be aided and abetted by specific
intermolecular interactions. Crystallization can then be schematically envisaged as
the process of packing the individual ordered molecules into an organized three-
dimensional array.

Although the bond orientations represent the minimum energy for the chain as a
whole, there will be a further decrease in free energy as the chain atoms and sub-
stituents from the different molecules are suitably juxtaposed relative to one another.
The form of the individual molecules, as deduced from x-ray crystallography, is
usually indicative of the bond orientation (or sequences of bonds) of minimum
energy.(30) This can be tempered, or modified, by intermolecular forces that can
cause a distortion in the structure of the individual molecules. The influence of
chain packing is most important when a choice exists between conformations of
nearly equal energy. This appears to be the case for rubber hydrochloride and
certain polyesters and polyethers.(23) Very often the conformational energy map
contains more than one low energy minimum. It is then possible, under certain
circumstances, for the chain to adopt an ordered structure that represents an energy
minimum, but not the lowest one possible. Polymorphism then results, in that more
than one crystal structure can be obtained from the same polymer.

The arrangements of the atoms in the crystalline regions of a polymer can be
determined by the conventional methods of x-ray crystallography.(31) The ordered
chain conformation and the packing can be established in this manner. Although
single crystals are usually not available to polymer crystallographers, many of the
characteristics of the unit cell such as the crystal system, dimensions, and positions
of the atoms have been deduced for a wide variety of polymers. Normal bond
distances, angles, and other elements of structure appear to be the general rule. The
role of the chemical repeating unit is analogous to the part played by molecules
in crystals of low molecular weight organic compounds. The important realization
that the complete molecule does not have to be contained within the unit cell was
very influential in establishing the macromolecular hypothesis.(1,32) Unit cells
are usually composed of from one to eight chain repeating units. It is also not
uncommon to have more than one chain within the unit cell.

1.4 Morphological features

When the structural features of crystalline polymers are examined beyond the
level of the unit cell, it is very important that their semi-crystalline character
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Fig. 1.5 Wide-angle x-ray pattern of noncrystalline natural rubber. (Courtesy of A. F.
Diorio)

be recognized. This situation becomes immediately apparent from x-ray diffrac-
tion studies. Several different types of wide-angle x-ray patterns can be obtained
from polymeric systems. Discrete Bragg reflections do not appear in the pattern
when the polymer is noncrystalline. Only a diffuse halo or in some cases two
haloes are observed, as is illustrated in Fig. 1.5. This pattern is for noncrystalline
natural rubber at 25 ◦C. A typical pattern obtained when a polymer is crystal-
lized merely by cooling is given in Fig. 1.6 for a linear polyethylene specimen.
Discrete Bragg reflections are now observed. These are in the form of a series of
concentric circles. The pattern is qualitatively similar to that obtained from pow-
der patterns of crystalline monomeric substances. However, the line widths are
not as narrow. The crystallites are randomly arranged. From a macroscopic point
of view there is, on an average, no preferred orientation of the crystallographic
directions.

Different kinds of preferred orientations can also be developed with crystalline
polymers. The native state of many macromolecules of biological interest, such as
the fibrous proteins, is characterized by a preferred crystalline orientation. Similar
conditions can also be obtained in other polymers by deformation of the specimen
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Fig. 1.6 Wide-angle x-ray diffraction pattern of linear polyethylene crystallized by cooling.
(Courtesy of A. F. Diorio)

during or subsequent to the crystallization process. Examples of wide-angle x-ray
diffraction patterns of three axially oriented crystalline polymers, natural rubber,
linear polyethylene, and the naturally occurring fibrous protein collagen, are given
in Fig. 1.7. The reflections have now become discrete spots as a result of the
preferential orientation of different crystallographic planes. The natural rubber and
polyethylene patterns are reminiscent of those obtained from a well-developed
single crystal with rotational symmetry about an axis perpendicular to the incident
x-ray beam. It should be noted that, despite the close similarity to the conventional
single crystal pattern, the persistence of a diffuse halo is still easily discerned.
For the same crystallographic structure, i.e. in the absence of polymorphism, the
recorded Bragg spacings are identical, whether the specimen is oriented or not.
Other types of orientation are also possible, such as biaxial, where the polymer
chains tend to lie in a plane. The different types of orientation can be identified and
described by wide-angle x-ray diffraction.

There is substantial evidence to indicate, at all the levels of morphology that
are amenable to study, well-defined organized structures exist. Small-angle x-ray
studies indicate structures having linear dimensions that correspond to hundreds of
angstroms.(34,35) A typical low-angle x-ray pattern from a highly axially oriented
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(a)

(b)

Fig. 1.7 (cont.)
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(c)

Fig. 1.7 Wide-angle x-ray diffraction pattern for axially oriented crystalline macromo-
lecules. (a) Natural rubber: (b) linear polyethylene: (c) native collagen fiber. (Courtesy of
A. F. Diorio)

fiber of linear polyethylene is shown in Fig. 1.8.(33) Several orders of diffraction,
corresponding to a long period of 410 ± 20 A

�

, are resolved in this sample. In
addition to the discrete maxima, diffuse scatter also occurs at the small angles. The
light scattered by thin films of crystalline polymers can be interpreted in terms of
structural entities whose size is in the range of several thousand angstroms.(35)

When viewed under the light microscope, thin films of crystalline homopolymers
very often display highly birefringent spherulitic structures. Here the crystallites
are arranged in a spherical or pseudo spherical array. Such structures are not
unique to polymers as they are also observed in low molecular weight inorganic
and organic compounds. An example of this kind of crystalline body, grown in a
thin polyethylene film, is illustrated in Fig. 1.9.(36) A more detailed discussion
of these structures will be given subsequently. For present purposes it suffices to
note that the existence of spherulites is evidence of structural organization at the
level of several micrometers.

Typical electron microscope studies of homopolymers crystallized from the pure
melt are shown in Figs. 1.10 and 1.11 respectively.(37,38) Lamellar-like crystallites
are the characteristic habit. Detailed studies indicate that the thickness of the lamel-
lae is usually the order of several hundred angstroms, depending on the crystalliza-
tion conditions. Lateral dimensions on the other hand are the order of a micrometer.
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Fig. 1.8 Low-angle x-ray diffraction pattern of an axially oriented crystalline linear poly-
ethylene specimen.(33)

Fig. 1.9 Light micrograph of spherulitic structures grown in crystalline, linear polyethy-
lene. (From Price (36))
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Fig. 1.10 Electron micrograph of melt crystallized linear polyethylene. (From Eppe,
Fischer and Stuart (37))

Fig. 1.11 Transmission electron micrograph of linear polyethylene sample (Mw = 1.89 ×
105, Mn = 1.79 × 105) crystallized isothermally at 131.2 ◦C. Light areas crystallites; dark
areas noncrystalline regions.(38)
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Fig. 1.12 Electron micrograph of linear polyethylene (Mv = 50 000) isothermally crystal-
lized at 89 ◦C from a dilute tetralin solution. (Courtesy of Dr. R. V. Rice)

Most interesting is the fact that chain axes are preferentially ordered normal or nearly
normal to the basal planes of the lamellae. The lamellar habit is typical of crystal-
lites formed by homopolymers. Such structures are central to the understanding of
molecular morphology and properties. Of particular interest and importance is the
nature of the interphase between the crystalline and noncrystalline regions. This
problem will be discussed in detail in Volume 3.

When homopolymers are crystallized from very dilute solutions, either
lozenge-shaped platelets or crystals that possess a dendritic habit are formed.
Some typical electron micrographs of the crystals precipitated from dilute solution
are shown in Figs. 1.12 and 1.13. The crystal habit that is observed depends on
the molecular weight of the polymer and the crystallization conditions, such as
the temperature and the nature of the solvent. A very striking feature is that the
platelets are only about 100 to 200 A

�

thick. In conjunction with selected-area
electron diffraction studies, it is shown that the chains are again preferentially
oriented normal, or nearly so, to the basal plane of the platelet. Considering the
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Fig. 1.13 Electron micrograph of linear polyethylene (Mv = 50 000) isothermally crystal-
lized at 60 ◦C from a dilute tetralin solution. (Courtesy of Dr. R. V. Rice)

high molecular weight involved, it can be concluded that a given chain must pass
through these crystals many times. Hence, within the crystal, the polymer chain
must assume some sort of folded structure. A very detailed discussion of the folded
chain structure, and the nature of the lamellar crystals, will be given in the discussion
of molecular morphology in Volume 3.

It has been recognized that there are many unique features and complications
involved in delineating the detailed structure and conformation of a single, isolated
long chain molecule. The organization of such molecules into a partially crystalline
array poses further problems as should be apparent to the most casual observer. In
subsequent chapters we endeavor to develop a systematic treatment and under-
standing of the nature of the crystalline state of long chain molecules. We use as a
guide the schematic diagram in Fig. 1.1.
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2

Fusion of homopolymers

2.1 Introduction

Characteristic changes take place in properties during the transformation of a pure
homopolymer from the crystalline, or partially crystalline, state to the liquid. Major
changes occur in physical and mechanical properties, in spectroscopic and scatter-
ing behavior and in the extensive thermodynamic variables. A crystalline homo-
polymer is typically a hard, rigid solid that possesses high strength. In contrast, in
the molten state a polymer can possess the properties of a liquid of low fluidity.
However, if the molecular weight is sufficiently high the liquid will exhibit
rubber-like characteristics. The influence of crystallinity on mechanical properties
manifests itself by a change in the modulus of elasticity by factors from about 103

to 105 upon melting. The mechanical strength of fibers can be attributed to the
influence of oriented crystalline regions.

Crystalline homopolymers yield a number of wide-angle x-ray diffraction reflec-
tions that are superimposed on a diffuse halo, or haloes. These reflections disappear
after melting and only broad haloes remain. Distinctive changes in infra-red and
Raman spectra also occur during the transformation. Latent enthalpy and volume
changes that are usually associated with a phase change of the first order are also
observed. The distinct differences in thermodynamic and structural properties be-
tween these two polymeric states are very similar to those which occur during the
melting of crystals of monomeric substances.

The melting–crystallization process of a system of small molecules is formally
described as a first-order phase transition. Appropriate laws then follow that can be
applied to a variety of problems. For a one-component system at constant pressure,
the transition temperature is independent of the relative abundance of either of
the two phases that are maintained in equilibrium. Melting is very sharp. The
characteristic temperature of equilibrium is defined as the melting temperature.
For the above conditions to be experimentally satisfied an almost perfect internal

24
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Fig. 2.1 Fusion of n-hydrocarbons. Plot of dilatometric scale reading against temperature
for C44H90 and C94H190.(1)

arrangement of the crystalline phase is required. Moreover, crystals of large size
are required to minimize any excess contribution to the free energy change caused
by the surfaces or junctions between the two phases. Deviation from these idealized
conditions will inevitably lead to a broadening of the melting range.

The criteria set forth above for an idealized first-order phase transition should
apply equally well to the melting–crystallization of all substances. Before consid-
ering whether it is valid to apply these classical ideas to polymers it is instructive to
examine the fusion of low molecular weight substances in more detail. Of particular
interest in the present context is the behavior of n-hydrocarbons, which are pure low
molecular weight chain molecules. The results of a dilatometric study of the fusion
of pure C44H90 and of C94H190 are presented in Fig. 2.1.(1) Each of these pure
compounds is of uniform chain length. The complete molecule participates in the
crystal structure and thus molecular crystals are formed. These compounds should,
therefore, behave in a classical manner. The fusion process is relatively sharp for
each of the compounds. The melting temperature, representing the termination of
fusion, is clearly defined and can be determined with a high degree of certainty.
However, upon close scrutiny differences can be observed between the fusion of the
two compounds. The C44H90 melts almost exactly according to theoretical expecta-
tions. The fusion process is relatively sharp and takes place within less than 0.25 ◦C.
On the other hand, although the chemically pure C94H190 gives a well-defined
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melting temperature, the fusion process is broader. For this compound, melting
takes place over a 1.5–2 ◦C temperature interval. It is well established that this
compound is also undergoing a first-order phase transition on melting. Here the
broadening of the fusion range cannot be attributed to chemical impurities (or an
added second component). It is reasonable to assume that morphological or struc-
tural “impurities” are the cause for the broadening. These results illustrate quite
vividly the concepts set forth by Mayer and Streeter.(2) They pointed out that there
are certain inherent difficulties in classifying a transition solely according to the
shape of the fusion curve. The question arises, for example, whether the transfor-
mation range for the pure C94H190 would be appreciably sharpened by adopting
a more stringent crystallization and heating schedule. One can easily anticipate
that the difficulties encountered with pure low molecular weight compounds would
be enhanced during the fusion of homopolymers. A description and classification
of the transition based solely on the character of the fusion curve is arbitrary and
difficult. A detailed investigation of the fusion process, including the effects of
crystallization conditions and annealing, is required.

Long chain molecules that are packed in perfect array in crystallites of suffi-
ciently large dimensions represent a state that can be termed crystalline. The fact
that a chain molecule may permeate many unit cells, in contrast to low molecular
weight substances, is of no real consequence in the present context. The unique
feature of chain structure, i.e. the covalent connectivity of chain atoms and repeat-
ing units, is of concern in analyzing polymer crystallization. This connectivity of
hundreds to thousands of chain atoms sets the crystallization of polymers apart
from other molecular systems. It is the reason for some of the differences that
are observed in crystallization behavior. For example, for the flexible type chain
molecule the crystallization process is rarely, if ever, complete. Depending upon
molecular weight and crystallization conditions, the extent of crystallization can
range from about 30 to 90% in homopolymers.(3) Because of the basic structural
differences that exist one cannot tacitly assume that polymers and low molecular
weight substances will display the same crystallization behavior in general and that
the melting–crystallization of polymers is a first-order phase transition.

The essence of the problem is whether the ordered regions in the crystalline
polymers can be treated as a separate phase. The usual thermodynamic criteria will
have to be satisfied. For a pure phase of one component the chemical potential
must be uniform throughout the phase and only depend on the temperature and
pressure. For a poorly developed crystalline system, whether it be polymer or low
molecular weight species, this condition will obviously not be fulfilled. Under these
circumstances the chemical potential will also depend on the degree of order and
the crystallite size. The extent to which the idealized crystalline state can be ap-
proached must ultimately be judged by the sharpness of the fusion process and the
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reproducibility of the melting temperature. As was pointed out above there are in-
herent difficulties in defining a transition by the shape of the fusion curve. A detailed
investigation of the nature of the fusion and the characteristics of the transformation
temperature is required. The concept that the melting of polymers is a first-order
transition has important and far reaching consequences. Hence, it is important that
the validity of this concept be investigated. If this postulate is not satisfied by
experiment and molecular theory, then this premise will have to be discarded.

2.2 Nature of the fusion process

We examine the problem posed above by analyzing the melting of different poly-
mers. Attention is focused on linear polyethylene as a model since the fusion of
this polymer is known to be typical of other crystalline polymers. It also offers
a continuity with the melting of the low molecular weight homologues that were
illustrated in Fig. 2.1. In order to study the fusion process properly, procedures must
be adopted that ensure conditions close to equilibrium are attained. Experience has
taught us that these requirements are best fulfilled when crystallization from the melt
is carried out either isothermally at temperatures as close to the melting temperature
as is practical, or by protracted annealing at elevated temperatures of the already
formed crystalline phase. Particular attention must also be given to the molecular
constitution of the chains. In an ideal situation this involves specifying the molecular
weight of narrow fractions, or the distribution for polydisperse systems.

The influence of the crystallization and melting conditions on the fusion process is
illustrated in Fig. 2.2 for a very polydisperse linear polyethylene (Mn = 1.2 × 103;
Mw = 1.5 × 105).(4) The open circles represent the results when the sample was
slowly cooled from the melt to room temperature. The solid circles give the re-
sults when the same polymer was crystallized at 130 ◦C for 40 days and then
cooled, over a 24-hr period, to room temperature, prior to fusion. When a heating
rate of the order of 1 ◦C per day was used, represented by the open circles, the
course of fusion is marked by partial melting–recrystallization. Despite this partial
melting–recrystallization, the fusion process is still relatively sharp. The last trace of
crystallinity disappears at a well-defined temperature, that for this sample can be
taken to be 137.5 ± 0.5 ◦C. The isothermally crystallized sample, represented by the
solid circles in Fig. 2.2, yields a higher level of crystallinity as indicated by the lower
specific volume. Presumably a more perfect set of crystallites have been developed
by this more rigorous crystallization procedure. On subsequent heating, the par-
tial melting–recrystallization process that was prevalent with the nonisothermally
crystallized samples is minimized. It is important to note that there is also a per-
ceptible sharpening of the fusion curve, although the same melting temperature is
obtained.
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Fig. 2.2 Specific volume–temperature relations for an unfractionated linear polyethylene
sample. Slowly cooled from melt �; isothermally crystallized at 130 ◦C for 40 days then
cooled to room temperature �.(4)

By appropriate experiment it can be demonstrated that a well-defined temper-
ature exists at which the last traces of crystallinity disappear. This temperature is
reproducible and is independent of the crystallization conditions and the previous
thermal history of the sample. Although the melting temperature of homopolymers
is sharp and reproducible, the fusion process appears to violate one of the prime
requirements of a first-order phase transition, namely that at constant pressure the
transformation temperature should be independent of the relative abundance of the
two phases. The melting range for the unfractionated polymers illustrated in Fig. 2.2
is, however, relatively narrow, being limited to a few degrees at most. Thus, for two
molecularly identical systems the crystallization conditions, and presumably the
resulting morphological forms, influence the course of fusion although the melting
temperatures themselves are very clearly defined. There is no reason to believe that
the ultimate in crystallization conditions and melting procedures has as yet been
developed. Improvement in these methods will by necessity sharpen the melting
range.

The use of molecular weight fractions has allowed for a major improvement
in our understanding of the fusion process. A comparison between the fusion
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Fig. 2.3 Specific volume–temperature relation for linear polyethylene samples. Samples
initially crystallized at 131.3 ◦C for 40 days. Unfractionated polymer, Marlex-50 �; fraction
Mn = 32 000 �. (From Chiang and Flory (5))

characteristics of the unfractionated polymer that was illustrated in Fig. 2.2 and
a molecular weight fraction, M = 3.2 × 104 crystallized under extreme isothermal
conditions, is given in Fig. 2.3.(5) The melting temperatures are clearly defined
and are the same for both polymers. It is evident in Fig. 2.3 that the melting of
this fraction, (open circles), is appreciably sharper than the whole polymer. For
the fraction, 80% of the transformation occurs over a 2 ◦C range. Over the same
temperature interval there is only a 35–40% change in the polydisperse polymer.
Molecular weight fractions appear to be able to develop a more perfectly devel-
oped crystalline state with a concomitant sharper fusion process. However, studies
have shown that, depending on molecular weight, the use of fractions can also in-
troduce complexities into the fusion process. Figure 2.4 illustrates the change in
crystallinity level with temperature for fractions whose molecular weights range
from 3.3 × 103 to 1.55 × 106.(6) These samples were isothermally crystallized and
never cooled subsequent to the initiation of fusion. The two lowest molecular weight
fractions melt very broadly. This result is easily explained by the high concentration
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Fig. 2.4 Plot of degree of crystallinity, 1 − λ, as a function of temperature after crystalliz-
ation at high temperature for the molecular weight fractions of linear polyethylene
indicated.(6)

of end-groups and their exclusion from the crystal lattice. There is, in effect, a
significant built in impurity concentration that results in the expected broadening of
the melting range. As the end-group concentration becomes insignificant an appre-
ciable sharpening of the melting takes place. For molecular weights in the range
1.25 × 104 to 4.7 × 104 about 80–90% of the transformations occur over only a
2 ◦C interval. The curves closely resemble the one for C94H190 in Fig. 2.1. Thus
behavior expected for a first-order phase transition of a pure substance is observed.
However, for the highest molecular weights, including examples not illustrated, the
curves broaden significantly with increasing chain length. It has also been found
that if the level of crystallinity is restricted in the higher molecular weights, the
melting range narrows considerably and becomes comparable to that observed for
the lower molecular weight species. The factors involved in the broadening appear
to be associated with the increasing level of crystallinity although for high molec-
ular weights the absolute level of crystallinity that can be attained is relatively
low.(3) The reasons for the broadening are probably structural and morphological
in character. It could be caused by a distribution of crystallite sizes, the influence
of the interfacial structure and the structure of the residual noncrystalline regions.
These factors will be discussed in more detail subsequently.
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The results described above give clear evidence that it is possible to develop
fusion curves in homopolymers that are comparable to those obtained for low
molecular weight substances. In all cases the temperature at which the last traces
of crystallinity disappear is clearly defined. Molecular weight polydispersity, along
with structural and morphological features, tend to broaden the fusion range. Even
for monomeric substances the fusion process can be broadened by rapid cooling
from the melt and the freezing in of nonequilibrium states. It is not unexpected,
therefore, that these processes will be exaggerated in polymers. In order for the
fusion process to be sharp in polymers the chain lengths must be highly uniform.
In addition, the stringent crystallization conditions that are necessary cannot be
easily employed because of kinetic restraints. The differences in the fusion process
between polymers and low molecular weight substances is, therefore, one of degree
rather than of kind. We can, therefore, conclude that the melting of crystalline poly-
mers is a first-order phase transition and all of the dictates of this transition should be
followed. The consequences of this conclusion are profound and have far-reaching
implications.

The fusion of other polymers follows the same pattern as was found for linear pol-
yethylene. Some representative results for the fusion of different type chain molec-
ules are illustrated in Fig. 2.5.(7) Here the relative volume is plotted as a function of
temperature. Very slow heating rates were employed subsequent to essentially un-
controlled crystallization. Characteristically, partial melting and recrystallization is
again observed during fusion. Under these stringent conditions the melting process
is quite sharp. The temperature at which the last traces of crystallinity disappear
is well-defined in each of the examples. The abrupt termination of the fusion pro-
cess is indicated. More stringent measures are needed to approach the equilibrium
condition of polymers relative to low molecular weight species.

The importance of adopting slow heating rates to allow for partial melting of the
unstable crystallites at a given temperature, and the subsequent recrystallization is
emphasized by the Wood and Bekkedahl study on the crystallization and melting
of natural rubber.(8) It was shown that if, subsequent to crystallization, fusion is
carried out utilizing rapid heating rates (on the order of 0.1 ◦C per min) the observed
melting temperature is a marked function of the crystallization temperature. The
fusion curves that were obtained following isothermal crystallization at various
temperatures are given in Fig. 2.6.(8) The observed melting temperatures range
from about 0 to 30 ◦C and depend on the crystallization temperature, the melt-
ing temperature being higher for the higher crystallization temperatures. The fact
that the crystallization temperature has such a decided influence on the melting
temperature cannot be taken by itself as evidence of the lack of an equilibrium
melting temperature in polymers. This phenomenon, that on rapid heating the ob-
served melting temperature depends on the crystallization temperature, has now
been universally observed with crystalline polymers. It has its origin in kinetic and
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Fig. 2.5 Plot of relative volume against temperature: � polymethylene; � poly(ethylene
oxide); � poly(decamethylene adipate).(7)

morphological factors. It has been found that subsequent to the crystallization of
natural rubber, as well as other polymers, if a slow heating schedule is adopted, a re-
producible melting temperature that is independent of the previous thermal history
of the sample is obtained.(4,7) This melting temperature is independent of crys-
tallization conditions, including the crystallization temperature, and is invariably
significantly greater than that observed with fast heating rates.

It is expected that because of the built-in disorder, such as chain ends in low
molecular weight polymers and morphological and structural regions in general, the
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Fig. 2.6 Melting range of natural rubber as a function of the temperature of crystallization.
(From Wood and Bekkedahl (8))

melting of a homopolymer must inevitably occur over a small but finite temperature
range. However, the last vestiges of crystallinity should disappear at a well-defined
temperature. This deduction has been amply confirmed by experiment. According
to theory this temperature is defined as the melting temperature. The equilibrium
melting temperature of a polymer, T 0

m, represents the melting temperature of the
hypothetical macroscopic perfect crystal. Melting, in the limit of an infinite molec-
ular weight homopolymer that forms a perfectly ordered crystalline phase, should
occur sharply at a well-defined temperature.1 We can then account for the melt-
ing characteristics in terms of a first-order phase transition. Theoretically, even a
diffuse melting process can also be treated as a first-order phase transition.(4) Our
discussion so far has been concerned with equilibrium and the equilibrium melting
temperature. The establishment of complete equilibrium in the crystalline state with
a collection of long chain molecules is a very difficult, if not impossible task. Con-
sequently the actually measured melting temperature will differ by varying amounts
from the true equilibrium value. A major task in the study of crystalline polymers
is to determine or, more usually, estimate the equilibrium melting temperature. To
accomplish this, one has to understand the morphological and structural features
that cause deviations from the equilibrium melting temperature.

Certain results, based on general thermodynamic considerations, can be expected
from a system undergoing a first-order phase transition. We consider here the conse-
quences of equilibrium between two macroscopic phases of a one-component sys-
tem. For equilibrium to be maintained between two phases at constant temperatures

1 The perfectly ordered crystal is one with the lowest free energy. Since a certain amount of lattice disorder can
be tolerated at equilibrium, it does not necessarily represent the crystal with perfect internal order.
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Fig. 2.7 Pressure–volume–temperature diagram for linear polyethylene (Marlex-50).
(From Matsuoka (9))

the pressure must be independent of volumes, i.e. the pressure will not depend on
the relative abundance of either of the phases. A pressure–volume–temperature
diagram of polyethylene is given in Fig. 2.7.(9) The invariance of the pressure with
the volume at the transformation temperature, a characteristic of a one-component
system undergoing a first-order phase transition, is clearly evident. The inescapable
conclusion is reached, without recourse to the molecular nature of the substance
being studied, that the two phases must be in equilibrium. For the case being stud-
ied, the two phases are obviously the liquid and crystalline ones of polyethylene.
Studies of highly oriented systems in phase equilibrium, to be discussed in detail
in Chapter 8, yield the complementary result that the applied force is independent
of the sample length.

The premise that the crystalline–liquid transformation in polymers possesses all
the characteristics of a first-order phase transition can be subjected to further testing.
Predictions can be made with respect to the influence of added species, either low
molecular weight or polymeric, the incorporation of comonomers, cross-linking and
chain orientation, on the equilibrium melting temperature and the crystallinity level.
The analysis of such systems, following phase equilibrium theory, will be given in
the following chapters. It will be found that these apparently diverse subjects can
be treated from a unified point of view.
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At the melting temperature equilibrium exists between the liquid and crystalline
states. There is no reason in principle why equilibrium between the two phases
cannot be maintained at finite levels of crystallinity as well. It is thus possible to
uniquely specify the properties of the crystalline phase as long as it is recognized
that the stipulation of equilibrium must be met. For crystallization under conditions
removed from equilibrium this condition cannot be satisfied. The properties of the
crystalline phase will depend on the mode by which crystallinity is developed. The
development of higher levels of crystallinity that approach equilibrium require-
ments is not achieved very easily. It is primarily governed by the nature of the
crystallization mechanisms. These problems are not unique to the crystallization
of polymers. The same difficulties are encountered by crystallizing low molecular
weight systems.

2.3 Fusion of the n-alkanes and other oligomers

The knowledge of the equilibrium melting temperature is fundamental to under-
standing the crystallization behavior of polymers. Whether the interest be in either
melting, kinetics or morphology, the knowledge of the equilibrium melting tem-
perature is crucial. As was stated, the equilibrium melting temperature T 0

m, of a
crystalline polymer is the melting temperature of a perfect crystal formed by in-
finite molecular weight chains.(10) The melting temperature under equilibrium
conditions of a chain of finite molecular weight, Tm, is also an important quantity.
There are many reasons why the equilibrium melting temperature is important. One
of these is that it reflects the conformational character of the chain. Another is that
when the idealized equilibrium melting temperatures are compared with the melting
temperature obtained for real systems important morphological and structural in-
formation can be deduced. It is also the key parameter in influencing crystallization
rates because it establishes the undercooling and thus controls the very important
nucleation processes that are involved. By definition T 0

m cannot be determined by
direct experiment. As will become clear in subsequent chapters, molecular weight,
morphological complexities and kinetic restrictions that are placed on the crystallite
size make the direct determination of the equilibrium melting temperature virtually
impossible for high molecular weight chains. To experimentally determine these
quantities recourse must be made to extrapolative procedures.

It is possible, however, to calculate from first principles the equilibrium melt-
ing temperatures of polymers of finite molecular weight as well as those of
oligomers.(10,11) In the simplest case, that of oligomers, the chains are assumed to
be of precisely the same chain length. The homologous series of n-alkanes repre-
sent the classical example of oligomers and the underlying requirement of uniform
chain length. There is, however, a demarcation, depending on molecular weight, for
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Fig. 2.8 Schematic representation of crystallite. (A) Molecular crystal where end-groups
are paired. (B) Nonmolecular crystal, end sequences are disordered.(15)

crystallization to take place in either an extended or some type of chain folded form.
When crystallized from the pure melt, n-alkanes equal to or lower than C192H386

(M = 2688) only form extended chain crystallites.(12,13) In contrast, C216H434

(M = 3024) can develop either a folded or extended chain crystallite, depending
on the crystallization temperature.2(14) When crystallized from dilute solution a
folded type crystallite can be developed for C150H302 (M = 2100) and greater.
Lower molecular weights form extended type crystallites when crystallized under
these conditions.

The analysis of oligomers requires molecular crystals. Hence, it is restricted to
extended chains. A schematic of the crystals is shown in Fig. 2.8A.(15) In this figure
the vertical straight lines represent the ordered sequence conformation. For the
n-alkanes it is all trans planar zigzag. For other oligimers it could very well represent
some type of helical conformation. In the crystalline state depicted, the molecules
are placed end-to-end so that the terminal groups are juxtaposed in successive
layers of the lattice. The end-groups are paired, one to another, so that the sequence
of chain units from one molecule to the next is perpetuated through successive
layers of the lattice. The requirement of exactly the same chain length is crucially
important if this model is to be valid. This condition cannot be satisfied by any real
polymer system, no matter how well fractionated. There is an important limitation
that must be clearly recognized. The results of the analysis, therefore, cannot be
applied to polymers of finite chain length, unless absolute uniform chain length is
achieved.(16) However, it is valid to calculate T 0

m utilizing thermodynamic data for
low molecular weight compounds which satisfy the above structural features. An
extensive data set is available for the n-alkanes to test the analysis.

2 The concept of a folded chain crystallite is used only in the context that the crystallite thickness is not comparable
to the extended chain length. At this point, this phraseology carries no implications as to the interfacial structure
of the basal plane of the crystallite. No assumptions are being made as to the specific nature of the folding.
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It had been assumed for a long time that the melting temperatures of the
n-alkanes could be explained by assuming that both the enthalpy and entropy of
fusion could be represented by linear expressions comprising a term proportional to
the number of carbon atoms, n, and an additive constant representing the end-group
contribution.(17) Extrapolation could then be made to chains of infinite molecu-
lar weight. Flory and Vrij (11) pointed out that although the enthalpy of fusion
could be reasonably taken as a linear function of n, the situation was quite different
with respect to the entropy of fusion. Upon melting, the end-pairing represented in
Fig. 2.8A is destroyed. This disruption leads to an additional contribution to the
entropy of fusion above the usual disordering characteristics of the liquid state.
The terminal segment of a chain can now be paired with any of the cn segments of
another molecule, where c is a constant. An additional contribution to the entropy
of fusion results, that is of the form of R ln cn.

The molar free energy of a chain of n repeating units at any arbitrary temperature
T can be expressed as(11)

n�Gn = n�Gu(T ) + �Ge(T ) − RT ln n (2.1)

In this equation �Gu(T ) represents the free energy of fusion, at temperature T , of a
repeating unit in the limit of infinite chain length. �Ge(T ) is the end-group contri-
bution which is assumed to be independent of n. The constant R ln c is incorporated
into �Ge. This latter term plays a role analogous to that of an interfacial free energy.

The temperature dependence of �Gu and �Ge can be accounted for by per-
forming a Taylor series expansion around the equilibrium melting temperature. By
expanding �Gu to second order one obtains(11)

�Gu(T ) = �Gu − �Su
[
T − T 0

m

] − (
�C p

/
2T 0

m

)(
T − T 0

m

)2
(2.2)

Here, �Gu and �Su represent the values of these quantities at T 0
m. By defining

�T ≡ T 0
m − T and noting that at T 0

m, �Gu = 0 and �Su = �Hu/T 0
m, Eq. (2.2)

reduces to3

�Gu(T ) = �Hu�T/T 0
m − �C p(�T )2/2T 0

m (2.3)

Expanding �Ge to first order yields

�Ge(T ) = �Ge − �Se[T − Tm] (2.4)

with �Ge(T ) = �He − T �Se. Both �Gu and �Ge could obviously be expanded
to as high an order as desired. In this way any extremes in their respective
temperature dependences can be accounted for. However, the second- and first-order

3 It is necessary that the complete function �Gu be expanded and not the individual quantities �Hu and �Su.
Incorrect equations and serious errors result when this latter procedure is used. A detailed critique of the use of
Eq. (2.2) is available.(18)
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expansions, that are illustrated here, are usually adequate for most purposes. By in-
serting Eqs. (2.3) and (2.4) into Eq. (2.1), the free energy of fusion can be expressed as

n�Gn = n
[
�Hu�T

/
T 0

m − �C p(�T )2
/

2T 0
m

] + �He − T �Se − RT ln n

(2.5)

At the melting temperatures of an n-mer, �Gn = 0 and T = Tm. After rearrange-
ment, the melting temperature of a series of homologues of length n is given to an
approximation that is usually sufficient, by(11)

n�Hu�T/R − n�C p(�T )2/2R − TmT 0
m(ln n) � [

T 0
m

/
R
]
(Tm�Se − �He)

(2.6)

Equation (2.6) was used by Flory and Vrij to analyze the melting points of the
n-alkanes that were available to them.

The melting temperatures of the n-alkanes were compiled by Broadhurst.(17)4

The other parameters necessary to perform the analysis are also available. The value
of �Hu has been obtained by independent methods.(19) A satisfactory estimate of
�C p can be made from specific heat measurements of the n-alkanes. The major
objective of this analysis is to determine the value of T 0

m from the melting point
data of the n-alkanes.

Utilizing the parameters cited, the left-hand side of Eq. (2.6) can be calculated for
each n-alkane for an assumed value of T 0

m. Following Flory and Vrij (11) we present
in Figs. 2.9 and 2.10 plots of the left-hand side of Eq. (2.6) against �T = T 0

m − Tm

with T 0
m being arbitrarily chosen as 418 K and 419 K respectively. The vertical

bars in these figures illustrate the effect of shifting Tm by ±0.5 K. These plots
are very sensitive to the experimental value of Tm and to the assigned value of T 0

m

in the range of high n. The effect of changing T 0
m by ±1 K is also made clear

by the respective plots. For T 0
m = 418 K, (Fig. 2.9) the points in the upper range

fall somewhat below the straight line drawn through the point representing the
lower n’s while for T 0

m = 419 K (Fig. 2.10) they are somewhat above the line. For
temperatures less than 417 K, or greater than 419 K, the divergence from linearity
in the range of large n becomes quite severe. Thus, based on the premises of the
theory and the thermodynamically significant melting temperatures available for
the n-alkanes, a T 0

m value of 418.5(±1) K was deduced for linear polyethylene.(11)
Sensible variations in the quantities �Hu and �C p do not alter this conclusion. This
value exceeds Broadhurst’s extrapolated value of 414.3 ± 2.4 K based on the as-
sumption that both the enthalpy and entropy of fusion are linear functions of n.(17)

4 Of specific interest is the determination of T 0
m for linear polyethylene. Hence, the melting of the orthorhombic

crystalline form of the n-alkanes is pertinent here. Some of the lower members of the n-alkane series undergo
a transition from the orthorhombic to the hexagonal form prior to melting.(11,17) For this case the melting
temperatures of the metastable orthorhombic form can be calculated in a straightforward manner.(11) Contrary
to other suggestions, the resulting melting temperatures can be used quite properly in the analysis.
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Fig. 2.9 Plot of left-hand side of Eq. (2.6) against �T for T 0
m = 418 K. (From Flory and

Vrij (11))

Fig. 2.10 Plot of left-hand side of Eq. (2.6) against �T for T 0
m = 419 K. (From Flory and

Vrij (11))

This difference, of about 4 K, is significant in many uses of T 0
m. The direct de-

monstration and observation of T 0
m for any polymer is a very difficult matter. The

highest directly observed melting temperatures of linear polyethylenes are in the
range 141–146 ◦C.(20,21) Different extrapolative methods give a T 0

m value of 146 ◦C
for linear polyethylene.(22–27)

The slope and intercept of the straight line in Fig. 2.9, when analyzed according
to Eq. (2.6), yields �He = −2200 cal mol−1 and �Se = 2.2 cal deg mol−1. The
straight line in Fig. 2.10 yields similar results for these parameters. The negative
value of �He signifies a decrease in the magnitude of the intermolecular crystal
energy by the end-group layer. The positive value for �Se has been attributed to
relaxation of the precise positioning of the terminal group in the lattice.
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Fig. 2.11 Melting temperatures of n-alkanes (up to C100) as a function of chain length.
Experimental points taken from Broadhurst compilation.(17) Solid curve calculated from
Flory–Vrij analysis.(1)

Another way to assess the validity of the analysis is to directly calculate the
melting points of the n-alkanes from Eq. (2.6). The solid line in Fig. 2.11 represents
the calculated values of Tm plotted against n for the n-alkanes up to C100.(1) Here, T 0

m

was taken to be 145.5 ◦C and the best values that were given above were used for the
other parameters. The experimental points are represented by the open and closed
circles. This comparison between experiment and theory makes quite evident that
the Flory–Vrij analysis gives an excellent representation of the n-alkane melting
temperatures for this particular data base.

The analysis can also be assessed by comparing the observed and calculated
enthalpies of fusion.(11,18) By expanding �Hu as a function of temperature one
obtains an expression for the enthalpies of fusion of the n-alkanes. Thus

n�Hn = n�Hu − n�C p�T + �He (2.7)

where �Hn is the enthalpy of fusion of an n-mer. A comparison of the observed
and calculated enthalpies of fusion is given in Table 2.1.(18) The values taken for
�C p and �He are the same as were given in the melting point analysis. Extremely
good agreement is obtained between theory and experiment, confirming the theo-
retical analysis. It should be noted that there is a range of 100 ◦C in the melting
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Table 2.1. Enthalpies of fusion of n-alkanesa

n Observed Calculatedb Calculatedc

15 700 669 669
19 750 721 751
25 800 770 800
29 805 792 822
30 795 796 826
43 800 840 870

100 924 898 928

a From Ref.(18).
b Calculated assuming �Hu = 980 cal mol−1.
c Calculated assuming �Hu = 950 cal mol−1.

temperatures of the sample represented in Table 2.1. The agreement obtained in-
dicates that the temperature expansion used to represent the enthalpy of fusion is
more than adequate for present purposes. We conclude that the Flory–Vrij analysis
quantitatively explains the enthalpy of fusion data for the n-alkanes.

Synthetic advances have allowed for the preparation of n-alkanes containing
up to 390 carbon atoms (M = 5408).(13,14) Although the main thrust of these
studies was concerned with other aspects of crystallization behavior, the melting
temperatures of these compounds were also reported. These melting temperatures
were determined by differential scanning calorimetry and were identified with the
maximum in the endothermic peak.

A compilation of the melting temperatures that have been reported for all of the
n-alkanes is given in Fig. 2.12.(30) The most extensive melting point data are those
by Wegner and Lee, which cover the range n = 44 to 216.(12,14) In this data set
there is a considerable overlap in carbon number with the Broadhurst compilation.
Starting above n = 160, the measured melting temperatures are slightly lower than
the Flory–Vrij theoretical values. The Wegner–Lee value for n = 216, the highest
molecular weight n-hydrocarbon that formed extended chain crystallites is in good
agreement with theory. The results of Ungar et al. (13) cover the range n = 102 to
n = 390. The melting temperatures for n = 102 to 150 are in good agreement with
theory. However, as the carbon number increases the observed melting temperatures
are slightly lower than the expected values. The results of Takamizawa et al. (28) are
in very good agreement with theory for n = 60 to n = 120. However, a deviation
at n = 160 is again found.

The differences between theory and experiment are small when the higher molec-
ular weight n-alkanes are considered. The significance of these small differences
is not clear. There is concern as to the thermodynamically significant melting
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Fig. 2.12 Melting temperature of n-alkanes as a function of chain length. Solid curve
calculated from Flory–Vrij analysis.(1) Experimental results: � Ungar et al. (13); � Flory
and Vrij (11), Lee and Wegner (14); � Takamizawa et al. (28).

temperatures that are obtained by differential scanning calorimetry.(18,29) Al-
though melting temperatures can be obtained by this technique that are comparable
to those from conventional adiabatic calorimetry and dilatometry, special care and
procedures need to be adopted. There is also the question of the purity of the com-
pounds with respect to chain length, chain structure and chemical impurities. These
points need to be clarified before any real shortcomings in the theory are addressed.

In the discussion of the fusion of the n-alkanes up to now, only the extreme
states of perfect crystalline order and of a completely molten liquid have been
considered. It is conceivable that, for chain molecules, the molecular crystals may
undergo partial melting with disruption of the planar arrangement of the terminal
CH3 groups. This possibility is illustrated in Fig. 2.8B where m methylene units
from the terminal sequences of each molecule are conformationally disordered, or
melted. This change can be termed pre-melting and is a prelude to complete melting.
Of interest here is this very specific type of pre-melting. Other types of pre-melting
due to impurities, or inclusion of a second component, or the advent of the so-called
“rotator phase” (31) have also been discussed in reference to the n-alkanes. In the
present discussion of pre-melting in the n-alkanes, only conformational disorder,
which is confined to sequences of methylene groups at the chain ends, will be of
concern. Gauche conformers are introduced, causing disorder that involves trans
bond orientation as well as gauche ones.

In their classical work Flory and Vrij also analyzed this pre-melting phenomenon.
They let m CH2 units from the terminal sequences of each molecule be melted. Thus
n − m consecutive units from the center of the molecule occupy a crystalline zone
comprising similar sequences from neighboring chains. The fairly drastic alteration
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in the chain conformation associated with pre-melting can only be accomplished
by the simultaneous disordering of neighbors. All of the molecules will thus be
constrained to adopt approximately the same value of m. The partially melted
crystal is thus envisioned as consisting of a succession of layers of crystalline and
disordered (amorphous) zones, the terminal units of each chain being allocated to the
disordered zone.

To quantitatively analyze the problem, both the free energy of fusion and the in-
terfacial free energy, which are involved in the disordering process, have to be taken
into account. In addition, there is also a combinatorial contribution that arises from
the number of locations within the molecule that exclude the terminal disordered
sequences from the interior of the crystalline zone. Consequently, the free energy
change associated with partial melting will involve, in addition to a term m�Gu

and an interfacial term, a contribution −RT ln(m + 1) that results from the m + 1
possible locations of the molecule such that the terminal units are excluded from
the interior of the crystalline zone. Accordingly, the molecular free energy change
associated with partial melting can be expressed as(11)

(�G)m = m�Gu − RT ln(m + 1) + 2σeq + �Ge (2.8)

Here σeq is the interfacial free energy associated with each interzonal boundary
and −�Ge is the defect free energy of the end-group layers destroyed by the pre-
melting. By equating ∂(�G)m/∂m to zero and substituting �Gu = �Hu �T/T 0

m,
where �T = T 0

m − T , the optimum extent of pre-melting can be expressed as(11)

(m∗ + 1) = RT 2/�Hu �T (2.9)

Substituting Eq. (2.9) into Eq. (2.8) yields

(�G)m = RT [1 − ln RT 2/�Hu �T ] + 2σeq + �Ge (2.10)

By imposing the inequality (�G)m < 0 one finds that

ln(RT 2/�Hu �T ) > 1 + (2σeq + �Ge)/RT (2.11)

as the condition for the partial melting. The temperature for partial melting, TP,
identified with T in Eq. (2.11) depends on the quantities σeq and �Ge and not ex-
plicitly on the length of the n-alkane. The chain length dependence resides in either
or both of the quantities σeq and �Ge. �Ge is the end-group contribution to the
free energy of fusion of the molecular crystal. It can be looked on as the defect free
energy for the end-group layer destroyed by partial melting. This quantity will de-
pend on the end-group interaction and hence on the chemical nature of the terminal
groups and their orientation relative to one another. Since �Ge depends only on
the terminal group it would not be expected to be molecular weight dependent. The
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Fig. 2.13 Plot of pre-melting temperature, Tp, as a function of σeq for different values of �He

· · · · �He = −1500 cal mol−1; - - - - �He = −2150 cal mol−1; —— �He = −3000
cal mol−1.(15)

quantity σeq is the interfacial free energy associated with the boundary between the
ordered and disordered region in the pre-melted chain. It is difficult to evaluate σeq

theoretically. However, it can be deduced from the dependence of the equilibrium
melting temperature on the chain length (see Sect. 2.4). The value of σeq is found to
depend on molecular weight. It ranges from 1300 to 3500 cal mol−1 of sequences
as the number average molecular weight increases from 570 to 5600.(15)

The consequences of Eq. (2.11) are examined in the following figures. Figure 2.13
is a plot of the calculated pre-melting temperature, Tp, as a function of σeq for differ-
ent values of �He.(15) For a methyl terminated n-alkane, Flory and Vrij estimated
�He to be equal to −2150 cal mol−1 and �Se = 2.45 cal mol−1 K−1. Accordingly,
�Ge is equal to −3200 cal mol−1 at T 0

m = 418.7 K. The other values of �He used in
Fig. 2.13 were arbitrarily selected to represent other possible types of end-groups
and their interactions. The curves in Fig. 2.13 indicate that Tp is very sensitive to
the value of σeq. For σeq ≥ 3000 cal mol−1, values that correspond to high molecular
weights, Tp is predicted to be very close to T 0

m (418.7 K). It then would be very diffi-
cult to observe. However, as σeq decreases, a precipitous drop in Tp is predicted for
the n-alkanes. The pre-melting temperature can be significantly lower than the final
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Fig. 2.14 Plot of m∗, the number of disordered units, as a function of temperature.(15)

melting temperature of an n-alkane, particularly for the higher molecular weight ho-
mologues. For example, from the curve corresponding to �He = −2150 cal mol−1,
and σeq equal to 2000 cal mol−1, Tp is predicted to be 380 K. This value of Tp is below
the melting temperatures of n-alkanes greater than about C80H162. For σeq equal to
1500 cal mol−1 Tp is predicted to be 337 K. This temperature is well below the melt-
ing temperature of C25H52 and the higher n-alkanes. There is, therefore, the expec-
tation from theory that for n-alkanes greater than about C30H52, Tp is sufficiently be-
low Tm that it should be observed experimentally. The other curves in Fig. 2.13 indi-
cate that, depending on the value of �He (or �Ge), Tp will vary as the terminal group
changes.

A plot of m∗ against T , as calculated from Eq. 2.9, is given in Fig. 2.14.(15)
The predicted amount of disorder is small at low temperatures. It increases rather
substantially at about 95 ◦C. At this temperature m∗ is about 5 units and increases to
about 20 units at 130 ◦C. Thus, a significant number of units in the higher n-alkanes
can be expected to be disordered prior to melting.

The theory outlined above provides a basis for pre-melting that is attributed to
the conformational disorder of terminal sequences. The expectation is that this type
of pre-melting should be observed in the higher n-alkane homologues that are
available. The basic question to be addressed is whether the expectation of this
pre-melting mechanism is actually observed experimentally.
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Fig. 2.15 Temperature dependence of disorder in terms of gauche bonds per chain for
indicated n-alkanes. (From Kim, Strauss and Snyder (32))

In examining appropriate experimental results it is found that there is a large
body of evidence, involving a diversity of experimental techniques, that demon-
strates pre-melting of the type of interest here. The experimental techniques involve
electron diffraction, small-angle x-ray scattering, nuclear magnetic resonance, lat-
tice expansion and thermodynamic measurements. Details of the methods and the
results have been reviewed.(15)

An example of pre-melting, detected by vibrational spectroscopy, taken from the
work of Synder and collaborators is shown in Fig. 2.15.(32) In this figure, the chain
disorder, m(g), measured in terms of gauche bonds per chain, is given as a function
of temperature for a set of n-alkanes. The onset of pre-melting is indicated by the
rather abrupt increase in the gauche concentration at a well-defined temperature
that is characteristic of each of the n-alkanes. For C17H36 and C25H52 the disorder
is either just slightly below or at the temperature of the onset of the pseudo hexag-
onal rotator phase transition. Pre-melting in C36H74 begins around 66 ◦C. How-
ever, the amount of disorder although detectable remains low until the orthorhom-
bic to hexagonal transition takes place about 8 ◦C higher. Disordering in C50H102

and C60H122 also take place in the vicinity of 65–70 ◦C. The concentration of the
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disorder observed at Tp is about the same as that observed with the shorter chains.
The vibrational spectroscopic studies indicate that Tp increases initially at the low
carbon number and then levels off.(15,33) The values of σeq, obtained by applying
Eq. (2.11), are in the range 1390–1650 cal mol−1 for sequences of these alkanes, and
are consistent with the values quoted previously. The vibrational spectra of the low
carbon number alkanes and solid state 13C NMR studies of n-hexatriacontane (33)
demonstrate that pre-melting, as defined here, occurs prior to the onset of the pseudo
hexagonal (rotator) phase transition. It is not clear whether the pre-melting triggers
off this transition. The relaxation that occurs in the pseudo hexagonal phase can-
not be attributed solely to the rotation of a rigid molecule. Contributions from the
motion of the disordered end sequences must be taken into account.

Table 2.2 is a compilation of the pre-melting temperature, Tp, of the n-alkanes
as determined by the different methods.(15) The values of Tp, as determined by
the different methods, are in excellent agreement with one another. A composite
plot of Tp against the carbon number is given in Fig. 2.16. The pre-melting tem-
perature increases rapidly with carbon number and then effectively levels off for
n approximately greater than 80. The agreement that is obtained between the dif-
ferent methods and the many investigators is impressive. Except for a few minor
exceptions there is virtually complete agreement. This extensive compilation gives
strong support to the pre-melting phenomenon of interest for the large range of
n-alkanes that are available for study. It is a universal characteristic of the n-alkanes
irrespective of chain length. The dependence of Tp on chain length is a reflection of
the variation in the quantity σeq. These results give strong support to the Flory–Vrij
analysis of pre-melting in chain molecules and the basic understanding for this
phenomenon. Arguments have been presented against this type of pre-melting.(34)
However, they cannot be substantiated in view of the overwhelming amount of
experimental evidence that is available from a diversity of sources.

The n-alkanes as a class have presented a large body of experimental data suitable
for analysis. A similar pre-melting phenomenon should be observed for methylene
chains that are terminated by end-groups other than methyl. The pre-melting tem-
perature will depend on the chemical nature of the end-group(s) and their influence
on the parameters that appear in Eq. (2.11). Oligomers of other type chains should
also display a similar melting behavior.

Figure 2.17 gives plots of the dependence of the melting temperature on the
number of repeating units for different oligomers. The results for the different
oligomers are qualitatively similar to one another. Initially, there is a rapid rise in
Tm with the first few repeating units, followed by only a very slow increase in Tm

and a leveling off with chain length. Oligomers of poly(dimethyl siloxane) (not
illustrated) behave in a similar manner.(43) For molecular weights greater than
about 2500 there is essentially no change in the melting temperature. However,



48 Fusion of homopolymers

Table 2.2.a Compilation of pre-melting temperatures (K) as determined
by different methods

Carbon Vibrational Small-angle Lattice
number spectroscopy NMR Calorimetry x-ray scattering expansion

17 283
18 288
19 295 296–298 293

288–298
23 308
24 318–321
25 315
26 323
28 328 323, 330
32 333–343 338
33 335
36 339 344–346 341 343

340–343
338–343

37
38 343
40
44 333–343 343–345
45 339
48 338
50 338–343 348
60 333–343 ∼347 355 348
61 351
62 ≥343
65 361
69 363
70 343–356
82 353
94 ≥353 353

100 365
168 <360

>300
192 <363 353

a Data from Ref. (15).

there is a precipitous drop in this temperature as the chain length is decreased. The
melting temperatures of symmetrical ketone oligomers show a similar behavior.(44)

Theoretically, it is possible and very tempting to extrapolate these data to their
respective values of T 0

m. Prudence should be exercised, however, since, except
for ethylene oxide, the data available are limited to just a few repeating units.
Despite this concern, the analysis of the thermodynamic data of the set of normal
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Fig. 2.16 Composite plot of pre-melting temperatures, Tp against carbon number of
n-alkanes. Tp determined by vibrational spectroscopy V; by NMR N; by calorimetry C;
by small-angle x-ray scattering X; by expansion E.(15)

perfluoroalkanes, from m = 6 to 24, by the Flory–Vrij equation, led to a T 0
m value

in close accord with estimates from experimental studies.(36) The necessity of
including the R ln n term in the total entropy of fusion was demonstrated. Failure to
include this term lowers the expected T 0

m by about 40 ◦C. The measured enthalpies
of fusion of the low molecular weight homologues were found to be related to that
of the repeating unit of the infinite chain by Eq. (2.7).

Empirical and semi-empirical methods have also been used to extrapolate the
n-alkane oligomer data to T 0

m.(18,45–49) In these analyses T 0
m values in the range

141–142 ◦C were obtained for linear polyethylenes, which are virtually identical
to that given by Broadhurst.(17) In other examples, extrapolation of the oligomer
data leads to a T 0

m value of 69.3 ◦C for poly(ethylene oxide),(48) while the more
acceptable value is in the range 76–80 ◦C. However, another extrapolation method
gave 75 ◦C for T 0

m for this polymer.(49)
The analyses of the fusion of the n-alkanes, as well as the other oligomers, are of

interest by themselves. However, they also play an important role in that they serve
as a connection to the equilibrium aspects of polymer crystallization. This problem
is addressed in the next section.

2.4 Polymer equilibrium

It is apparent that when dealing with chains of high molecular weight the thickness
of a crystallite, ζ , defined in terms of the number of repeating units will be less
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Fig. 2.17 Plot of the melting temperature against the number of repeating units for dif-
ferent oligomers. � �-amino caproic acid (From Rothe and Dunkel (35)); � perfluoro
alkanes (From Starkweather (36)); � ethylene oxide (From Yeates, Teo, Mobbs and
Booth (37)); � phenylene sulfide (From Bourgeois and Fonassi (38); Montando, Bruno,
Maravigna, Finocchiaro and Centineo (39); Koch and Heitz (40)); � ethylene terephthalate-
hydroxy terminated (From Zahn and Krzikalla (41)); � tetramethylene terephthalate (From
Hasslin, Dröscher and Wegner (42))

than x , the number of repeating units in the chain. It also must be recognized that
molecular weight fractions of polymers, no matter how well fractionated, are not
monodisperse. In contrast to the n-alkanes, and other oligomers, the chain lengths
in a given fraction are not uniform. Hence, the model of end-pairing, as illustrated in
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Fig. 2.8A cannot be applied. The actual situation is similar to that shown in Fig. 2.8B,
with the proviso of the nonuniformity of chain length. Thus, when calculating or
discussing the melting temperatures of polymers, the Flory–Vrij molecular crystal
model should not be used, except in the limit of infinite molecular weight.(16) This is
an important stricture that needs to be adhered to. The inherent polydispersity needs
to be taken into account in a specific manner. Despite these restraints, an equilibrium
theory of the fusion of polymers has been developed and will be discussed in the
following. Fractions, as well as polydisperse systems with defined distributions, are
treated. In this model it is recognized that the chain ends, as well as the contiguous
noncrystalline sequences, are excluded from the crystal lattice. Thus, for polymers
of finite molecular weight there is in essence a “built in” set of impurities. Taking
cognizance of these facts, Flory (10) developed a quantitative description of the
semi-crystalline state of unoriented polymers. Although the direct application of
the equilibrium conditions to polymer crystallization is limited, the theory sets forth
what can be achieved, and establishes a set of important reference points. Moreover,
it can be used to describe situations where the crystallites are not of equilibrium
size.(50) It can also be adapted to develop nucleation theory appropriate to long
chain molecules.(51,52)

Based on a lattice model, Flory (10) treated the general case of N homopolymer
molecules, each having exactly x repeating units, admixed with n1 molecules of a
low molecular weight species.5 The composition of the mixture is characterized by
the volume fraction of polymer v2. Since in general the diluent will be structurally
different from the polymer repeating unit it is assumed to be excluded from the
crystal lattice.6 The objective of the calculation is to calculate the free energy of
fusion under equilibrium conditions.

The entropy of the unoriented semi-crystalline polymer is assumed to arise solely
from the number of configurations that are available to the polymer. Contributions
from the random orientation of the crystallites, or their further subdivision into
small crystallites, are neglected. Since the size and flexibility of the repeating unit
is important in lattice type calculations it is necessary to distinguish between the
configurational segment and the structural repeating unit. If x ′ represents the number
of configurational segments per molecule and z represents the number of segments
per structural unit, then x ′ equals zx . Thus, if zs is equal to the ratio of the molar
volume of the solvent to the volume of segment then n′

l, which is equal to zsn,
is the number of lattice cells occupied by solvent molecules. The configurational
properties of the semi-crystalline polymer can be conveniently described by using
a lattice with coordination number Z . The size of the lattice cell is chosen to

5 Although this chapter is only concerned with pure polymers the general derivation is given here for future use.
6 An assumption of this type is always necessary in multicomponent-multiphase systems. For polymer–diluent

mixtures it has been found that the diluent is excluded from the lattice for the vast majority of systems studied.
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accommodate one segment. Definite regions in the lattice must be reserved for
occupancy by the crystallite. There are assumed to be ν crystallites, each with
an average length of ζ repeating units, and a cross-section of σ chains. The total
number of crystalline sequences, m, is thus equal to νσ . The total number of chain
units which participate in the crystallization is then mζ . The major problem to
be solved is the calculation of the configurational entropy of the semi-crystalline
polymer. When the entropy of the completely disordered mixture is subtracted from
this quantity the entropy of fusion, �Sf, results.

For calculation purposes it is convenient to randomly join the polymer and diluent
molecules to form a single linear chain. This corresponds to an entropy change of

S1 = k{−nl ln[nl/(nl + N )] − N ln[N/(nl + N )]} (2.12)

A single chain is then introduced into the lattice while observing the conditions stip-
ulated by the reserved regions. For each segment whose location relative to its pre-
decessor is not restricted there will be contribution to the entropy of k ln[(Z − 1)/e].
All segments except those beyond the first in a crystalline sequence are unrestricted
in this respect. The configurational entropy of the chain on the lattice is thus

S2 = k[n′
l + x ′N − (ζ − 1)m] ln[(Z − 1)/e] (2.13)

In this arrangement, chain ends and diluent have been allowed to enter the lattice
cells reserved for crystallites. However, a given arrangement is acceptable only
if these cells are occupied by polymer segments. The probability of fulfilling the
latter condition has been calculated for low degrees of crystallinity and leads to an
entropy contribution of

S3 = km{ln[x ′N/(n′
l + x ′N )z + ln[(x − ζ + 1)/x]} (2.14)

The results of the calculation are thus limited to low levels of crystallinity. In the last
step, the severing of linkages between molecules leads to an entropy contribution

S4 = −k(nl + N ) ln[(Z − 1)/e] + (nl + N ) ln[(nl + N )/(n′ + x ′N − ζ ′m)]

(2.15)

The configurational entropy, Sc, of the semi-crystalline polymer–diluent mixture is
the sum of the above four entropy contributions. By subtracting this sum from the
entropy S1 of the completely disordered mixture, (m = 0), one obtains the entropy
of fusion �Sf. In terms of molar quantities �Sf can be expressed as

�Sf/x N = (1 − λ)�Su − R[(Vu/V1)(1 − v2)/v2 + 1/x] ln[1 − v2(1 − λ)]

− R[(1 − λ)/ζ ]{ln v2 D + ln[(x − ζ + 1)/x]} (2.16)

In Eq. (2.16) λ is the fraction of polymer that is noncrystalline (amorphous) and is
equal to (x N − ζm)/x N . The entropy of fusion per repeating unit, �Su, is formally
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defined as kz ln(Z − 1)/e. The parameter D is defined as (Z − 1)/ze. Vu and V1 are
the molar volumes of the repeating unit and diluent respectively. In calculating �Sf

it was assumed that the boundary between the crystalline and amorphous regions
was sharp. It was recognized, however, that this is a physically untenable situation
since some degree of order must persist for some distance beyond the crystalline
boundary. The effect of the diffuseness of this boundary on the configurational en-
tropy can be formally accounted for by redefining the parameter D. Equation (2.16)
represents a melting and dilution process. However, even in the absence of diluent
�Sf will depend on the degree of crystallinity, 1 − λ, and the crystallite thickness
ζ . It is, therefore, not an inherent property of the polymer chain. On the other hand,
the entropy of fusion per structural unit, �Su, is a characteristic of a given polymer,
irrespective of the actual characteristics of the crystallite.

The enthalpy of fusion consists of a contribution from the melting of the crystal-
lites and the mixing of these previously crystalline segments with the amorphous
disordered mixture. The former contribution can be expressed as ζm �Hu, where
�Hu is the enthalpy of fusion per repeating unit. The effect of the lower energy
that would be expected at the crystallite boundary can also be incorporated in the
parameter D. The heat of mixing can be expressed in the van Laar form as is
customary in polymer solution theory.(53) The free energy change that occurs on
fusion, �Gf, can then be expressed as

�Gf/x N = (1 − λ)(�Hu − T �Su) + RT [(Vu/V1)(1 − v2)/v2 + 1/x]

× ln[1 − v2(1 − λ)] + [(1 − λ)/ζ ] ln v2 D + ln(x − ζ + 1)/x

+ χ∗
1 (1 − v2)2(1 − λ)/(1 − v2 + v2λ) (2.17)

Here χ∗
1 is related to the conventional thermodynamic interaction parameter χ1 by

the relation

χ∗
1 = χ1(Vu/V1) (2.18)

The quantities that comprise the parameter D play a role analogous to that of an
interfacial free energy. It can, therefore, be redefined as

−ln D = 2σeq

RT
(2.19)

so as to correspond to conventional notation. In this equation, σeq is the interfacial
free energy characteristic of the equilibrium crystallite.7

7 Several physically different interfacial free energies are involved in polymer crystallization. These different
quantities must be clearly distinguished from one another since they are not a priori identical. In the present
context we are concerned with the interfacial free energy associated with an equilibrium crystallite. There is
also the interfacial free energy associated with the nonequilibrium crystallite σec, as well as the one involved in
nucleation σen. None of these quantities can be assumed to be equal to one another.
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The equilibrium, or most stable crystalline state, characterized by λ = λe and
ζ = ζe, is obtained by maximizing �Gf. Accordingly ζe is given by

−ln v2 D = ζe/(x − ζe + 1) + ln[(x − ζe + 1)/x] (2.20)

and λe by

1/T − 1/T 0
m = R/�Hu[(Vu/V1)(1 − v2) + v2/x]/[1 − v2(1 − λe)]

+ 1/(x − ζe + 1) − χ∗
1 {(1 − v2)/[1 − v2(1 − λe)]}2 (2.21)

In the absence of diluent Eqs. (2.20) and (2.21) reduce to

−ln D = 2σeq

RT
= ζe/(x − ζe + 1) + ln[(x − ζe + 1)/x] (2.22)

and

1/T − 1/T 0
m = R/�Hu[1/xλe + 1/(x − ζe + 1)] (2.23)

The equilibrium melting temperature of the pure polymer of infinite chain length,
T 0

m, is identified with the ratio �Hu/�Su. The fact that ζe is independent of λe is
a consequence of approximations made in calculating �Sf. Physically significant
values of ζe occur only when v2 D is less than unity.

Equation (2.23) leads to the expectation that even for chains of exactly the same
length, fusion will occur over a finite temperature range. This expectation contrasts
with the melting of pure monomeric species. Experimental observations support this
conclusion. The breadth of melting for the two lowest molecular weight fractions,
as illustrated in Fig. 2.4, can be attributed to the built in impurities of the end-
groups. However, as predicted by theory, the fusion interval for linear polyethylene
decreases with increasing molecular weight. A very perceptible sharpening of fusion
in linear polyethylene occurs up to molecular weights of about 5 × 104. However,
the experimental evidence in Fig. 2.4 indicates that at the high molecular weight
≥5 × 105 the melting range broadens appreciably with increasing chain length. This
disparity is probably due to the extreme difficulty in approaching the equilibrium
conditions at the high molecular weights.

Despite the fact that the melting of a semi-crystalline polymer occurs over a
finite temperature range, even under equilibrium conditions, as λe approaches unity
dλe/dT �= 0. Therefore, the last traces of crystallinity will appear at a well-defined
temperature. Above this temperature dλe/dT = 0. Thus the thermodynamic
melting temperature Tm can be defined. At λe = 1, T ≡ Tm,e so that

1

Tm,e
− 1

T 0
m

= R

�Hu

(
1

x
+ 1

x − ζe + 1

)
(2.24)
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with ζe being defined as

2σeq = RTm,e

{
ζe

x − ζe + 1
+ ln

(
x − ζe + 1

x

)}
(2.25)

Equations (2.24) and (2.25) represent the dependence of the equilibrium melting
temperature of a molecular weight fraction on chain length for a pure polymer sys-
tem that resembles the crystallite model given in Fig. 2.8B. Here σeq represents the
interfacial free energy associated with the basal plane of the equilibrium crystallite.
Tm,e is the equilibrium melting temperature of a crystallite of size ζe, formed by
chains that are x units long. It cannot, and should not, be identified with the melting
temperature of a molecular crystal formed by chains of exactly the same size, and
whose end-groups are paired. Equation (2.24) can be rewritten in more compact
form as

1/Tm,e − 1/T 0
m = (R/�Hu)(1 + b)/x (2.26)

where b ≡ [1 − (ζe − 1)/x]−1. If σeq is independent of chain length, b will be ap-
proximately constant, unless x is very small. Under these very special circumstances

1

Tm,e
− 1

T 0
m

= R

�Hu

c

x
(2.27)

This inverse relationship, for a constant interfacial free energy, between melting
temperature and chain length contrasts markedly to the results obtained for molec-
ular crystals.

It is tempting to apply Eq. (2.27) to experimental data in order to extrapolate
to the melting temperature of the infinite chain. However, the requirements that
lead to Eq. (2.27) need to be satisfied. The experimental quantities that are usually
determined are Tm and x for a given fraction. Equations (2.24) and (2.25) make clear
that this information is not sufficient to determine T 0

m without arbitrary assumptions
being made with respect to either ζe or σeq. The relationship expressed by Eq. (2.27)
also requires that σeq be independent of x . It needs to be established whether this
assumption is valid before attempting the extrapolation. In addition, in order for
the crystallites to attain their equilibrium size it is required that their thicknesses be
comparable to the extended chain length. Moreover, they must also be of uniform
thickness. These exacting conditions are extremely difficult, if not impossible to
fulfill over the complete molecular weight range. The molecular weight range over
which extended chain crystals can be formed is limited. Suitable data for analysis
are thus restricted to very low molecular weights. Appropriate data for fractions of
polyethylene (55) and poly(ethylene oxide) (18) are available for analysis.8

8 Crystallization under conditions of high pressure and high temperature usually produces thick crystallites for
high molecular weight polymers. The thicknesses of these crystallites are not, however, comparable to the
extended chain lengths, as had been supposed.(54)
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Table 2.3. Parameters governing fusion of linear polyethylenea(55)

Mn x Tm,e (◦C) ζe ζe/x σeq(cal mol−1) x − ζe

1586 113 124.5 95 ± 1 0.84 ± 0.01 1298 ± 200 18
2221 159 126.0 140 ± 2 0.88 ± 0.01 2024 ± 200 19
3769 269 132.0 242 ± 3 0.90 ± 0.01 2551 ± 300 27
5600 400 134.2 368 ± 4 0.92 ± 0.01 3485 ± 500 32

a Uncertainties calculated by assuming Tm,e = ±1 ◦C.

Table 2.4. Parameters governing fusion of poly(ethylene oxide)a

T 0
m = 80 ◦C T 0

m = 76 ◦C

σeq σeq

Mn x Tm (◦C) ζe ζe/x (cal mol−1) x − ζe ζe ζe/x (cal mol−1) x − ζe

1110 25 43.3 23 0.90 1413 2 22 0.88 1186 3
1350 31 46.0 28 0.91 1734 3 28 0.90 1447 3
1890 43 52.7 39 0.91 1995 4 38 0.89 1588 5
2780 63 57.6 58 0.93 2567 5 57 0.90 1954 6
3900 89 60.4 84 0.94 3410 5 82 0.92 2523 7
5970 136 63.3 129 0.95 4776 7 127 0.93 3389 9
7760 176 64.3 169 0.96 6080 7 166 0.94 4261 10

a Melting temperature data from Ref. (18).

The results of the analyses for linear polyethylene and poly(ethylene oxide) are
summarized in Tables 2.3 and 2.4 respectively. In order to perform the calculation
it is necessary to assume a value for T 0

m. For polyethylene 145 ± 1 ◦C was taken for
T 0

m, while for poly(ethylene oxide) either 76 ◦C or 80 ◦C was assumed. Although the
precise values of the parameters deduced will depend on the value of T 0

m the trends
with molecular weight are unaffected by the choice. Similar results are obtained
for both polymers. Over the molecular weight range for which appropriate data are
available σeq varies three- to four-fold. Put another way, the parameter b in Eq. (2.26)
varies by about a factor of two over the molecular weight range appropriate for
analysis. Booth and coworkers performed a similar analysis with the low molecular
weight poly(ethylene oxides).(56) The σeq values were of the same magnitude as
reported here, and they also increased with chain length. It is evident that Eq. (2.27)
cannot be used to extrapolate the melting temperatures of chains of finite length to
T 0

m.
The increase in σeq with chain length is caused by the first term on the right in

Eq. (2.25). It stems from the number of ways the equilibrium sequence of crystalline
units ζe can be chosen from among the x units, if the chain ends are excluded. It
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is thus a unique and important property of chain molecules. It can, therefore, be
expected that σeq will reach a limiting value at some higher molecular weight. The
ratio ζe/x increases with x and appears to reach a limiting value which is of the order
of 0.92–0.95 for both polymers. Until extended chain crystals of high molecular
weights are available for analysis these limiting values can only be anticipated. The
difference between x and ζe, given in the tables, increases with molecular weight.
This trend would be expected to continue with increasing molecular weights.

It is of interest to compare the theoretical melting temperature–chain length rela-
tion for molecular crystals, obtained with the Flory–Vrij relation, with the unpaired,
disordered interface model just discussed. In order to make this comparison values
have to be taken for the parameters �Ge and σeq. A comparison of the melting
temperatures between the two models is given by the curves in Fig. 2.18.(1) Here
the �Ge value has been taken from the Flory–Vrij analysis. For the unpaired model
σeq values of 1200 and 4600 cal mol−1 were considered. Curve A in Fig. 2.18 is a
repeat and continuation of the solid curves from Figs. 2.11 and 2.12 and represents
the melting of molecular crystals. Curves B and C are for the disordered chain end
model. The curves in Fig. 2.18 clearly indicate that the stability of the particular
model will depend on the relative values of the two parameters. The value of �Ge

should be essentially independent of chain length, while it has been found that σeq

increases with chain length. As indicated in the figure, the unpaired model will be
stable at all chain lengths for the low value of σeq. In contrast, for the high value of σeq

the end-paired molecular weight model will be stable for all molecular weights. It

Fig. 2.18 Plot of melting temperature as a function of the number of carbon atoms in chain.
Curve A: Flory–Vrij analysis. Curves B and C: theoretical calculations for disordered end
sequences with σe = 1200 and 4600 respectively. � values for n-paraffins.(1)
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is, therefore, theoretically possible that for low values of x the melting tempera-
tures would be comparable to or somewhat greater than those of the corresponding
n-alkanes. At the higher chain lengths, with the corresponding increase in σeq, the
molecular crystal model would become more stable. Although the theoretical ex-
pectations appear reasonable, the boundaries for stability of the two crystallite types
need to be established by experiment.

An appropriate way to examine this problem is to experimentally compare the
equilibrium melting temperatures of n-alkanes with linear polyethylene fractions
of comparable molecular weights. In comparing melting temperatures, it must be
ensured that only extended chain crystallites are being considered. This requirement
has been established for the n-alkanes up to and including C390H782.(12,13,14,18)
Extended chain crystals have also been formed with linear polyethylene fractions
up to and including Mn = 5600, by appropriate choice of crystallization tempera-
tures.(55) Extended chain crystallites could not be formed in a fraction Mn = 8000.
There is, therefore, a molecular weight range where the necessary comparison can
be made. The manner in which the melting points are determined is also impor-
tant in making the comparison. The same methods have not always been used.
In particular, when differential scanning calorimetry is used the observed melting
temperatures need to be extrapolated to zero heating rates, a procedure that has not
always been adopted.(13,30) Despite these possible shortcomings the comparison
between the two types of extended chain crystals is illuminating.

Figure 2.19 is a compilation of Tm values plotted against the carbon number 29
to 390 for the n-alkanes and a similar range for linear polyethylene fractions.(30)

Fig. 2.19 Plot of melting temperature Tm against number of carbon atoms x for n-alkanes
(solid symbols) and low molecular weight polyethylene fractions (open symbols).(30)
n-Alkanes: � Lee and Wegner (14); � Ungar et al. (13); �| (57); � Flory and Vrij (11);
�| (29); Takamizawa et al. (58); �| (59). Polyethylene: � (60); � (55);  (6).
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The data in this figure give a very interesting set of results. Within 1 ◦C, all of the
melting temperatures, for both the n-alkanes and the polymer fractions, fall on the
common curve described by the solid line. Consideration of the different sources of
the data, the different experimental techniques used, and some common molecular
weights between the two species, makes the agreement noteworthy and real. The
question then is what is the reason for these results?

It has already been deduced that with polymer fractions, molecular crystals with
end pairing cannot be formed. End sequences of the polymers are disordered as in-
dicated by 13C NMR(33,61,62) and Raman studies.(32) Abundant evidence for pre-
melting and end-group disorder has been presented for the n-alkanes (Section 2.3).
The fact that the n-alkanes and polymers of the same molecular weight have the
same melting temperatures should not be surprising since they have the same crys-
tallite structure prior to melting.

The dashed curve in Fig. 2.19 represents the Flory–Vrij calculation for the end-
pairing model, i.e. where pre-melting does not take place prior to melting. Up to
a carbon number of about 160 the melting temperatures of the pre-melted alkanes
and polymers and those for end pairing are indistinguishable from one another.
The theoretical melting temperatures for molecular crystals (end pairing) are only
slightly higher than those observed experimentally for carbon numbers 160 to
390. The differences are not beyond experimental error. The calculated melting
temperatures for higher carbon number chains will depend on the relation between
σeq and �Ge. As was pointed out, the latter quantity is expected to be independent
of chain length, while in the range accessible to measurements σeq depends on
molecular weight. A plot of σeq against molecular weight, as is shown in Fig. 2.20,
is quite illuminating.(30) In the low molecular weight range, Mn ≤ 2000, the σeq

value is fairly constant at about 1700 cal mol−1. However, for Mn ≥ 2000, σeq in-
creases monotonically and reaches a value of 3000–3500 cal mol−1 for Mn = 5600.
Although σeq can be expected to reach an asymptotic value with molecular weight,
it is clear that it has not done so for the highest molecular weight linear polyethylene
where extended crystallites, required for equilibrium, are formed.

As was pointed out previously the variation in σeq with molecular weight makes it
difficult to use the observed melting temperatures of the extended chain crystallites
of the n-alkanes and fractions to extrapolate to the equilibrium melting temperature
of polyethylene, by means of Eq. (2.27). A similar problem would be expected to be
encountered with other type repeating units. The problem can be seen in Eq. (2.26).
If b is assumed to be constant, independent of molecular weight, then a plot of 1/Tm,e

against 1/x should be linear and extrapolated to 1/T 0
m as x → ∞. Although recog-

nizing that b is not constant it is instructive to analyze the available data in terms of
the above assumption. Consequently, the appropriate plot is made in Fig. 2.21.(30)
Careful scrutiny of this plot indicates that the data points are not sufficiently linear
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Fig. 2.20 Plot of σeq (cal mol−1) against Mn for linear polyethylene fractions.(30)

Fig. 2.21 Plot of 1/Tm against 1/x for n-alkanes (�) and low molecular weight polyethylene
fractions (�).(30)

for a reliable extrapolation to T 0
m. Melting temperatures of higher molecular weight

extended chain crystals are necessary in order to carry out the extrapolation with
any reliability. The straight line that is drawn gives T 0

m = 144.3 ◦C with a large
uncertainty. Other suggested extrapolation methods have similar problems.

The analysis that has been given for polymer fractions can be extended to poly-
disperse systems. Modification in the theory only needs to be made in the expression
for S3, Eq. (2.14), which reflects the probability that the lattice cells reserved for
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crystallites are properly occupied. However, the molecular weight distribution that
describes the polydisperse system needs to be explicitly specified. The behavior of
two such distributions has been analyzed. In principle, the methods used can be
extended to any defined distribution.

One distribution that has been analyzed is the “most probable” one.9(10) This
distribution is defined by

wx = x(1 − p)2 px−1 (2.28)

Here, wx is the weight fraction of the species comprised of x repeating units and
p is a parameter which represents the probability of the continuation of the chain
from one unit to the next. The entropy of fusion for this polydisperse system is (10)

�Sf/x N = (1 − λ)�Su − R[(z/zs)(1 − v2)/v2 + 1/x̄n] ln[1 − v2(1 − λ)]

− R[(1 − λ)/ζ ][ln(v2 D/p) + ζ ln p] (2.29)

The correspondences between this equation and the corresponding one for fractions
is made clear by substituting the expression

p = 1 − 1/x̄n (2.30)

The equilibrium conditions are obtained from the free energy of fusion. Therefore,
in the absence of diluent

1/T − 1/T 0
m = (R/�Hu[1/x̄nλ − (1/ζ ) ln D + (1 − 1/ζ )/x̄n] (2.31)

with λ = λe and ζ = ζe. At the melting temperature T = Tm and λe = 1 so that

1/Tm − 1/T 0
m = R/�Hu[2/x̄n − (ln D)/ζ ] (2.32)

At equilibrium the term in 1/ζ should be vanishingly small, so that Eq. (2.32)
reduces to

1/Tm − 1/T 0
m = 2R/x̄n �Hu (2.33)

The quantity 2/x̄n represents the mole fraction of the noncrystallizing terminal units.
Since these units are distributed at random in the melt, Eq. (2.33) can also be derived
from the condition for phase equilibrium with the impurities being restricted to the
liquid phase.(63) The melting temperature expressed by Eq. (2.33) is characteristic
of very long crystalline sequences. Such sequences will be formed from the larger
molecular weight species, even for a very low number average molecular weight,

9 Strictly speaking Eqs. (2.28) and (2.29) only apply to the case where a chain supplies only one sequence to
a crystallite. These equations will thus be valid for the lower molecular weights where the last two terms are
important. For higher molecular weights Eq. (2.29) can be shown to be an excellent approximation to the situation
where many sequences from the same chain participated in a given crystallite. This also includes the hypothetical
model where the chains are regularly folded within the crystallite. In this case ζ is identified with the length of
each sequence and an additional interfacial free energy needs to be added to account for the folds.
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and will be rare. Therefore, their equilibrium melting temperature will be difficult
to determine experimentally. It should be emphasized at this point that Eq. (2.33),
the relation between 1/Tm and 1/xn, only applies to systems that possess a “most
probable” molecular weight distribution. It cannot be applied indiscriminately to
any polydisperse polymers, or to molecular weight fractions.

Booth and coworkers have adapted the Flory treatment to a polydisperse system
that has an exponential molecular weight distribution.(56) For this distribution

w(x) = b(a+1)

a!
xae−bx (2.34)

Here b = a/x̄n, a = x̄n/(x̄w − x̄n) and x̄n and x̄w are the number average chain
lengths respectively. Following the procedures outlined above, the equilibrium
melting temperature for this distribution is (56)

Tm = T 0
m

(
1 − 2σeq

�Huζe

)/ [
1 + RT 0

m

�Hu

(
1

x̄n
− ln I

ζe

)]
(2.35)

where

I = b(a+1)

a!

∫ ∞

ζe

x (a−1)e−bx (x − ζe + 1) dx (2.36)

This analysis is based on the assumption that cocrystallization of all species occurs,
i.e. there is no fractionation or segregation.

Evans, Mighton and Flory (64) have studied the melting temperatures of a series
of poly(decamethylene adipate) polymers that were prepared in such manner as to
have “most probable” molecular weight distributions. The polymers were termi-
nated in the conventional manner with hydroxyl and carboxyl end-groups as well as
with bulky end-groups such as benzoate,α-naphthoate and cyclohexyl moieties. The
melting temperatures of these polyesters were independent of the chemical nature
of the end-groups for all molecular weights studied. It would not be expected
that such bulky end-groups would participate in the crystal lattice. These results
provide the underlying basis for the analysis, namely the exclusion of the terminal
groups from the crystal lattice. The melting temperatures for the hydroxyl–carboxyl
terminated samples are plotted according to Eq. (2.33) in Fig. 2.22.(64) It is clear
from the figure that the functional form of this equation is obeyed over the complete
molecular weight range studied. Moreover, the value for �Hu obtained from the
slope of the straight line in Fig. 2.22 is in very good agreement with the value obtain-
ed by other methods.

Calculations based on Eq. (2.35) for the exponential molecular weight distribu-
tion indicate that the equilibrium melting temperatures of the poly(ethylene oxides),
and presumably other polymers as well, are sensitive to the width of the distribution.
Significant changes in the equilibrium melting temperature can occur. For example,
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Fig. 2.22 1/Tm against 1/x̄n for poly(decamethylene adipates) terminated with hydroxyl
and carboxyl groups. (From Evans, Mighton and Flory (64))

for σeq equal to 1500 cal mol−1 and Mn = 1000, T 0
m increases by about 10 ◦C as

Mw/Mn increases from one to two. When Mn is increased to 6000, T 0
m increases by

about three degrees for the same change in the distribution.(56) It can be expected
that T 0

m will be affected in a similar manner for other type distributions. Experimen-
tal data are needed that assess the influence of different types of molecular weight
distributions on the equilibrium melting temperature.

Although the equilibrium melting temperatures for the poly(decamethylene adi-
pates) with “most probable molecular weight” distribution are independent of the
chemical nature of the end-group, it does not follow that this is a general principle
applicable to all polymers. Even when excluded from the crystal lattice, specific
interactions between end-groups in the interfacial layer could alter the value of σeq.
Thus, even under equilibrium conditions the melting temperature could be affected.
This problem was addressed by Booth and coworkers (65–68) who determined the
equilibrium melting temperatures of low molecular weight poly(ethylene oxides),
M = 1000–3000, with different end-groups, that were crystallized in extended
form. No significant difference in T 0

m was found among the polymers terminated
by hydroxy, methoxy or ethoxy groups. This trend continued with alkyl groups that
contained up to seven carbons. In contrast, chains terminated with chloro, phenoxy,
acetoxy and trimethyl siloxy end-groups had T 0

m values that were lower by about
5–7 ◦C. Density measurements indicate that the hydroxyl groups, as well as the other
end-groups, were excluded from the crystal lattice. Thus, it is possible that although
the terminal groups are excluded from the lattice the equilibrium melting temper-
ature could be altered. These results demonstrate that the disordered, interfacial
layer can be influenced by the size of interactions between the end-groups. The
value of σeq is increased accordingly.
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2.5 Nonequilibrium states

The foregoing discussion was limited to equilibrium considerations. A basic re-
quirement for equilibrium is that the crystallite thickness be comparable to the
extended chain length. It has been found that this requirement can be satisfied
with low molecular weight polymers. However, it is difficult for high molecular
weight chains to satisfy this condition. For example, as was mentioned earlier, linear
polyethylene fractions of M = 5600 or less can be crystallized in extended form
while M = 8000 cannot. The kinetic obstacles that need to be overcome for even
modest molecular weights are quite formidable. A similar situation is found for the
n-alkanes crystallized either in the bulk or from dilute solution. Other polymers be-
have in a similar manner. Some typical examples are given in Fig. 2.23a and b. Here,
the long-period is plotted against either the molecular weight, or number of repeat-
ing units for poly(�-caprolactone)(69) and a diol urethane.(70) In both examples
there is initially a linear increase in long-periods with chain length that corresponds
to the formation of extended chain crystallites. However, above a certain molecular
weight, M = 1300 for poly(�-caprolactone) and 1200 for the poly(urethane), the
long-periods become constant or only increase with chain length very slightly indi-
cating that extended chain crystallites are no longer formed. Rather, some type of
folded chain crystallites develop. This change in crystallite structures also affects the
relation between the observed melting temperature and molecular weight.(69,70)
Although in general it is quite important, at this point, the detailed structure of the
folded chains is not of concern. This important matter will be discussed in detail in
subsequent volumes. The important matter here is the fact that above a certain low
molecular weight a nonequilibrium or metastable state develops.

Although the primary discussion has been directed to equilibrium states, some of
the analyses that have been developed can be adapted to nonequilibrium metastable
states. In particular, one can examine the thermodynamic properties of a crystallite
whose thickness is very much smaller than the extended chain. The finite crystallite
thickness has been found to be the major contributor to the reduced melting temper-
ature that is observed. It is, therefore, opportune to discuss the subject at this time.

The free energy of fusion of a nonequilibrium crystallite can be obtained from
Eq. (2.17) prior to maximizing the free energy function. The free energy of fusion
for a pure system, v2 = 1, can be written as

�Gf

x N
= ζρ

x N
�Gu + RT

{
ln

(
1 − ζρ

x N

)
+ ζρ

x N

1

ζ

[
ln D + ln

(x − ζ + 1)

x

]}
(2.37)

for a crystallite of ζ repeating units thick that has ρ sequences in cross-section.
It is assumed here that the mature crystallite is sufficiently large in the directions
normal to the chain axis so that the influences of the lateral surface free energies
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Fig. 2.23 Representative plots of long-period against chain length. (a) Long-period against
molecular weight for poly(�-caprolactone) (From Perret and Skoulios (69)). (b) Plot of
long-period against the number of repeating units, n, for a diol urethane polymer. (From
Kern, Davidovits, Rauterkus and Schmidt (70))
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can be neglected. By expanding ln(1 − ζρ/x N ) Eq. (2.37) can be written as

�Gf

ζρ
= �Gu − 2σec

ζ
− RT

x
+ RT

ζ

[
ln

(
x − ζ + 1

x

)]
(2.38)

where ln D ≡ −2σec/RT . Here σec represents the interfacial free energy of the basal
plane associated with the nonequilibrium crystallite of thickness ζ . This inter-
facial free energy cannot be identified a priori with the interfacial free energy of
the equilibrium crystallite, σeq, since the corresponding surface structures are not
necessarily the same. The first term in Eq. (2.38) represents the bulk free energy of
fusion for the ζρ units. The second term represents the excess free energy due to
the interfacial contribution of the chains emerging from the 001 crystal face (the
basal plane). The last two terms result from the finite length of the chain and are
only significant at low molecular weights. The first of these represents the entropy
gain which results from the increased volumes available to the ends of the molecule
after melting. The last term results from the fact that only a portion of the units
of a given chain are included in the crystallite. It represents the entropy gain that
arises from the number of different ways a sequence of ζ units can be located in
a chain x units long with the stipulation that terminal units are excluded from the
lattice.

At the melting temperature T ∗
m of the nonequilibrium crystallite, �Gf = 0 so

that Eq. (2.38) becomes

1

T ∗
m

− 1

T 0
m

= R

�Hu

[
2σec

RT ∗
mζ

− 1

ζ

(
x − ζ + 1

x

)
+ 1

x

]
(2.39)

Equation (2.39) represents the relation between the melting temperature and crys-
tallite thickness ζ for different chain lengths. The crystallite thickness ζ is not
constrained to its equilibrium value and σec is characteristic of the particular in-
terface that is developed in the crystallite under the specific set of crystallization
conditions. The melting temperature depression, Eq. (2.39), is calculated from
the equilibrium melting temperature of the infinite chain, T 0

m. For high molecular
weights Eq. (2.39) reduces to

1

T ∗
m

− 1

T 0
m

= 2σec

�HuT ∗
mζ

(2.40)

or

T ∗
m = T 0

m[1 − 2σec/�Huζ ] (2.41)

Equation (2.40) is identical to the classical Gibbs–Thomson expression for the melt-
ing of crystals of finite size. Thus, following the Flory theory (10) nonequilibrium
crystallites of high molecular weight chains obey the same melting point relation
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as do low molecular weight substances. However, corrections need to be made for
lower molecular weight chain molecules.

Equation (2.40) suggests a method by which T 0
m can be determined. If T ∗

m is
measured as a function of ζ , then a plot of T ∗

m against 1/ζ should be linear and
extrapolate to T 0

m as ζ → ∞. The use of Eq. (2.40) requires that σec be the same
for each sample, i.e. for the samples of varying thickness the interfacial structure
must be the same. However, this condition may be difficult to fulfill. Moreover,
T 0

m represents an extended chain equilibrium crystallite, while for high molecular
weights T ∗

m represents some type of folded chain crystallite. The use of the Gibbs–
Thomson relation to obtain T 0

m, as well as other extrapolative methods that have
been suggested will be examined in detail when the morphology and structure of the
crystalline state is discussed. At this point it can be stated that the reliable and accu-
rate determination of the equilibrium melting temperature of high molecular weight
polymers is a formidable and difficult task. Analysis of the melting temperature of
high molecular weight oligomers appears to be a promising path.

In summary, the major conclusion to be made from the discussion of the fu-
sion of homopolymers is that a first-order phase transition governs the melting–
crystallization process. Despite the difficulties in establishing equilibrium and in
determining the equilibrium melting temperature the underlying guiding principle
is phase equilibrium. The consequences of phase equilibrium are invoked in the
chapters that follow. The fusion of polymer–low molecular weight-diluent mix-
tures, polymer–polymer mixtures, copolymers, and the influence of deformation
will be discussed from this point of view.
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3

Polymer–diluent mixtures

3.1 Introduction

The fusion of polymers with low molecular weight diluents will be discussed in
this chapter. When considering phase equilibria of multicomponent systems several
a priori assumptions have to be made. These assumptions are universal and are
applicable to all types of molecular systems and are not unique to polymers. It is
necessary to specify whether the disordered, or liquid, state is homogeneous or
heterogeneous, i.e. does liquid–liquid phase separation occur. The composition of
the crystalline phase and in particular whether it remains pure, also needs to be
specified. If the crystalline phase is not pure it is necessary to know whether the
diluent enters the crystal lattice as a result of equilibrium considerations and if
compound formation occurs. Also to be considered is whether the diluent enters
the lattice as a defect. All of these possibilities need to be considered separately. The
appropriate expression for the free energy of mixing that applies in each specific
case has to be known. All of these factors will be considered in the following.

3.2 Melting temperature: concentrated and moderately dilute mixtures

The concentrated and moderately dilute concentration range is one where the Flory–
Huggins free energy of mixing is applicable. This implies that there is a uniform
distribution of diluent and polymer segments in the melt.(1) The most general
considerations lead to the expectation that the addition of a lower molecular weight
diluent to a homogeneous melt will result in a lowering of the melting temperature
and a broadening of the melting range of all molecular species, including polymers.
With but a few exceptions, in most of the polymer diluent mixtures that have been
studied the crystalline phase remains pure. We shall also have occasion to refer
specifically to melting into a heterogeneous, two-phase melt. Limiting ourselves
at present to the concentration range where the Flory–Huggins theory is valid we
return to Eq. (2.17). By maximizing the expression for �Gf, and setting λ = λe

70
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and ζ = ζe, the equilibrium melting temperature of a polymer–diluent mixture can
be expressed as(2)

1/Tm − 1/T 0
m = R/�Hu{(Vu/V1)(1 − v2)

+ (1/x)[v2 + x/(x − ζe + 1)] − χ1(1 − v2)2} (3.1)

for a homogeneous melt with a diluent being excluded from the crystalline lattice.
The values of ζe is defined by Eq. (2.20). For large values of x Eq. (3.1) reduces to

1/Tm − 1/T 0
m = (R/�Hu)(Vu/V1)[(1 − v2) − χ1(1 − v2)2] (3.2)

Equation (3.2) is very similar to the classical expression for the depression of the
melting temperature of low molecular weight binary systems, i.e. the freezing point
depression equation. The only difference results from the expression for the activity
of the crystallizing polymer component in the molten phase. Consequently, Eq. (3.1)
can also be derived by the application of phase equilibrium requirements.(3)

From the Flory–Huggins mixing expression, the chemical potential µ1 of the
diluent in the melt, relative to that of the pure component µ0

1, can then be written
as (3)

µ1 − µ0
1 = RT

[
ln (1 − v2) +

(
1 − 1

x

)
v2 + χ1xv2

2

]
(3.3)

The chemical potential of a polymer molecule, taking the pure liquid polymer as
the reference state, can be expressed as

µ2 − µ0
2 = RT [ln v2 − (x − 1)(1 − v2) + χ1x(1 − v2)2] (3.4)

In Eqs. (3.3) and (3.4), x is the number of segments per molecule. The chemical
potential per mole of polymer structural units is obtained by dividing Eq. (3.4) by
xV1/Vu, the number of units per molecule. Thus,

µ1
u − µ0

u = RT
Vu

V1

[
ln v2

x
−

(
1 − 1

x

)
(1 − v2) + χ1(1 − v2)2

]
(3.5)

The chemical potentials of other components in the crystalline phase cannot
be derived with such generality. These potentials will depend on the components
present, and the mixing law that is involved. An important distinction can be made,
however, as to whether the diluent is either present or absent in the crystalline
phase. When present, the exact role of the diluent must be enunciated in order to
specify the chemical potential of the components. The analysis is greatly simplified
when the diluent is excluded from the crystalline lattice. This is an example of a
binary liquid mixture of which only one component crystallizes over the whole
composition range. With this restraint for equilibrium the chemical potential of the
crystallizing component in the two phases must be equal. At the melting point of a
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polymer–diluent mixture, with the crystalline phase being pure, it is required that

µc
u − µ0

u = µl
u − µ0

u (3.6)

where the superscripts refer to the crystalline and liquid phases, respectively, and the
pure molten polymer is taken as the reference state. The difference in the chemical
potential between a polymer unit in the pure crystalline and liquid states can be
written as

µc
u − µ0

u = −�Gu = −(�Hu − T �Su) (3.7)

By defining the ratio �Hu/�Su as T 0
m, Eq. (3.7) can be written as

µc
u − µ0

u = −�Hu

(
1 − T

T 0
m

)
(3.8)

The tacit assumption has been made that the ratio of �Hu to �Su does not vary
with temperature. By utilizing Eq. (3.3) for µ1

u − µ0
u, one obtains

1

Tm
− 1

T 0
m

=
(

R

�Hu

)(
Vu

V1

)[
−ln v2

x
+

(
1 − 1

x

)
(1 − v2) − χ1(1 − v2)2

]
(3.9)

For large x , Eq. (3.2) is regenerated.
There is the expectation from Eq. (3.2) that the melting temperature should be

well-defined and be systematically depressed with the addition of low molecular
weight diluent. This expectation has been observed for all polymer–diluent mixtures
that have been studied, even though equilibrium melting temperatures are not always
used. A set of examples is given in Fig. 3.1 for the fusion of poly(decamethylene
adipate) and its mixtures with diluents.(4) Here, the specific volume is plotted
against the temperature for different diluents and concentrations. In each exam-
ple the melting temperature is clearly defined, and is depressed by the addition of
diluent. The melting range of the pure polymer is relatively sharp. However, the
melting interval progressively broadens as the diluent concentration increases.
These results are a natural consequence, for both polymers and low molecular
weight substances, of the type of binary systems being analyzed. The statistical
mechanical analysis indicates that the melting range will depend on the value of the
product v2 D.(2) It is also possible to extend the thermodynamic analysis to ternary
systems, consisting of polymer and two different diluents.(5)

According to Eq. (3.2) the depression of the melting temperature depends on
the volume fraction of diluent in the mixture, its molar volume and the thermody-
namic interaction between polymer and diluent. The melting point depression is a
colligative property. Therefore, as Eq. (3.2) indicates the depression will be larger
with diluents of smaller molar volume. It is also expected that the larger the value
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Fig. 3.1 Specific volume–temperature curves for pure poly(decamethylene adipate), �; for
its mixtures with dimethyl formamide (v1 = 0.60), �; and for its mixtures with diphenyl
ether (v1 = 0.18), �.(4)

of �Hu the smaller the melting point depression. �Hu represents the enthalpy of
fusion per mole of repeating unit. It is an inherent and characteristic property of
the repeating unit of crystalline polymers and does not depend on the level of crys-
tallinity or any other morphological feature. This quantity should not be identified
with the enthalpy of fusion, �H∗

u , obtained by direct calorimetric measurements.
These two quantities are quite different. The latter quantity depends on the level of
crystallinity and crystallite structure. The former depends only on the nature of the
chain repeating unit. From it one can deduce important thermodynamic character-
istics of the chain. The quantity �Hu can be obtained from experiment by means
of Eq. (3.2). Thus, given �Hu and T 0

m one can obtain �Su. With other quantities
being equal a larger depression of the melting temperature should be observed with
good solvents (smaller values of χ1) than with poor ones. It should be noted that
the quantity χ1 depends on both the temperature and composition.
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Fig. 3.2 Plots of the reciprocal of the absolute melting temperatures, 1/Tm against the
volume fraction of diluent, v1, for polyethylene–n-alkane mixtures. n-C6H14 �; n-C7H16
�; n-C8H18 �; n-C18H38 �; n-C32H66 . (From Nakajima and Hamada (8))

A large number of experiments, involving a wide variety of different polymers,
has conclusively demonstrated that Eq. (3.2) is quantitatively obeyed.(6,7) As an
example, in Fig. 3.2 there is a plot of the reciprocal melting temperature of mixtures
of an unfractionated linear polyethylene with low molecular weight n-alkanes.(8)
It has been demonstrated that these alkanes do not enter the crystal lattice. A
continuous decrease in the melting temperature with dilution is observed. It is
also apparent that at a given value of v1 the melting point depression is much
larger for the lower molecular weight n-alkanes. This result is just what is expected
for a colligative property. Another example that involves linear polyethylene with
other type diluents is given in Fig. 3.3.(7) The melting points represented by the
lower curve are for tetralin and α-chloronaphthalene as diluents. A continuous
decrease of the melting temperature is observed as increasing amounts of diluent are
added. Such behavior is expected for these relatively good solvents. Coincidentally,
these two diluents behave in an almost identical manner. The melting temperature–
composition relation for the upper two curves, which represent n-butyl phthalate
and o-nitrotoluene as diluents, behave quite differently. With the initial addition of
diluent there is only a very small decrease in the melting point. However, when a
critical diluent concentration is reached, the melting temperature remains invariant
with further dilution. The reason for the invariance in the melting temperature for
these and other polymer–diluent mixtures will be discussed shortly.

For mixtures that display a continuous depression of the melting temperature with
decreasing polymer concentration, a direct comparison with Eq. (3.2) can be made.
Establishing the validity of Eq. (3.2) is important since it is a potential method
for determining �Hu. According to this equation, the initial slope of the plot of
1/Tm against the diluent concentration, (1 − v2), should be inversely proportional
to �Hu. A quantitative analysis of experimental data by means of Eq. (3.2) requires
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Fig. 3.3 Plot of melting temperature–composition relations of linear polyethylene for dif-
ferent diluents. �n-butyl phthalate; � o-nitrotoluene; � α-chloronaphthalene; � tetralin. v1
is volume fraction of the diluent present in the mixture.(7)

the decomposition of χ1 into its enthalpic and entropic contributions. According to
the standard analysis of binary polymer mixtures χ1 can be expressed as (1)

χ1 = κ1 − ψ1 + 1/2 (3.10)

where κ1 and ψ1 are heat and entropy parameters such that the partial molar enthalpy
�H1 = RT κ1 v2

2 and the partial molar entropy �S1 = RT ψ1 v2
2. The enthalpic

term can also be represented as

κ1 = BV1

RT
(3.11)

where B is the interaction energy density character of the polymer–diluent pair. It
can also be represented as (1)

κ1 = ψ1θ

T
(3.12)



76 Polymer–diluent mixtures

where θ is the Flory temperature for a given polymer–solvent pair. If we assume
that the internal energy contribution to B is the dominant term, then Eq. (3.2) can
be written as

1/Tm − 1/T 0
m

v1
= R

�Hu

Vu

V1

(
1 − BV1

R

v1

Tm

)
(3.13)

With these assumptions, a plot of the left-hand side of Eq. (3.13) against v1/Tm

should be linear. From the intercept of the straight line one obtains the value of
�Hu. The slope yields the interaction parameter B. For a given polymer the value
of B will be dependent on the diluent component. However, �Hu, the enthalpy of
fusion for repeating unit, is only dependent on the repeating unit and is independent
of the solvent. We have a method not only of assessing the validity of Eqs. (3.2)
and (3.13) but also of determining the value of �Hu for a given polymer.

If a linear relation is not found when Eq. (3.13) is applied to melting point–
composition relations then the complete expression for χl needs to be used. Equation
(3.13) can then be written as (8)

1

v1
−

(
1

v1

)2[ 1

Tm
− 1

T 0
m

]
(

R

�Hu

)(
Vu

V1

) = 1

2
− ψ1 + ψ1

Tm
(3.14)

Under these circumstances �Hu cannot be obtained in any simple manner, when
data is analyzed over the complete composition range. However, it can be deter-
mined if the limiting slope is established. The neglect of the entropic term in
Eq. (3.13) can usually be justified by the small temperature range that is encom-
passed by experiment. The value of �Hu should be scarcely affected by the ap-
proximation introduced. However, the value of B may be. Hence, it should not be
unexpected that it often does not agree with the values obtained by other methods.
Melting point depression studies are not always accurate in determining thermo-
dynamic interaction parameters between polymer and diluent.

Representative plots of experimental data, treated in accordance with Eq. (3.13),
are given in Figs. 3.4, 3.5 and 3.6 for three different polymers, linear polyethy-
lene (8), natural rubber (poly 1-4 cis isoprene) (9), and poly(decamethylene tereph-
thalate) (10), respectively. The data used to prepare Fig. 3.4 are the same as given
in Fig. 3.2 and thus cover wide composition range. A set of linear relations result
when these data were treated according to Eq. (3.13). The �Hu values obtained
for a given polymer agree among the different diluents used (see below). A more
detailed analysis, following Eq. (3.13), indicates that for all these mixtures κ1 is
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Fig. 3.4 Plot of (1/Tm − 1/T 0
m)/v1 against v1/Tm for polyethylene–n-alkane mixtures.

n-C6H14 �; n-C7H16 �; n-C8H18 �; n-C18H38 �; and n-C32H66 . (From Nakajima and
Hamada (8))

Fig. 3.5 Plot of quantity (1/Tm − 1/T 0
m)/v1 against v1/Tm for natural rubber mixed with

the indicated diluents.(9)
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Fig. 3.6 Plot of quantity (1/Tm − 1/T 0
m)/v1 against v1/Tm for polydecamethylene tereph-

thalate with the indicated diluents. (From Flory, Bedon and Keefer (10))

close to zero and is thus consistent with athermal mixing as would be expected
for polyethylene and the n-alkanes. The results for the other polymer–diluent mix-
tures illustrated (Figs. 3.5 and 3.6) are also well represented by straight lines. The
different slopes that are observed reflect differences in the interaction parameters
for these mixtures. Linear relations, of the kind that have been illustrated, have
been observed for the vast majority of the polymer–diluent systems that have been
studied. However, there have been several reports where curvature is observed when
the data are analyzed according to Eq. (3.13). These observations reflect the need to
use the complete expression for κ1. Among the examples that show such curvature
are poly(acrylonitrile) with either dimethyl formamide or γ-butyrolactone (10a) and
poly(caprolactam) with either diphenyl ether, or nitrotoluene, or nitrobenzene.(10b)
The results for these systems are the rare exceptions, rather than the rule.

In addition to satisfying the prescribed functional form, the value of �Hu deduced
for a given polymer is independent of the structure and chemical nature of the dilu-
ent. Some representative examples of the values obtained for �Hu from these type
experiments are given in Table 3.1. The agreement between the different diluents
for a given polymer is excellent. Thus, experiment strongly confirms the argument
that the quantity �Hu is a property of the crystallizing chain repeating unit and is
independent of the nature of the diluent used. Since the necessary requirements are
fulfilled, it can be concluded from this straightforward analysis that, at the melt-
ing temperature, equilibrium between the pure crystalline polymeric phase and the
two-component homogeneous liquid phase is established. We thus have a method of
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Table 3.1. Typical results for �Hu as determined from Eq. (3.13)

�Hu, cal mol−1 of
Polymer Diluent repeating unit

Polyethylenea Ethyl benzoate 930
o-Nitrotoluene 935
Tetralin 990
α-Chloronaphthalene 970

Polyethyleneb n-Hexane 1 085
n-Heptane 1 050
n-Octane 1 000
n-Octadecane 1 015
n-Ditricontane 980

Natural rubberc Tetradecane 1 040
Methyl oleate 980
Dodecane 1 100

Poly(decamethylene Benzonitrile 11 600
terephthalate)d Benzophenone 10 400

Poly(chloro Toluene 1 220
trifluoroethylene)e Mesitylene 1 100

o-Chlorobenzotrifluoride 1 260
Cyclohexane† 1 330

Poly(oxymethylene) f p-Chlorophenol 1 570
Tetralin 1 465
Phenol 1 760
m-Cresol 1 775
α-Chloronapthalene 1 400

† Since the data for Tm scatter, the value obtained for �Hu is only approximate.
a F. A. Quinn, Jr. and L. Mandelkern, J. Am. Chem. Soc., 80, 3178 (1958); ibid.

81, 6533 (1959).
b A. Nakajima and F. Hamada, Kolloid Z. Z. Polym., 205, 55 (1965).
c D. E. Roberts and L. Mandelkern, J. Am. Chem. Soc., 77, 781 (1955).
d P. J. Flory, H. D. Bedon and E. H. Keefer, J. Polym. Sci., 28, 1511 (1958).
e A. M. Bueche, J. Am. Chem. Soc., 74, 65 (1952).
f T. Korenga, F. Hamada and A. Nakajima, Polym. J., 3, 21 (1972).

relating the chain structure to a thermodynamic parameter governing crystallization
behavior. This relation will be discussed in detail for many polymers in Chapter 6.

When analyzing melting temperature–composition relations according to
Eq. (3.13) the implicit assumption is made that the crystallite structure and size
do not vary over the composition range studied. It is also assumed that the inter-
facial free energy associated with the crystallites remains constant. Since the crys-
tallization of the polymer was conducted from the mixture, there could be concern
that these factors vary with composition. However, there are no problems when
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Fig. 3.7 A plot of the solubility temperature against volume fraction diluent v1 for polyethy-
lene in tetralin. �, melting points determined dilatometrically; �, solubility point of melt
crystallized samples; �, solubility point of solution crystallized sample. (From Jackson,
Flory and Chiang (11))

the polymer is crystallized external to the diluent and the melting temperature
of the mixture is determined at a given concentration. For example, the melting
temperature–concentration relations for the dissolution in tetralin of finely divided
samples of polyethylene, originally crystallized in the bulk at high temperatures,
are given in Fig. 3.7.(11) These observations are indicated by the filled circles in the
plot. These data points fall on the same smooth curve as the melting temperatures
obtained dilatometrically at the higher polymer concentrations when crystallization
takes place from the binary mixture. The melting points for this latter procedure
are indicated by the open circles. The melting temperature–composition relation,
from pure polymer to dilute solution, can be represented by a continuous function.
However, when the crystallization takes place within the polymer–diluent mix-
tures, prior to determining the melting temperature, complications can develop.
When limited to concentrated solutions, i.e. v2 ≥ 0.30, no serious difficulty presents
itself. At lower polymer concentrations, however, different melting temperatures
(or solubility points) are found depending on the procedure. In this range polymers
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crystallized from solution invariably display a lower melting temperature. Melting
temperatures determined by the latter method for polyethylene–tetralin mixtures are
given by the open squares of Fig. 3.7. These differences become progressively more
pronounced with dilution. For the very dilute solutions, about a 12 ◦C difference in
the melting temperature is observed. A similar difference in melting temperature is
observed when extended and folded chain crystallites of linear polymers are com-
pared in dilute solution.(12) Since the liquid state is the same for the two cases,
irrespective of the mode of crystallization, the disparity in the melting temperatures
must reside in differences in the nature of the crystalline phases. The lower melting
temperatures observed after crystallization from solution indicate that a metastable
crystalline form is obtained. This metastability could in principle arise for a variety
of reasons. However, thin plate-like crystals are the usual morphological form
observed after crystallization from dilute solution. As the polymer concentration
decreases the crystallite structure and size change and eventually reach those typ-
ical of crystallites formed in dilute solution. The thickness of crystallites formed
from dilute solutions is much smaller than when crystallized from the pure melt. A
detailed discussion of the structure and morphology of these and related structures
will be presented in Volume 3.

For present purposes it suffices to take cognizance of these observations so that
caution is exercised in analyzing the experimentally observed melting temperature–
composition relations. The melting temperature of the most stable species is re-
quired at all concentrations. For purposes of determining �Hu the dilute range
should be avoided unless bulk crystallized polymers are utilized.

The analysis that has been given is based on the Flory–Huggins expression for the
free energy of mixing long chain molecules with low molecular weight species in the
disordered melt. Besides the concentration restraints, there are other formal ways of
expressing this mixing free energy. Among them is the principle of corresponding
states.(13–19) The application of corresponding state theory in the present context
is in the evaluation of the thermodynamic interaction parameters between polymer
and diluent.(20) There are many examples where the Flory–Huggins interaction
parameter χ1 is not constant, but depends on concentration and temperature. The
use of corresponding state theory alleviates many of these problems.(15) Since the
determination of �Hu is dependent only on the initial slope of Eq. (3.13), or related
expressions, its value is not affected.

In analyzing polyethylene–diluent mixtures it was noted that for certain diluents
and concentrations the melting temperature remained invariant with composi-
tion. This is not an isolated observation. Besides linear polyethylene, this phe-
nomenon has also been observed in long chain branched polyethylene,(21)
poly(chlorotrifluoroethylene),(22) poly(N,N′-sebacoyl piperazene),(23) isotactic
poly(propylene),(24) and poly(acrylonitrile)(25) when the polymers are admixed
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with appropriate diluents. The invariance of the melting temperature in these dilu-
ent mixtures can be given a simple explanation. When this phenomenon occurs,
the molten state always consists of two immiscible liquid phases rather than a
homogeneous one. Therefore, three phases coexist in equilibrium at the melting
temperature. It then follows, as a consequence of the Phase Rule, that the melting
temperature must be invariant with composition since the system has no degrees of
freedom. At the melting temperature, therefore, crystalline polymers obey one of
the fundamental tenets of phase equilibria.

Typical phase diagrams that illustrate these principles are presented in Fig. 3.8
for isotactic poly(propylene)–alky phenol mixtures (24) and in Fig. 3.9 for poly
(N,N′-sebacoyl piperazine) (23) with various diluents. At the higher isotactic poly
(propylene) compositions only liquid–solid curves are observed that result in
typical melting temperature depression. Although at lower polymer concentrations

Fig. 3.8 Plot of melting temperature against volume fraction of polymer for isotactic
poly(propylene)–alkyl phenol mixtures. (From Nakajima and Fujiwara (24))
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Fig. 3.9 Plot of melting temperatures against volume fractions of polymers for mixtures of
poly(N,N′ sebacoyl piperazine) with different diluents. Diphenyl ether �, �; o-nitrotoluene
�; m-cresol �.(23)

the liquid–solid curve is monotonic with dilution, many of the mixtures undergo
liquid–liquid phase separation, as is indicated by the binodials. The expected
invariance in melting temperatures is then observed. The phase diagrams for
the poly(amide), shown in Fig. 3.9 illustrate the specific role of the diluent. As the
polymer–diluent interaction become less favorable eventually liquid–liquid phase
separation occurs and, as is illustrated, at the same time the melting temperature
becomes constant. These types of phase diagrams can also be calculated from first
principles.(26) What at first glance appears to be a surprising and puzzling observa-
tion can, however, receive a straightforward explanation based on the consequences
of phase equilibrium.

An interesting situation exists when the melting temperature–composition curve
lies above the binodial for liquid–liquid phase separation. On an equilibrium basis
the phase boundaries do not intersect. However, depending on kinetic factors it is
often possible to supercool the homogeneous melt into the two-phase region without
crystallization intervening. Under these circumstances crystallization can occur in
the heterogeneous melt. In this nonequilibrium situation the melting temperature
is not invariant with composition.(27)

The equilibrium conditions that have been discussed involved the relation of
the melting temperature to composition. It is also possible to test the equilibrium
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requirements at temperatures below the melting point. If the diluent is uniformly
distributed through the noncrystalline phase then the volume fraction of polymer
in this phase, v′

2 will vary with the degree of crystallinity, 1 − λ, according to

v′
2 = v2λ

1 − v2 + v2λ
(3.15)

If phase equilibrium is assumed, Eq. (3.15) can be substituted into the melting
temperature–composition relation, Eq. (3.2), with the result that

1

Tλ

− 1

T 0
m

= R

�Hu

Vu

V1

[
v′

1 − χ1(v′
1)2

]
(3.16)

Here Tλ is the equilibrium temperature for a degree of crystallinity, 1 − λ, corre-
sponding to a volume fraction of diluent v′

1. Equation (3.16) specifies the equili-
brium degree of crystallinity at temperature Tλ for the nominal composition v2.

Studies by Chiang and Flory (28) of the specific volume–temperature relation of
polyethylene-α-chloronaphthalene mixtures are well-suited to test the thesis that
phase equilibrium can be established at finite levels of crystallinity,1 i.e. at temper-
atures below the melting temperature. The experimental results and analysis are
given in Fig. 3.10. The solid points in this figure represent the experimental obser-
vations, while the dashed lines are calculated from Eq. (3.16) using values for �Hu

and χ1 appropriate to linear polyethylene and the diluent. The agreement between
the theoretical expectation and the experimental observation is excellent over the
composition range studied, zero to about 50% crystallinity. Slight deviations be-
tween theory and experiment were observed for mixtures that contained smaller
amounts of diluent. These differences can be attributed to the enhanced difficul-
ties of establishing equilibrium. This formal thermodynamic analysis demonstrates
conclusively that equilibrium can be established between the two distinct phases
even when appreciable levels of crystallinity are developed. One of these phases has
the thermodynamic properties of the liquid mixture (at the appropriate composition)
while the other has that of the pure crystalline polymer.

The analysis of the melting temperature–composition relations so far has been
limited to the most common case where the crystalline phase remains pure. The
situation, similar to that found in low molecular weight systems, where the second
component enters the lattice, is also observed with polymers. As an example, both
structural and thermodynamic evidence indicates that diluents can enter the lattice
of poly(2,6-dimethyl-1,4-phenylene oxide).(29,30) Although the occurrence of a
mixed crystalline phase is rare for synthetic polymers it is quite common among
macromolecular systems of biological interest.

1 These experiments were conducted under carefully controlled crystallization conditions. For this system the
specific volume is easily converted to the degree of crystallinity.
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Fig. 3.10 Relationship of specific volume to temperature for mixtures of polyethylene
(M = 50 000) with α-chloronaphthalene for the indicated weight (w1) and volume (v1)
fractions. Dashed lines represent calculations according to Eq. (3.16), assuming equilibrium
between the crystalline and liquid phases. (From Chiang and Flory (28))

Melting point depressions by diluent have been successfully employed by Flory
and Garrett (31) in studying the thermodynamics of the crystal–liquid transfor-
mation of the fibrous protein collagen. By means of sensitive dilatometric tech-
niques, the melting temperatures of collagen (from rat-tail tendon and beef Achilles
tendon)–anhydrous ethylene glycol mixtures were determined over a wide com-
position range. As illustrated in Fig. 3.11, the melting temperature–concentration
relations are apparently in accord with Eq. (3.13). Data points in the dilute range
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Fig. 3.11 Plot of quantity (1/Tm − 1/T 0
m)/v1 against v1 for the collagen–ethylene glycol

system. (From Flory and Garrett (31))

are not preserved because of the inadequacy of the theory in this range. From the
straight line of this figure a value for �Hu of 24 cal g−1 or 2250 cal mol−1 of peptide
units is deduced when T 0

m is taken as 418 K. These results demonstrate that the
melting process for the more complex crystalline macromolecular systems such
as the fibrous proteins can also be treated within the framework of phase equilib-
rium. Consequently they can be studied and analyzed by the methods utilized for
the simpler type of polymer systems.

There are some complications in analyzing the phase diagram for such systems.
Among other things it is difficult to obtain the melting point of the pure undi-
luted polymer. There is also the distinct possibility that the diluent may enter the
crystal lattice and become part of the crystallographic structure. For example, the
increase in the equatorial x-ray spacing is indicative that the diluent (water) is
entering the ordered phase of collagen and also the nucleic acids.(32,33) Under
these circumstances, the conditions for equilibrium stipulated by Eq. (3.6) are no
longer sufficient, and an additional condition must be fulfilled. Specifically, it is
now required that

µl
1 = µc

1 (3.17)

Moreover, if there are any interactions or mixing of polymer units and diluent
molecules in the crystalline phase Eq. (3.17) may no longer be satisfactory. The
simplest example of this type would be the formation of a solid solution in the
crystalline state. Hence, when dealing with the two-phase equilibrium of a two-
component system, where both components are present in each phase, the activity
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as a function of the composition of each component in each of the phases must be
specified in order to arrive at the melting temperature–composition relation. For
these situations, analysis of the experimental observations is more complex than is
indicated by Eq. (3.2) and is not easily generalized.

Certain simplifying assumptions were made in analyzing the results for col-
lagen.(31) It was assumed that a fixed amount of diluent (independent of total
composition) is firmly bound to the protein while the remainder is loosely held.
Therefore, at the melting temperature the latter can be relegated to the amorphous
region. With this assumption, the chemical potential of the polymer unit in the crys-
talline phase will be constant, independent of the total composition. Under these
conditions Eq. (3.2) will again stipulate the requirements for equilibrium. However,
T 0

m will not represent the melting point of the pure undiluted polymer but that of the
polymer–diluent complex. Hence it is not independent of the nature of the added
second component. Utilization of this approximate procedure must necessarily lead
to a greater uncertainty in the deduced value of �Hu than is usually expected when
the aforementioned complications do not exist.

In the binary mixtures of interest, it is possible that besides the polymer the
diluent component can also crystallize in the temperature range of interest. If this
happens a classical eutectic type phase diagram results. Theoretical analysis, and
possible phase diagrams involving polymers that contain eutectics have been pre-
sented.(26,34) An experimental example is given in Fig. 3.12 for mixtures of linear
polyethylene and 1,2,4,5-tetrachlorobenzene.(35,36) This is a textbook type phase
diagram. The eutectic composition is 55% w/w of polyethylene and the temper-
ature is 120 ◦C. Similar phase diagrams have been reported for other polyethy-
lene mixtures,(37) isotactic poly(propylene),(38) poly(ethylene oxide)(39,40) and
poly(�-caprolactone).(41) In all cases the diagrams are classical ones, but have
interesting morphological implications.

3.3 Crystallization from dilute solution: flexible chains

The melting, or dissolution, of long chain molecules at high dilution is a natural
consequence of phase equilibrium. The dissolution process results in the separation
of the solute molecules and is usually accompanied by a change in the molecular
conformation of the chain from an ordered structure to a statistical coil. However, it
is also possible for the individual polymer molecules to maintain the conformation
in solution that is typical of the crystalline state. This is particularly true if the
steric requirements that favor the perpetuation of a preferred bond orientation or
the ordered crystalline structure can be maintained by intramolecular bonding,
such as hydrogen bonds. Further alterations in the thermodynamic environment can
cause a structural transformation in the individual molecules. Each molecule is then
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Fig. 3.12 Phase diagram of the binary mixture of polyethylene with 1,2,4,5-tetrachloroben-
zene. (From Smith and Pennings (36))

converted to a conformation typical of the disordered state. This intramolecular
transformation has been popularly termed the helix–coil transition because of the
two different chain conformations that are involved in dilute solution. There are,
therefore, two distinctly different situations that need to be considered in treating
dilute solutions. We discuss first the case where the dissolution involves the direct
change in the chain conformation from that in the ordered crystalline state to that
in the disordered, or liquid, state.

Melting in dilute solution is not a simple or obvious extension of the analysis of
the more concentrated system. The reason is that a homogeneous dilute solution
is characterized by a nonuniform polymer segment distribution throughout the
medium. In the analysis that has been given heretofore, the tacit assumption has
been made that the polymer segments are uniformly distributed through the solution
as is characteristic of concentrated systems. Under these circumstances, the use
of the Flory–Huggins expression for the free energy of mixing, and the derived
chemical potentials, is appropriate. However, since a dilute solution of flexible
chain molecules is characterized by a nonuniform polymer segment distribution
through the medium, the use of the Flory–Huggins free energy function is no longer
appropriate.(1) θ solvents provide an exception, since under these circumstances
the molecules can interpenetrate one another freely.
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In order to develop a theory for crystallization from dilute solution it is necessary
to express the chemical potential of the polymer species in the disordered state. In
the general theory of dilute solutions the chemical potential of the solvent species
can be expressed in virial form. Consequently, the chemical potential of the solvent
species can be given quite generally as(1)

µ1 − µ0
1 = − RT v1

M

[
v2

v̄
+ �2v

2
2

v̄2
+ g�2

2v
3
2

v̄3

]
(3.18)

Here v̄ is the partial specific volume of the polymer. In the development that follows,
we utilize the theory of Flory and Krigbaum.(42) The second virial coefficient can
then be expressed as

�2 = x v̄(1/2 − χ1) F(X ) ≡ MA2 (3.19)

The complicated function F(X ) has been explicitly formulated,(42) and x again
represents the number of segments per molecule. The final result does not depend
on the specific form that is used for the second virial coefficient. We use the Flory–
Krigbaum formulation here for convenience. This formulation explicitly accounts
for the nonuniform nature of the solution. The chemical potential of the poly-
mer obtained by the application of the Gibbs–Duhem relation also maintains the
nonuniform segment distribution, statements to the contrary not withstanding.(42a)
By applying the Gibbs–Duhem equation it is found that

µ2 − µ0
2

RT
= (ln v2 − v2 + 1) + x(χ1 − 1) + 2x(1/2 − χ1) F(X )v2

+
[

3

2
gχ2

1 (1/2 − χ1)2 F2(X ) − x(1/2 − χ1) F(X )

]
v2

2 (3.20)

The value of the integration constant is obtained from the lattice theory as v2 → 0.
After dividing by the number of units per molecule, xV1/Vu, Eq. (3.20) can be
recast as

µu − µ0
u

RT
= −Vu

V1

{
−ln v2

x
+ (1 − 1/x)(1 − v2) − χ1(1 − v2)2

− 2(χ1 − 1/2)[1 − F(X )]v2 (3.21)

−
[

3g

2
(χ1 − 1/2)2x F(X ) − (χ1 − 1/2)F(X ) − χ1

]
v2

2

}

Here g is a constant (less than unity) that relates the third virial coefficient to the
second. By invoking the equilibrium requirement between the liquid and crystal-
line states, the expression for the melting temperature of flexible chains in dilute
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solution is given by

1

Tm
− 1

T 0
m

= RVu

�HuV1
(1 − 1/x)(1 − v2) − ln v2

x

− χ1(1 − v2)2 − 2(χ1 − 1/2)(1 − F(X )v2) (3.22)

−
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3g

2

)
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]
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2

For most cases of interest, the available experimental data indicate that only the
first three terms on the right-hand side of Eq. (3.22) are important. Equation (3.22)
thus reduces to

1

Tm
− 1

T 0
m

= R

�Hu

Vu

V1

[
− ln v2

x
+ (1 − 1/x)v1 − χ1v

2
1

]
(3.23)

Surprisingly Eq. (3.23) is the same expression as given earlier, Eq. (3.9), for more
concentrated systems. Thus, for practical purposes the second and higher virial
coefficients should have a negligible influence on the melting point depression.

We conclude, therefore, that although the Flory–Huggins lattice treatment is
clearly not adequate in dilute solution, the change in chemical potential of the
polymer species with dilution is too small to have any appreciable effect on the
melting temperature. Hence, the same equation can be used over the complete con-
centration range. Therefore, the melting point–composition relation, or solubility
relations, can be expressed as a continuous function that encompasses the complete
composition range. As x → ∞ Eq. (3.23) reduces to Eq. (3.2). Deviation from the
limiting form of Eq. (3.2) would only be expected at extremely high dilutions and
low molecular weights.

A similar approach to the problem has been given by Beech and Booth (43) who
did not, however, have occasion to actually calculate the melting point–composition
relation. Pennings,(44) following a similar procedure, did not specifically arrive
at Eqs. (3.22) and (3.23) because the higher virial coefficients were expressed in a
different manner. It is not necessary to adapt empirical methods to this problem,(45)
since the melting temperature–composition relation can be obtained analytically.

To examine the influence of molecular weight in the dilute region it is convenient
to recast Eq. (3.23) into the form

1
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− 1

T 0
m

= R

�Hu

Vu
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v1 − χ1v

2
1

] − R

�Hu

[
ln v2

y
+ v1

y

]
(3.24)

Here, y is the number of repeating units per molecule as opposed to x , the number
of segments. The term within the first bracket represents the limiting form and is
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Fig. 3.13 Plot of theoretically expected melting temperature calculated from Eq. (3.24) for
indicated chain lengths.(46)

independent of molecular weight. The second bracketed term represents the influ-
ence of chain length. It is only important at low molecular weights at high dilution.
For lower molecular weights we identify T 0

m with the melting temperature of the
pure species of finite molecular weight. Since Eq. (3.24) represents equilibrium it is
only applicable to extended chain crystals. Within the present crystallization capa-
bilities, the analysis of experimental data is, therefore, restricted to low molecular
weights.

A graphical representation of Eq. (3.24) is given in Fig. 3.13 for a model sys-
tem in the low molecular weight range.(46) The parameters used are applicable to
polyethylene. For convenience in these illustrations χ1 was taken to be zero and
the melting temperatures of the extended chains of pure polymers were determined
experimentally.(46) The vertical displacement of the melting temperatures along
the v2 = 1 axis represents their molecular weight dependence. The melting temper-
ature differences are maintained over the complete composition range. However, the
shapes of the curves in the dilute range are different depending on the chain length.
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For chain lengths y = 500 and greater, the functional dependence on composition
is essentially the same as the limiting infinite molecular weight form, Eq. (3.2).
However, for the lower molecular weights, significant deviations are to be expected
in the dilute range. These are manifested by the downward curvature of the plots,
which becomes more severe with decreasing molecular weight. For example for
y = 150 (M = 2100) deviation from limiting form begins at about v2 = 0.07. For
this molecular weight, the melting temperature in very dilute solution is predicted to
be 363 K if only the limiting form is considered. On the other hand, theory predicts
357 K. This difference between the limiting and expected melting temperatures
becomes more marked at lower molecular weights. For y = 50 (M = 700) devi-
ations begin at v2 = 0.15. The melting temperature in very dilute solution would
be 333 K. If the limiting form was obeyed, however, theory predicts 310 K. Hence,
for lower molecular weights in the dilute solution range significant differences are
expected between the melting temperatures of the limiting high molecular weight
form and those predicted from theory. In this molecular weight range equilibrium
melting temperatures need to be directly determined and cannot be extrapolated,
in any simple manner, from melting temperatures obtained at higher polymer con-
centration. Measurements must be made at compositions much less than v2 = 0.05
to obtain meaningful values. These conclusions are emphasized in Fig. 3.14, where
the same data is plotted as the relative melting point depression. Taking the
curve for y = 1000 as the limiting form we note that deviations from this refer-
ence curve become more severe at lower polymer concentrations as the molec-
ular weight decreases. Simple linear extrapolations cannot be made to infinite
(low concentration) from more concentrated systems.

The theoretical expectations from Eq. (3.24) can be tested experimentally by
the study of melting point–composition relations of low molecular weight species
that form extended chain crystals. Appropriate data are available for polyethylene–
p-xylene mixtures for molecular weight fractions in the range 574 to 2900.(46)
Extended chain crystallites are formed in this molecular weight range so that the ex-
perimental data are suited to test the theory. The results are summarized in Fig. 3.15.
In this figure the melting temperatures of the pure extended chain species were de-
termined experimentally. The solid lines represent the theory with χ1 being taken
as 0.2. This figure makes clear that except for the two highest molecular weights
excellent agreement is obtained between theory and experiment over the complete
composition range. The expectation that deviations of the experimental data from
the limiting case should become more severe as the molecular weight and poly-
mer concentration decrease is confirmed. These deviations can be quite substan-
tial for the lower molecular weights. The two highest molecular weight fractions,
M = 1674 and M = 2900 show the expected behavior in that the limiting law
is being approached. Only minor deviations begin to appear at very low polymer
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Fig. 3.14 Plot of 1/Tm − 1/T 0
m, calculated from Eq. (3.24), as a function of polymer volume

fraction, v2, for indicated chain lengths.(46)

concentrations. Quantitatively, although the theoretical and observed melting tem-
peratures agree quite well in the concentrated range, v2 ≥ 0.2, the observed values
are always slightly higher than calculated in the more dilute region. These small dis-
crepancies could be attributed to molecular weight uncertainties (which would not
generally affect the concentrated region) and to variations of χ1 with temperature
and composition. Despite these small differences, the major conclusions remain
that the theory as embodied in Eq. (3.24) quantitatively explains the equilibrium
data for low molecular weight polymers that are available for analysis.

Qualitatively similar results have been obtained in a study of the dissolution
temperatures of a set of high molecular weight n-alkanes crystallized in extended
form.(42a) The dissolution temperatures of the higher molecular weight alkanes
studied, C198H398 (M = 3170), are very similar to those of the polymer (M = 2900)
shown in Fig. 3.15. The precipitous drop in the dilute range is not observed in
either case. In contrast, the melting temperatures of the lowest alkanes studied,
C102H206 (M = 1634) show the characteristic decrease, similar to that shown in
Fig. 3.15. The dependence of the melting temperature on concentration is similar
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Fig. 3.15 Plot of melting temperature, Tm, against the volume fraction of polymer, v2, for in-
dicated number average molecular weights. Solid curves: theoretical expectants, calculated
from Eq. (3.24). Symbols: experimental results.(46)

for both low molecular weight polyethylene fractions and the high molecular weight
n-alkanes. A more quantitative comparison requires a specification of the chemical
potential of the latter in solution.

The melting point–composition relation, Eq. (3.13), is in effect an expression of
the temperature limit of the solubility of a crystalline polymer in a given solvent.
Theoretically and experimentally, at a given concentration, the solubility temper-
ature is not very sensitive to molecular weight, except for the very low molecular
weight species. Therefore the crystallization of a polymer from a dilute solution
cannot provide a very effective method of molecular weight fractionation even if
equilibrium solubility conditions are achieved. It is more likely, however, that as the
liquid phase is cooled, the crystallization of the polymer will be governed primarily
by kinetic factors. In fact, it turns out that by taking advantage of the difference
in crystallization rates from dilute solution an effective separation of molecular
weight species can be achieved.

When the complete composition range, from pure polymer to very dilute solu-
tion, is studied with a good solvent as the added component, the range in melting
temperatures can be quite large. The tacit assumption that the ratio of �Su to
�Hu is independent of temperature can then be seriously questioned. The entropy
contribution to χ1 must now also be taken into account. Although Eq. (3.6) still
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formally stipulates the equilibrium requirement, the appropriate thermodynamic
quantities may no longer remain constant. An analysis more appropriate to this
specific situation needs to be given.

The free energy change accompanying the process of dissolving n2 moles of
crystalline polymer in n1 moles of solvent can be expressed as(46a)

�G = RT

(
n2x

V1

Vu
g − ln Qm

)
(3.25)

Here RTg represents the free energy change per repeating unit that is associated
with the disruption of the crystalline structure. Qm is the partition function of the
disordered mixture and is given by

Qm = qn2
1 qn2

2

[
ε(ε − 1)n2 (n1 + xn2)!(n1 + xn2)−n2(x−1) Zn2

]
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{−χi x n1n2

n1 + xn2

}
(3.26)

In this expression ε is the lattice coordination number, q1 and q2 are the internal
partition functions and Z is the chain configurational partition function. For high
molecular weights, Z can be expressed quite generally as(47)

Z = zm−1 (3.27)

where z is the bond rotational partition function and m is the number of rotatable
bonds per chain.2

At equilibrium the difference in chemical potential between the dissolved and
crystalline polymer must be zero. By differentiating Eq. (3.25) to obtain this differ-
ence in chemical potential, and setting the resultant equal to zero, the requirement
of phase equilibrium leads, in the limit of infinite molecular weight, to(

Vu

V1

)
[v2 + χ1(1 − v2)2] + g = β ln z (3.28)

Here β is defined as the ratio m/x ′, where x ′ is the number of repeating units per
molecule. Equation (3.28) represents the condition for phase equilibrium. In the
limit of infinite dilution[

(Vu/V1)ψ1θ + b

T

]
= β ln z −

[(
Vu

V1

)
(1/2 − ψ1) − a

]
(3.29)

where g has been resolved into its entropic and enthalpic components so that

g = −a + b/t (3.30)

2 For present purposes only the form of Eq. (3.27) is required. Detailed formulation of Z can be found in Ref. (47)
For chains with independent rotational potentials Z is equal to the bond rotational partition function. For high
molecular weight, with interdependent rotational potential, Z is the largest eigenvalue of the statistical weight
matrix describing this interdependence.
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and
1

2
− χ1 = ψ1 − κ1 = ψ1(1 − θ/T ) (3.31)

Here κ1 and ψ1 are the conventional entropy and enthalpy parameters and θ is the
Flory temperature for the polymer–diluent mixtures. We next examine Eq. (3.29)
for physically meaningful solutions of T (T > 0), under the assumption that the
quantities ψ , θ , a and b are independent of temperature.

Two cases can be distinguished, depending upon whether the quantity
(Vu/V1)ψ1θ + b is positive or negative. The quantity z monotonically decreases
with 1/T , varying from a maximum value at 1/T = 0 to an asymptotic limit of
unity as 1/T → ∞. Thus, when (Vu/V1)ψ1θ + b is positive, a single solution for
T is possible only if [(Vu/V1)(1/2 − ψ1) − a] ≤ β ln zmax. This case corresponds
to conventional dissolution or melting. For the other situation of interest, where
(Vu/V1)ψ1θ + b is negative, two possibilities exist. For this condition a single
solution is obtained if [(Vu/V1)(1/2 − ψ1) − a] > β ln zmax, which again corre-
sponds to conventional solubility. However, if (Vu/V1)ψ1θ + b is still negative but
if [(Vu/V1)(1/2 − ψ1) − a] ≤ β ln zmax there is the possibility for two real solu-
tions of T. If these two solutions exist, the lowest temperature will represent one of
inverted solubility. Although not common, cases of inverted solubility, or melting,
have been reported. The first condition for inverted solubility

(Vu/V1)ψ1θ + b < 0 (3.32)

will invariably involve a negative value for ψ1. Although the value of the parameter
b is not generally known, it would be expected to be positive and small since
it represents the intermolecular contribution to the enthalpy of fusion. The other
requirement that needs to be satisfied for inverted solubility is(

Vu

V1

)(
1

2
− ψl

)
≤ β ln zmax + a (3.33)

and focuses attention on the role of the chain conformation. To quantitatively an-
alyze inverted solubility a large set of parameters, ψ1, θ , a, b and zmax need to
be independently determined. Despite these formidable obstacles many of the ob-
served cases of inverted solubility involving crystalline polymers, such as cellulose
nitrate in ethanol(48), poly(L-proline) in water(49–51), and poly(ethylene oxide)
in water(52,52a), to cite but a few examples, follow the principles outlined.

3.4 Helix–coil transition

Although dispersed polymer chains usually adopt the random coil configuration
in dilute solution, there are some important exceptions. These exceptions occur
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primarily, but not solely, among macromolecules of biological interest. Under cer-
tain circumstances an ordered structure is maintained by the isolated molecule
so that a highly asymmetrical geometric shape is found in solution. The length
of the molecule can be several orders of magnitude greater than its breadth. The
structure is, therefore, quite different from that of the random chain. Physical-
chemical measurements have established that many synthetic polypeptides are ca-
pable of existing as independent alpha-helices at high dilution in appropriate solvent
media.(53,54,55) Similarly, the ordered structures of the polynucleotides, among
which are compound helices comprised of two or three interwoven polymer chains,
can also be maintained in dilute solution.(56–59) The solubilization of the naturally
occurring nucleic acids, as well as many fibrous proteins, with the preservation of
the molecular organization has been demonstrated. For example, the dissolution of
the fibrous protein collagen can be accomplished, with the characteristic ordered
structure of the collagen protofibril being preserved.(60,61) In these examples, the
preservation and stability of the ordered structure can be attributed to the action of
specific secondary bonding. For the alpha-helical structures intramolecular hydro-
gen bonds between peptide groups along the main chain are also involved. Inter-
chain hydrogen bonding is also involved in the compound helical structures. The
ordered helical structure of the two-stranded polynucleotides derives its stability
from interchain base pairing and from the base stacking along the chain.

Specific inter- and intramolecular bonding are not necessary for ordered struc-
tures to persist in dilute solution. Ordered structures, that lead to highly asym-
metric molecules, can be perpetuated by severe steric repulsions of substituents or
an inherent restraint to rotations about single bonds. Such structures are known,
even among synthetic macromolecules, and they form liquid-crystal systems. Some
examples are polymeric aramides, poly(N-alkyl isocyanates) and some cellulose
derivatives.

When individual, isolated molecules exist in helical, or other ordered forms, en-
vironmental changes, either in the temperature or solvent composition, can disrupt
the ordered structure and transform the chain to a statistical coil. This conforma-
tional change takes place within a small range of an intensive thermodynamic
variable and is indicative of a highly cooperative process. This reversible in-
tramolecular order–disorder transformation is popularly called the helix–coil tran-
sition. It is an elementary, one-dimensional, manifestation of polymer melting and
crystallization.

Many examples of this type of transformation are available in the literature,
particularly among polymers of biological interest. One example is the polypeptide
poly-L-glutamic acid that exists as a coiled molecule in dilute neutral or alkaline
solutions. However, when the pH is lowered below about 5.0 the ordered alpha-
helical form is generated. This molecular transformation results in large changes in
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Fig. 3.16 The helix–coil transition in poly-L-glutamic acid as it is affected by the variation
in pH. (From Doty (55))

Fig. 3.17 Experimental transition curves for T2 DNA after varying amounts of shear degra-
dation, showing the fraction of bases unbonded as a function of temperature. The molecular
weight M is indicated for each curve. (From Crothers, Kallenbach and Zimm (62))

many physical-chemical properties as is illustrated in Fig. 3.16.(55) As the charge
on the molecule is decreased a large increase in the magnitude of the optical rotation
and in the intrinsic viscosity takes place. These changes occur within a very small
pH range and are indicative of the cooperative nature of the transformation.

An example of a similar type of cooperative transformation is shown in Fig. 3.17
for different molecular weight nucleic acids (obtained by shear degradation) from
T2 bacteriophage.(62) This temperature induced transformation is quite clear in
the figure. At low temperature all the appropriate bases are bonded, one to another;
at high temperature, in the disordered state, the bases are no longer bonded. The
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transition is, however, relatively broad. The termination is not sharp, or as well-
defined, as in the melting of pure polymer systems where the transition is three-
dimensional. The collapse of the ordered structure of multi-chain molecules in dilute
solution results concomitantly in the separation of the individual chains, each in
coiled form. Under careful experimental conditions regeneration of the native or-
dered structure can be accomplished even for such complex systems as collagen(63)
and deoxyribonucleic acid.(64)

This one-dimensional intramolecular structural transition, the helix–coil transi-
tion, has received extensive theoretical treatment by many investigators.(65–75)
Although a variety of models and mathematical techniques have been brought to
bear on this problem the basic conclusions have been essentially the same. The
methods involved, and the results, have been eloquently summarized in the treatise
by Poland and Scheraga.(76) As an example, we will outline the theoretical basis
for the transformation in dilute solution of an isolated polypeptide chain from the
alpha-helical to the coil form.

The existence of the ordered alpha-helical structure can be attributed to the
stability given to the molecule by the intramolecular hydrogen bonds between
neighboring units. Specifically, according to Pauling and Corey,(77) the hydrogen
atom of each main chain amide group forms a hydrogen bond with the oxygen
atom of the third preceding group. Hence the bond orientation of successive units
is dependent upon one another and there is a tendency for this conformation to be
sustained along the chain. Schellman (65) has pointed out that the stereochemistry
of an alpha-helix requires that three successive hydrogen bonds, involving three
peptide units, be severed in order that one repeating unit of the ordered structure
be disrupted. The necessary fulfillment of this condition, in order for a repeating
unit to gain the conformational freedom of the random coil state, is the basis for the
cooperative nature of the transformation. Once the enthalpy has been expended for
the realization of the greater entropy of the random coil state, the latter conformation
is favored. The transformation from the helix to the coil should thus be relatively
abrupt, with changes in such intensive variables as either temperature, pressure, or
composition.

The simplest, but very illuminating quantitative formulation of this problem is
due to Schellman.(65) It is assumed that the individual molecules exist completely in
either the helical (H) or the coil (C) form. The juxtaposition of both conformations in
the same chain is not allowed in this model. For the equilibrium process

H � C (3.34)

(C)

(H)
= K = exp

−�G t

RT
(3.35)
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Here �G t is the difference in free energy per molecule between the ordered and
random structures. For a sufficiently high molecular weight, so that the influence
of the terminal residues can be neglected, �G t = x�Gu, where �Gu is the change
in free energy per repeating unit, there being x repeating units per molecule. When
�Gu is zero, the concentration of molecules in each of the forms is identical.
Since the number of units per molecule x is assumed to be large, a small change
in �Gu, in the vicinity of �Gu = 0, can cause the ratio of (C)/(H) to change
dramatically. The development of one structure at the expense of the other, with
the alteration of an independent variable, could be sufficiently sharp as to resemble
a phase transition. Since x is large, the enthalpy change for the molecule as a
whole will be large. Consequently the equilibrium constant K must change very
rapidly with temperature. A measure of the breadth of the transition is the rate of
change with temperature of the fraction of the molecules in randomly coiled form.
At the transition temperature, T = Tt, �G t = 0, and this rate of change can be
expressed as(65) (

d{(C)/[(C) + (H)]}
dT

)
T =Tt

= x�Hu

4RT 2
t

(3.36)

Since �Hu is estimated to be of the order of several kilocalories per mole, the
transition is relatively sharp and appears to possess the characteristics of a first-
order phase transition. However, only in the limit of pure polypeptide chains of
infinite molecular weight is the transition infinitely sharp. If the molecular weight
is not large, the range of the transition will be considerably broadened.

The formulation of the problem, as presented above, gives a good insight into
the problem, and is based on the assumption that the individual molecules exist in
either one or the other of the two possible conformations. For molecules of high
molecular weight this is not a satisfactory hypothesis. Although the helical form
clearly represents the state of lowest enthalpy, whereas the random coil represents
the one with the greatest conformational entropy, intermediate chain structures
comprised of alternating random coil and helical regions could represent the ther-
modynamically most stable configurational state, the one of minimum free energy.3

Although the disruption of one conformational sequence and the initiation of the
other is not strongly favored, neither is it completely suppressed. Therefore, the
more general situation, where sequences of helical and coil structures are allowed
to co-exist within the same chain needs to be analyzed. In doing so, we follow the
method proposed by Flory.(75)

3 The problem posed here differs fundamentally from that discussed in the previous chapter. In the present case a
one-dimensional system is being treated. Previously, the problem involved a three-dimensional crystallite which
required all crystalline sequences to terminate in the same place.
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If within a very long chain there are ν helical sequences, the molecular partition
function is given by

ZxC, xH,ν = zxC
C zxH

H αν (3.37)

Here z represents the partition function of the residue in each form and xC and xH

are the number of residues in each form respectively. The quantity α is the factor,
much less than unity, by which the partition function is diminished for each helical
sequence. This term must be included because it is more difficult (in terms of free
energy) to initiate an alpha-helix than it is to perpetuate it. The term −RT ln α is
analogous to an interfacial free energy, so α is often referred to as the nucleation
parameter. If the coil state is taken as the reference then

ZxH,ν = SxHαν (3.38)

where S = exp(�G0
H→C/RT ) with �G0

H→C being standard state free energy
change per residue for the conversion of helix to coil. The complete partition func-
tion for the system is the sum of Eq. (3.38) over all possible combinations of xH

and ν. It can be evaluated by standard methods.(75) From the partition function the
fraction of units helical, pH, can be obtained as a function of S. The results, in the
limit of an infinite chain, are shown graphically in Fig. 3.18 for different values of
the parameter α.(75)

Fig. 3.18 Fraction pH of helical units in the limit x → ∞ calculated according to theory
for two different values of the parameter α. (From Flory (75))
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The point S = 1 denotes the mid-point of the transition, there being an equal num-
ber of repeating units in each of the two conformations. The transition is relatively
broad for the larger value of α. However, it becomes sharper as α decreases. Only
in the limit of α = 0 does the transition actually become discontinuous. However,
since α must exceed zero for any real chain the helix–coil transition is a continuous
process. In this respect it differs from a true first-order phase transition. This con-
clusion is in accord with the general axiom enunciated by Landau and Lifshitz (78)
that a one-dimensional transition must be continuous. The two phases must mix
with one another to some extent. This characteristic of a one-dimensional system
causes the transition to be diffuse and permits the co-existence of the two phases
over a finite temperature range. Strictly interpreted, therefore, helix–coil transitions
do not qualify as true phase transitions.

These theoretical expectations have been satisfied by experimental observations
when proper theoretical account is taken of finite chain length. Another example
of the coil→helix transition is given in Fig. 3.19 for poly-γ-benzyl glutamate in
dichloroacetic acid–ethylene dichloride mixtures.(79) The transition in this case is
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Fig. 3.19 Theoretical and experimental comparison of the helix–coil transition of poly-γ-
benzyl-L-glutamate in dilute solution of an ethylene dichloride–dichloroacetic acid mixture.
The experimental points are the optical rotation [αD] plotted as a function of the temperature
T minus the transition temperature Tm. The solid curves represent the best fit of theory for
samples of various degrees of polymerization n. (From Zimm, Doty and Iso (79))
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induced by varying the temperature. In the vicinity of the transition temperature,
Tm, the quantity S can be approximated by

�T = T − Tm = −(
RT 2/�H 0

u

)
(S − 1) (3.39)

The solid curves in the figure represent the best fit between experiment and theory for
the three different molecular weight samples. Good agreement is obtained and the
increased sharpness of the transition with increasing molecular weight is apparent.
The best fit is obtained with α = 2 × 10−4 and �H 0

u = 900 cal mol−1.
The theoretical treatment of this transition for compound helices made up of

more than one chain, such as are found in polynucleic acids, follows the principles
that were outlined above. The details of the problem are more complicated since
the helices derive their stability from interchain hydrogen bonding (base pairing)
as well as the other interactions along the same chain. In addition, partial melting
representing states of intermediate order produces loops of randomly coiled units
which introduces mathematical complexities. The problem can, however, be treated
adequately within the framework of the methods outlined above.

The helix–coil transition is unique in that the coordinated action of many
molecules is not required. It is by necessity restricted to the very dilute portion
of the phase diagram. As the concentration of polymer molecules in the helical
conformation increases, intermolecular interactions begin to manifest themselves.
The cooperative character of the transition will be further enhanced. The dimen-
sional interdependence will increase from one in the case of a dilute solution to three
in the more concentrated system. The transition will then become formally identical
to the melting of the dense crystalline phase that has been discussed previously.

3.5 Transformations without change in molecular conformation

When a polymer molecule possesses an ordered structure, it is by necessity re-
stricted to a unique conformation. A highly asymmetric, rodlike molecule results,
characterized by a length many times greater than its breadth. Such a collection of
molecules, wherein the individual species are uncorrelated and randomly arranged
relative to one another, can exist as independent entities in a sufficiently dilute so-
lution. However, such rodlike molecules of high axial ratio cannot be randomly ar-
ranged at high density because of space requirements; i.e. as the density of polymer
is increased, sufficient volume is no longer available to allow for the maintenance of
a disordered array. This qualitative concept leads to the conclusion that at high con-
centration a completely disordered or isotropic solution of asymmetrically shaped
macromolecules is not possible. Hence either a change in molecular conformation
must occur or the arrangement becomes more ordered as the polymer concentration
is increased.
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Asymmetry of molecular shape is a feature that is common to all substances that
exhibit liquid crystallinity. The study of liquid crystals involving macromolecules
is a major subject in itself. It has been discussed in several reviews (80–83) and
books.(84–88) It is not the purpose here to discuss liquid crystals involving poly-
mers in any detail. Rather, efforts will be directed to place the behavior of such
highly asymmetric molecules, and the transitions that they undergo without any
conformational change, in perspective in terms of polymer crystallization. Thus,
the effort will be in outlining the theoretical basis for the behavior and highlighting
the unique features that result.

There are several different theoretical approaches to the problem. The Landau
molecular field theory was applied by de Gennes to liquid-crystal phase transi-
tions.(89) The Maier–Saupe theory focuses attention on the role of intermolecular
attractive forces.(90) Onsager’s classical theory is based on the analysis of the sec-
ond virial coefficient of very long rodlike particles.(91) This theory was the first
to show that a solution of rigid, asymmetric molecules should separate into two
phases above a critical concentration that depends on the axial ratio of the solute.
One of these phases is isotropic, the other anisotropic. The phase separation is, ac-
cording to this theory, solely a consequence of shape asymmetry. There is no need
to involve the intervention of intermolecular attractive forces. Lattice methods are
also well suited for treating solutions, and phase behavior, of asymmetric shaped
molecules.(80,92,93)

The lattice method is used to enumerate the number of configurations available to
n2 rigid, rodlike polymer molecules, with an asymmetry x (the ratio of molecular
length to its breadth) and partial orientation about an axis, and n1 monomeric
solvent molecules. When the usual Van Laar heat of mixing term is employed, the
free energy of mixing can be expressed as (80,92)

�Gm

kT
= n1 ln v1 + n2 ln v2 − (n1 + yn2) ln

[
1 − v2

(
1 − y

x

)]
− n2[ln(xy2) − y + 1] + χ

xn2v1
1 (3.40)

where y is a parameter that is a measure, or index, of the disorientation of the
molecules. This parameter can vary from unity, characteristic of a perfectly ordered
array, to x typifying a state of complete disorder. When y = 1, Eq. (3.40) reduces
to the free energy of mixing for a regular solution. When y = x the result is essen-
tially identical to that for the mixing of rigid polymer chains.(92) Thus for a fixed
molecular asymmetry x , Eq. (3.40) is an expression for the free energy of mixing
as a function of the composition and the disorientation index y.

When the composition and molecular asymmetry are kept constant, Eq. (3.40)
goes through a minimum, and then a maximum, as the disorientation parameter
y increases. Since there are no external restraints on the disorientation index, y
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assumes the value that minimizes �Gm. By appropriate differentiation, it is found
that for a given v2 and x the value of y which fulfills this condition is the lesser of
the two solutions to the equation

v2 = x

x − y

[
1 − exp

(
− 2

y

)]
(3.41)

If v∗
2 is defined as the minimum concentration that allows for a solution of this

equation, a necessary condition for the existence of an isotropic phase (a state of
complete molecular disorder) is v2 < v∗

2 . It can be shown that(92)

v∗
2 � 8

x

(
1 − 2

x

)
(3.42)

represents the maximum concentration allowable for the stable existence of an
isotropic phase or the minimum concentration required for stable anisotropy (a state
of partial equilibrium order of the molecules). Thus, for large x the maximum
concentration at which the molecules can exist in random arrangement relative to
one another is inversely related to the axial ratio. This conclusion depends only
on the asymmetry of the molecules. It is reached without invoking the action of
any intermolecular forces. In the absence of diluent (v2 = 1), it is calculated that a
length–diameter ratio of about 2e would be sufficient to cause spontaneous ordering
of the phase.

From the free energy function given by Eq. (3.40), together with the equilibrium
stipulation of Eq. (3.41), the chemical potentials of each of the components in the
two phases can be calculated. The two phases are the isotropic one with y = x
and the phase where the molecules are in a state of equilibrium disorder (not
completely disordered). The conditions for equilibrium between the two phases at
constant temperature and pressure can then be established by equating the chemical
potentials of each of the components in each phase. The expected phase diagram,
calculated on the basis of the lattice theory, is shown in Fig. 3.20, for rodlike
molecules that have axial ratio x = 100.(80,92) Here χ1 is plotted as ordinate
against the volume fractions of the co-existing phases. The ordinate can also be
regarded as an inverse measure of the temperature. Some general features of this
unusual phase diagram should be noted. At the low vp values, all the mixtures are
isotropic. For relatively small positive values, and all negative ones for χ1 there is a
narrow biphasic region that is often referred to as a biphasic chimney. This biphasic
region encompasses only a relatively narrow composition range. There is only a
small difference in composition between the two phases that are in equilibrium.
Depending on the value of χ1, as the polymer concentration increases, either a
single anisotropic phase or a broad two-phase anisotropic region develops.

Examining this phase diagram in more detail we consider athermal mixing, i.e.
where χ1 is equal to zero. In this case there is no net interaction between the
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Fig. 3.20 Volume fraction of co-existing phases, for rodlike molecules of axial ratio x =
100 subject to interactions denoted by the parameter χ1. The binodial for isotropic phases is
on the left; that for anisotropic phases is on the right. The minimum of the shallow concave
branch of the latter binodial is a critical point marking the emergence of two additional
anisotropic phases. The cusp marks a triple point where three phases co-exist. Calculations
carried out according to Ref. (92). (From Flory (80))

polymer and solvent. Under these circumstances, the separation into two phases,
one isotropic and one ordered, must occur at relatively high dilution. For x = 100 the
compositions of the two phases in equilibrium are v2 = 0.0806 for the dilute phase
and v′

2 = 0.1248 for the slightly more concentrated one. The more dilute phase
is isotropic, the orientation of the particles being uncorrelated with those of their
neighbors. The more concentrated phase is highly anisotropic. Particles in a given
region are fairly well aligned relative to a common axis. This anisotropic phase is
commonly termed a nematic one. Phase separation in this instance occurs solely as
a consequence of particle asymmetry, unassisted and unabetted by any favorable
intermolecular interactions. As the molecular asymmetry is increased, the polymer
concentrations in both phases diminish; however, the concentration of the ordered
phase is never much greater than that of its isotropic conjugate. The polymer con-
centration ratio of the two phases appears to approach a limit of 1.56 as x increases.

The narrow biphasic gap in the diagram is essentially unaffected by interac-
tions for negative values of χ . On the other hand, if the interaction between solute
segments is attractive then the biphasic region is abruptly broadened when χ ex-
ceeds a small positive value. A critical point emerges at χ1 = 0.055. For χ1 values
immediately above this critical value, the shallow concave curve delineates the loci
of co-existing anisotropic phases, in addition to the isotropic and nematic phases
at lower concentration within the narrow biphasic gap. At χ1 = 0.070 these phases
co-exist at this triple point.

The general features of this unusual phase diagram have been confirmed by
experiment. Figure 3.21 is the experimentally determined phase diagram for the
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Fig. 3.21 Temperature–composition phase diagram for poly(benzyl-L-glutamate) in di-
methyl formamide. Dashed line indicates areas of insufficient data. (From Miller et al.
(94))

binary system poly(benzyl-L-glutamate), in alpha-helical form, and dimethyl for-
mamide.(94) The weight average molecular weight of the polymer is 310 000 with
rigid rod ratio of about 135. The partial phase diagram of the alpha-helical polypep-
tide poly(carbobenzoxy lysine), axial ratio of about 190, in dimethyl formamide
shows similar features.(94) The general features of the lattice theory, the narrow
biphasic region and the broad anisotropic region have also been confirmed by other
studies with polypeptides.(95,96)

Another example of the phase behavior of asymmetric molecules is given in
Fig. 3.22 for aqueous solutions of hydroxypropyl cellulose.(97) The phase diagram
for this system shows all of the major features expected from the Flory theory for an
asymmetric polymer solute. The slight tilting of the narrow biphasic region could
possibly be attributed to some molecular flexibility as well as anisotropic interac-
tion.(98) The phase diagram for the ternary system, polymer and two solvents, for
poly(p-phenylene terephthalamide) also shows the major features expected from
theory.(99)

Another test of the theory is to compare the experimentally determined depen-
dence of vp, the volume fraction at which the nematic phase separates, on the axial
ratio.4 The agreement between theory and experiment is particularly good with the
alpha-helical polypeptide poly(γ-benzyl-L-glutamate).(94–96) Studies of solutions
of the polymeric aramides, such as poly(p-benzamide) and poly(p-phenylene tereph-
thalamide) indicate a qualitative accord between theory and experiment. Studies

4 The quantity of interest, vp, can be identified with v∗
2 of Eq. (3.42) with only minor error.(80)
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Fig. 3.22 Phase diagram of hydroxypropyl cellulose in water. (From Gido (95))

with poly(N-alkyl isocyanates) in toluene show that when the alkyl group is
n-hexyl or n-octyl the threshold volume vp is about twice those calculated from
the respective axial ratios.(100,101) The discrepancy can be attributed to the fact
that there is sufficient flexibility in these chains so that the effective axial ratio is
lowered relative to the calculated value. Shear degraded DNA gives rodlike parti-
cles whose lengths are such that liquid crystallinity can be observed. The observed
and calculated values of vp for this system are also in good agreement.(100) Two of
the basic expectations from the lattice theory, the character of the unique phase dia-
gram and the volume fraction at which the nematic phase separates are fulfilled by
experiment. This agreement, and the demonstration of the unusually shaped phase
diagram is quite remarkable when it is recognized that the only information required
is the axial ratio of the polymer and a reasonable value of the interaction parameter,
χ1. The development of a well-ordered anisotropic phase can now be understood in
the dilute region, with χ1 = 0, based solely on the molecular asymmetry, and in the
more concentrated region when χ exceeds a small positive value. The concentrated
anisotropic phase can be regarded as the prototype of the crystalline state with only
uniaxial order. The development of three-dimensional orders characteristic of the
true crystalline state involves the introduction of specific interactions.

In analogy to the melting temperature–composition relation for an isotropic melt
a similar relation for melting into an anisotropic or nematic melt can be calculated.
Based on the Flory (92) and Flory and Ronca (93) theories, Krigbaum and Ciferri
showed that (103)

1

Tm
− 1

T 0′
m

= Rx

�H ′
f

[
− 1

x

(
ln

v2

x
+ (y − 1)v2 − ln y2

)
− χ1v

2
1

]
(3.43)
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Here T 0′
m and �H ′

f are the equilibrium melting temperature, and enthalpy of fu-
sion between the crystalline polymer and its anisotropic melt. Equation (3.43) is
analogous to Eq. (3.44) for an isotropic melt.

1

Tm
− 1

T 0
m

= Rx

�Hf

[(
1 − 1

x

)
v1 − 1

x
ln v2 − χ1v

2
1

]
(3.44)

Although experimental data to directly test Eq. (3.43) is not available it is still of
interest to compare the two melting temperature–composition relations.(104) The
two expressions have the term −χ1v

2
1 in common. However, all the remaining terms

within the square brackets of Eq. (3.43) for the anisotropic melt will be small, due
to the common factor 1/x . However, for the isotropic case, the term v2 survives
even at large x , and makes a significant contribution to the melting point depression.
This difference arises from the smaller disorientation entropy for the transition to
the isotropic melt. As a result of this difference the melting temperature depression
expected from an anisotropic melt will be minimal, unless there is a very strong
interaction with solvent (χ1 < 0).

The different phase equilibria and transformations in polymer–diluent mixtures
that have been discussed can be illustrated by the schematic diagram given in
Fig. 3.23.(105) Process [1] represents the usual melting or crystallization of poly-
mers with a conformational change occurring during the transformation. A diluent
may or may not be present in the amorphous, or liquid, state, III, while state I rep-
resents the pure crystalline phase. Transformations in this category were discussed

Fig. 3.23 Schematic representation of transitions and phase equilibria involving polymer
chains in ordered configurations. (From Flory (105))
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in Sects. 3.2 and 3.3. The formation of an isotropic dilute solution, II, wherein
the molecules maintain the conformation characteristic of state I, is designated by
process [2]. This process can be thought of as dissolution. However, in distinction
to process [1], the molecular conformation is maintained. The inverse process rep-
resents the formation of a pure ordered phase from a dilute solution of anisotropic
molecules. The helix–coil transition is then represented by process [3]. The dilute
tactoidal anisotropic, nematic phase I’ is formed from the dilute isotropic phase by
[2’] with a slight increase in the polymer concentration. This schematic diagram
points out certain similarities between the various processes and the importance of
considering the complete composition range to describe the behavior adequately.
For example, the helix–coil transition is seen as a manifestation of process [1]
in dilute solution. The continuity between the helix–coil transition and the usual
melting has been established for collagen. For certain polymer systems a point in
the phase diagram may exist at low polymer concentrations where the three phases
representing the pure ordered phase, the randomly coiled state, and the state of the
individual asymmetric molecules co-exist. This bears an analogy to the triple point
for the co-existence of solid, liquid, and vapor of monomeric substances.

3.6 Chemical reactions: melting and compound formation

Melting and crystallization can also be governed by appropriate chemical reactions
and interactions between the polymer and low molecular weight species. All that
is required to shift the equilibrium from one state to the other is a change in the
chemical potential of the polymer unit in either or both of the phases. This change
can be accomplished in several different ways. For example, as a result of reaction
between reagents in the surrounding medium and functional groups along the chain,
one of the phases will develop at the expense of the other. Chemical reactions are
not limited to dilute solutions of isolated macromolecules but can take place over
the complete composition range.

A diversity of reactions can be considered in this general classification. For
example, one type involves complexing between a reactant in the surrounding
medium and a specific substituent group along the chain. It is possible that the
steric requirements of the complex formed would be such that it could exist only
in the liquid state. Therefore, an increase in the extent of complexing would shift
the crystal–liquid equilibrium to favor melting. Alternatively, if the reactant en-
tered the crystalline phase, a new compound could be formed that would possess
its own characteristic melting temperature. Complexing with a specific solvent
could cause a change in the ordered chain conformation and thus in the crystal
structure. Another possibility is that only some of the chain units are structurally
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altered. From a crystallization point of view a homopolymer would be converted to a
copolymer.

For crystallizable polyelectrolytes, electrostatic effects will affect the crystal–
liquid equilibrium. It is unlikely that a charged substituent and its associated coun-
terion could be accommodated in the usual crystal lattice. Experiment indicates that
melting can indeed be induced in such polymers by changes in the ionic nature of the
surrounding medium. The dilute solution helix–coil transition of poly(L-glutamic
acid) and poly(L-lysine) is influenced by alterations in the pH of the medium.
Poly(L-lysine) has an amino group in the side chain that is positively charged at
pH values below about 9.5 and is neutral above about pH 10.5. It is observed that
the helical form is stable only in the uncharged state. Thus, as the pH is lowered
isothermal transformation to the random coil state occurs. It has already been noted
that the alpha-helical form of poly(L-glutamic acid) is stable below pH 5, where
the carboxyl side groups are largely unionized. Transformation of the random coil
form occurs as the pH is raised. The stability of the ordered structure of other poly-
electrolytes is affected in a similar manner. The melting temperature of DNA from
calf thymus is lowered from 86 ◦C to about 25 ◦C by a reduction in the ionic strength
or pH. In the absence of an added electrolyte, Tm falls below room temperature.
Similar behavior has also been noted in the synthetic poly(ribonucleotides). We can
conclude, therefore, that the accommodation of a charged substituent in the ordered
state is thermodynamically less favored than in the amorphous state. A shift in the
equilibrium between the two states can thus be accomplished by control of the pH
of the medium.

Chemical reactions that cause either the formation or severance of intermolecular
crosslinks will also affect the stability of ordered chain structures. The role of cross-
links will be discussed in detail in Chapter 7. For polypeptides and proteins this
is of importance in view of the relative chemical ease with which intermolecular
disulfide bonds can be controlled.

The quantitative formulation of the coupling of the crystal–liquid transformation
with a chemical reaction involves specifying the phases in which the reaction occurs
and the modifications induced in the chemical potential of the repeating unit. The
reaction can be treated by the usual methods of chemical equilibrium, the results
of which are then imposed on the conditions for phase equilibrium. The different
possibilities must be individually treated following this procedure.

As an example we consider a simple type of complexing reaction that is restricted
to the liquid phase. Consider a polymer molecule P containing n substituents each
capable of complexing in the amorphous phase with reactant C according to the
scheme

P + rC � P·Cr (3.45)
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where the total concentration of polymer species, P, and P·Cr remain unchanged.
The equilibrium constant for the reaction, Kr can be written as

Kr = n!

(n − r )!r !
K r (3.46)

where K is the equilibrium constant for each of the individual complexing reac-
tions. All of the reaction sites are assumed to be independent of one another. The
combinatorial factor represents the number of ways in which the reactant can be
distributed among the n possible substituents. The extent of the reaction r can be
expressed as

r = nac K

1 + ac K
(3.47)

where ac is the activity of species C. The free energy change due to the reaction is

�G react = −n RT ln(1 + K ac) (3.48)

The change in chemical potential per repeating unit is

µ∗
µ − µµ = −NA RT ln(1 + K ac) (3.49)

where µ∗
µ represents the chemical potential of the complexed unit and NA is the mole

fraction of chain units bearing the reactive substituent. If more than one reactive
site per chain unit exists, the appropriate numerical factor must be appended to
Eq. (3.49). By applying the usual conditions for phase equilibria, the melting point
equation becomes
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ln (1 + K ac) (3.50)

For experiments carried out at fixed polymer concentration the last term on the
right in Eq. (3.50) represents the depression of the melting temperature, at the
given composition, due to the chemical reaction. If the factor K ac is small, then

Tm(v2) − Tm,r(v2) ∼= RT 2
m(v2)NA K ac

�Hu
(3.51)

Tm(v2) represents the melting temperature of the mixture, which is devoid of the
reactant, at the composition v2 and Tm,r(v2) is that after complexing.

The melting of collagen and other fibrous proteins follows the form given by
Eq. (3.51). It is found that the melting temperature is a linear function of the con-
centration of the binding species.(106) By assuming that binding to each repeating
unit is equally probable, i.e. NA = 1, and knowing the value of �Hu, the intrinsic
binding constant K can be calculated from the experimental data by identifying
the activity of the salt with its concentration. The values of the intrinsic binding
constants calculated from the melting point depression are comparable to those
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obtained by other methods.(107) The binding constants for salts such as KCl and
NaCl are relatively low. Salts that cause a significant depression of the melting
temperature, such as LiCl, LiBr, KCNS, KBr, have high binding constants.(107)
This latter class of salts is thought to have strong preferential interaction with the
peptide or amide band. The similar actions of the salts on a variety of fibrous and
globular proteins suggest a melting mechanism caused by preferential binding to
the peptide, or amide, bond.

Structural transformations of globular proteins in dilute solution are well known
to be induced by the action of urea. Such reactions are also found to obey Eq. (3.51).
For this reactant both the carbonyl oxygen and the amino hydrogen of the peptide
group are assumed to be involved. Therefore, in this case the right-hand side of
Eq. (3.51) must be increased by a factor of 2.

The melting temperatures of the polyamides are also depressed in a systematic
manner by the interaction of inorganic salts.(108–110) Studies with the synthetic
polymers can be carried out with the polymer in the pure state. Equation (3.51)
should still be applicable, with Tm(v2) being replaced by T 0

m. Figure 3.24 is a plot
of the extrapolated equilibrium melting temperatures of poly(caproamide) as a
function of salt concentration for three different salts.(110) A linear relation re-
sults, as would be expected from Eq. (3.51). Moreover, we note that KCl has a
trivially small effect on depressing the melting temperature consistent with ex-
pected low binding constant. On the other hand the lithium salts give a relatively
large melting point depression consistent with a much larger binding constant.
The similarity in results between this synthetic polyamide and the fibrous and

Fig. 3.24 Plot of equilibrium melting temperature against mole fraction of salt concentra-
tion. KCl �; LiCl �; LiBr �. (From Valenti et al. (110))
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globular proteins is not surprising since preferential binding to the same type group
is involved.

In general, and in particular for open systems, the more complete Eq. (3.50) must
be used to allow for changes in both the polymer and reactant concentrations. The
sensitivity of the melting temperature to the specific chemical reaction is embodied
in the last term of this equation. For example, if there is a very strong affinity for
complexing, i.e. if K is large, only a small change in the activity (or concentration)
of the reactant will suffice to cause a marked shift in the equilibrium. Conversely,
if K is small, a large value of the activity may be required to lower the melting
temperature. However, in the vicinity of the melting point small changes in ac will
still drastically alter the concentration of the various species. Therefore, melting on
crystallization can be carried out isothermally by this type of chemical interaction.

The detailed discussion up to now has been focused on a specific type chemical
process, i.e. binding restricted to the liquid state. The consequence of this process
is a reduction of the melting temperature. Other processes that affect the chemical
potential of the polymer unit in either state will also influence the equilibrium. For
example, binding could be restricted to the crystalline state and a similar type of
analysis results.

In addition to simple binding there are many examples where a low molecular
weight species enters either the crystal interior or the interlamellar space with com-
pound formation. These situations, although not uncommon, must obviously be very
specific in nature and are termed inclusion compounds or clathrates. An example
is given by the phase diagram of Fig. 3.25 for polyethylene–perhydrotriphenylene
mixtures.(112) A compound is formed that melts congruently at 178.2 ◦C. This
inclusion compound does not exist in the liquid phase and does not form mixed
crystals with the pure species.

Compound formation between poly(ethylene oxide) and a variety of low molec-
ular weight species has been extensively studied.(113–121) Two typical phase
diagrams that involve poly(ethylene oxide) are shown in Figs. 3.26 (113) and
3.27.(116) The diagram in Fig. 3.26 is for the mixture of poly(ethylene oxide)
with p-dibromobenzene. In this diagram the bell-shaped region indicates com-
pound formation. It is separated from the melting temperature of the pure compo-
nents by two eutectics. The composition of this crystalline intercalate compound is
[—(CH2—CH2—O)10(p-C6H4Br3)3]n . The x-ray pattern gives evidence for the
formation of a new compound with the complete disappearance of the reflections
characteristic of pure poly(ethylene oxide). In this compound the polymer adopts
a 10/3 helix. Although not exactly the same, it is similar to the 7/2 helix typical
of poly(ethylene oxide). Although slightly more complex, the phase diagram with
p-nitrophenol again reflects compound formation. The compound has the same
composition and melting temperature as the second eutectic. Analysis of the x-ray
pattern and infra-red spectra indicate that the chain conformation in the compound
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Fig. 3.25 Phase diagram of binary mixtures of polyethylene and perhydrotriphenylene.
(From Farina, DiSilvestre and Grasse (112))

Fig. 3.26 Phase diagram of the poly(ethylene oxide)–p-dibromobenzene system. (From
Point and Coutelier (113))

again departs significantly from the 7/2 helical form of the pure polymer. Interest-
ingly, the phase diagram with either ortho or meta nitrophenol does not give any
indication of compound formation.(116) Thus, we have an example that very
specific structural interactions are required for compound formation. This more
complex type phase diagram is found with other poly(ethylene oxide) mixtures.
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Fig. 3.27 Phase diagram for the poly(ethylene oxide)–p-nitrophenol system. (From Tsutsui
et al. (116))

(119–121) Other species that form compounds with poly(ethylene oxide) include
lithium salts, urea, mercury halides, and resorcinol among others.(117,118,122–
124) Urea has been found to form inclusion compounds with many polymers.(125)

The ordered structures of some polymers are governed by the influence of specific
diluents. This involves a specific type of polymorphism, the more general aspects
of which will be discussed in the chapter concerning thermodynamic quantities.
Syndiotactic poly(styrene) is a polymer that is rich in compound formation with
solvent mediated polymorphic behavior.(126–130) The polymer can crystallize in
four major crystalline modifications that involve two different chain conformations.
In the α and β modifications the chains adopt an all trans planar zigzag conforma-
tion. These two modifications are formed by crystallization from the melt and,
under special conditions, from solution. In contrast the γ and δ modifications are
characterized by a helical conformation. The δ polymorph can only be prepared
in the presence of solvent. Its exact crystal structure depends on the nature of the
solvent. Compound formation between the δ form of the polymer and the solvent
has been demonstrated. Complete elimination of the solvent results in the pure,
helical γ form.

An example of a phase diagram involving a good solvent for syndiotactic
poly(styrene) is given in Fig. 3.28.(130) The diagram illustrated for chloroben-
zene is similar to that found with o-xylene, another good solvent. In this solvent the
β form (planar zigzag conformation) gives a normal melting point depression at the
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Fig. 3.28 Phase diagram for syndiotactic poly(styrene)–chlorobenzene. Melting of β phase
�; melting of δ phase �. (From Roels, Deberdt and Berghmans (130))

high polymer concentrations. However, at a polymer concentration of about 40%
the δ polymorph is formed. Compound formation is indicated with incongruent
melting. Variations in the phase diagrams are obtained, depending on the thermo-
dynamic interaction between polymer and solvent. Compound formation has also
been demonstrated with syndiotactic poly(methyl methacrylate) in different organic
solvents.(131)

In this chapter we have found that for melting and phase equilibrium theory
the same basic principles that are applicable to low molecular weight species also
apply to polymers. In fact, a rather good measure of success is achieved. The
only special treatment afforded to polymers is the formulation of the free energy of
mixing of polymer and diluent. This also follows basic principles.(1) It is important
to recognize that no new basic laws have had to be developed to understand the
melting behavior of polymer–diluent mixtures.
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4

Polymer–polymer mixtures

4.1 Introduction

This chapter is concerned with the thermodynamic aspects of the fusion of binary
mixtures of two homopolymers. The structural and morphological features that re-
sult from the departure from equilibrium, and their influence on properties, will be
discussed in a subsequent chapter. Binary polymer blends present several different
situations. An important distinction has to be made as to whether the components
are miscible, immiscible or partially miscible with one another in the molten or liq-
uid state. Flory has pointed out (1) that the mixing of two polymeric components in
the liquid state follows normal thermodynamic principles. Since the entropy change
of mixing two long chain molecules is small, only a minute, positive enthalpic inter-
action will produce limited miscibility. It can then be expected that incompatibility
of chemically dissimilar polymers should be the general rule. Experiment supports
this conclusion. Compatibility, or miscibility, should be the exception. However,
many polymer pairs have been found that are miscible, or partially miscible, with
one another.(2) Miscibility involves very specific, favorable interactions between
the two components.(3,4,5) Among the types of interactions involved are hydrogen
bonding, charge transfer complexing and dipolar effects.

There are different situations within the miscible or partially miscible cate-
gories that need to be recognized and analyzed separately. The main groupings are:
mixtures of two chemically different species, only one of which crystallizes; two
chemically different species, each of which crystallizes independently; two chem-
ically different species that co-crystallize (6); and mixtures of chemically identical
polymer species that either do or do not co-crystallize. Each particular case must
be specified a priori before an analysis can be undertaken. The literature concerned
with the behavior of blends of crystallizable components is voluminous. Selec-
tion has, therefore, been limited to examples that illustrate the basic principles
involved.
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4.2 Homogeneous melt: background

The first class of blends to be analyzed is that of a homogeneous, disordered
liquid phase in equilibrium with a pure crystalline phase, or phases. If both species
crystallize they do so independently of one another, i.e. co-crystallization does
not occur. With these stipulations the analysis is relatively straightforward. The
chemical potentials of the components in the melt are obtained from one of the stan-
dard thermodynamic expressions for polymer mixtures. Either the Flory–Huggins
mixing expression (7) or one of the equation of state formulations that are available
can be used.(8–16) The melting temperature–composition relations are obtained
by invoking the equilibrium requirement between the melt and the pure crystalline
phases. When nonequilibrium systems are analyzed, additional corrections will
have to be made for the contributions of structural and morphological factors.

4.2.1 Homogeneous melt: only one component crystallizes

The melting temperature–composition relation for the common situation of two
dissimilar polymers, only one of which crystallizes, was formulated by Nishi and
Wang.(17) This relation is based on the free energy of mixing of two dissimilar
polymers in the disordered state, as given by Scott (18), within the framework of
the Flory–Huggins lattice treatment.(7) The chemical potentials of each species in
the binary mixture can be expressed as

µ1 − µ0
1 = RT

[
ln v1 +

(
1 − x1

x2

)
v2 + x1χ12v

2
2

]
(4.1)

and

µ2 − µ0
2 = RT

[
ln v2 +

(
1 − x2

x1

)
v1 + x2χ12v

2
1

]
(4.2)

where x1 and x2 are the numbers of segments per molecule for each of the chains and
χ12 is the polymer–polymer interaction parameter. The parameter χ12 represents
a free energy interaction. It is not limited to an enthalpic contribution, as is often
assumed. It can be introduced either in the free energy of mixing expression (1,19) or
directly into the respective chemical potentials.(20) The first two terms in Eqs. (4.1)
and (4.2) represent ideal mixing of segments. Any deviations from this ideal will
automatically be incorporated in the χ12 parameter. The numbers of segments are
defined by

x1 = V1/V0 x2 = V2/V0 (4.3)
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where V1 and V2 are the molar values of the polymer species and V0 is the volume
of a lattice cell, so chosen as to accommodate a segment from either chain.1

Let species 2 be designated as the crystallizing component. Dividing Eq. (4.2) by
the number of structural repeating units per molecule (V0/V2u)x2, where V2u is the
volume of the repeating unit, the chemical potential per repeating unit, µ2u, becomes

µ2u − µ0
2u = RT

(
V2u

V0

)[
ln v2

x2
+

(
1

x2
− 1

x1

)
(1 − v2) + χ12(1 − v2)2

]
(4.4)

Equation (4.4) can be compared with the analogous equation given by Nishi and
Wang(17)

µ2u − µ0
2u = RT V2u

V1u

[
ln v2

x2
+

(
1

x2
− 1

x1

)
(1 − v2) + χ12(1 − v2)2

]
(4.5)

where V1u is the molar volume of the repeating unit of the noncrystallizing com-
ponent, species 1. The volume of a lattice cell in Eq. (4.5) has been identified with
the volume of the noncrystallizing repeating unit. The volume of the segment of
the crystallizing component is then defined. This procedure carries with it the im-
plication that the repeating unit of species 1 and the segment (a defined number
of repeating units) of species 2, are interchangeable within a lattice cell. An im-
plied flexibility, or inflexibility, as the case may be is thus given to species 2, the
crystallizing species.

Using Eq. (3.7), the expression for the chemical potential of a unit in the crystal
relative to that in the melt, along with Eq. (4.5), the equilibrium condition yields

1

Tm
− 1

T 0
m

= − RV2u

�HuV1u

[
ln v2

x2
+

(
1

x2
− 1

x1

)
(1 − v2) + χ12(1 − v2)2

]
(4.6)

for the melting temperature–composition relation of the mixture. If we let x1 = 1
and x2 → ∞, the relation for a high molecular weight polymer–low molecular
weight diluent, Eq. (3.2) results. For the problem at hand x1 and x2 will usually be
very large. Therefore, Eq. (4.6) reduces to

1

Tm
− 1

T 0
m

= − RV2u

�HuV1u
χ12(1 − v2)2 (4.7)

The melting point–composition relation of binary mixtures can also be analyzed
by equation of state theories.(5,8–16) In this development, the first two terms of
Eq. (4.6) again appear as the lead terms. The main difference in the two approaches
is in the expression for the effective interaction parameter. The dependency of this
parameter on composition, temperature and pressure is explicitly accounted for by

1 This procedure is analogous to the treatment of polymer–solvent mixtures where the volume of the lattice cell
is equated with the volume of the solvent. The polymer segment is thus defined since it must be able to occupy
one lattice site.
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Fig. 4.1 Plot of melting temperature against percentage atactic poly(styrene) for isotactic–
atactic poly(styrene) blends. Molecular weights of atactic poly(styrene) are indicated in the
figure. (From Yeh and Lambert (21))

this method. The melting point depression of a mixture is then calculated in terms of
composition, and reduced temperature, pressure, and the core volume of a segment
characteristic of the pure polymer species.

The influence of a noncrystallizing polymeric component on the melting tem-
perature of the crystallizing species should be relatively small, since the melting
point depression is a colligative property and the added species is of high molecular
weight. This conclusion does not depend on the choice of any particular expression
for the free energy mixing. An example of the colligative effect can be found in
mixtures of isotactic poly(styrene) with the atactic polymers of different molecular
weights.(21,22) As is illustrated in Fig. 4.1(21) there is only a small decrease in Tm

for up to 80% of the high molecular weight added species. However, the melting
point depression progressively increases as the molecular weight of the atactic
species is decreased. When the molecular weight of the atactic polymer is 900 the
melting point depression is greater than 30 ◦C. There are other reports that indicate
a somewhat larger depression for poly(styrene) blends.(23,24) However, these can
be attributed to varying crystallization conditions with blend composition.

Other mixtures of chemically identical polymers such as isotactic and atactic
poly(lactides) (25) and blends of bacterial poly(β-hydroxybutyrate) and its atactic
counterpart (26,27,28) also show very small melting point depressions with mod-
est to high molecular weight atactic components. Another example of the basic
colligative nature of the melting point depression in such binary blends is given in
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Fig. 4.2 Plot of melting temperature of poly(2,6-dimethyl 1,4-phenylene oxide) against its
weight fraction, w2, in mixtures with toluene and atactic poly(styrene). (From Kwei and
Frisch (29))

Fig. 4.2.(29) Here, the melting temperature of the poly(2,6-dimethyl 1,4-phenylene
oxide) is plotted against its weight fraction for mixtures with either toluene or at-
actic poly(styrene) of varying molecular weights. It is evident that adding toluene
results in a large melting point depression. However, when poly(styrene) is the
added component the decrease in melting temperature is very dependent on its
molecular weight.

The expectation of a small, or negligible, depression in the melting temperature
is also observed in many blends consisting of dissimilar components.(30–41a)
However, in polymer–polymer mixtures, as contrasted with low molecular weight
diluents, the magnitude of χ12 plays a decisive role in determining the melting
temperature depression. The equilibrium melting temperature will be depressed
only if χ12 is negative. The magnitude of χ12, and the amount of the depression will
depend on the strength of the interaction. There are examples where the observed
melting point depression is greater than predicted solely on the basis of size and
weak interactions. For example, the melting temperature of a poly(vinylidene
fluoride)–poly(ethyl methacrylate) blend is depressed by about 15 ◦C for a mix-
ture with 40% poly(vinylidene fluoride).(42) Depressions of similar magnitude
are also found in blends of poly(butylene terephthalate)–poly(acrylate),(43,44) and
poly(vinylidene fluoride)–poly(vinyl pyrollidone)(45,46) among others.

A literal interpretation of Eq. (4.7) leads to the expectation that an elevation of the
melting temperature would occur if χ12 were positive. However, the condition for
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miscibility of the two components, based on the free energy of mixing formulation,
requires that

χ12 ≤ 1

2

[
1

x1/2
1

+ 1

x1/2
2

]2

(4.8)

Thus, χ12 must be near zero or negative for miscibility of a given polymer pair.
If this condition is not satisfied, then liquid–liquid phase separation will occur
in the melt. There are, however, reports of the elevation of the melting tempera-
ture as concentration of the noncrystallizing component increases.(47–50) These
results can probably be attributed to nonequilibrium, structural and morphological
contributions.(50) When χ12 = 0, the melting temperature will be invariant with
composition, even for a homogeneous melt.

If χ12 is assumed to involve only enthalpic interactions, or if very small temper-
ature interval is involved, then to a good approximation(1)

χ12 = BV1u

RT
(4.9)

Equation (4.7) then becomes

1 − Tm/T 0
m = BV2u

�Hu
(1 − v2)2 (4.10)

Equation (4.10) is a consequence of the convenient identification of V1u with V0.
One of the main reasons that the melting temperatures of polymer–polymer mix-

tures are measured is to determine the interaction parameter χ12. One can quanti-
tatively discuss the miscibility in the melt of the two polymeric species involved
with a knowledge of χ12. According to Eq. (4.7), a plot of 1/Tm − 1/T 0

m against v2

should result in a straight line. The value of χ12 can then be calculated from its slope.
Appropriate plots are given in Figs. 4.3 and 4.4 for blends of isotactic poly(styrene)–
poly(phenylene oxide)(30) and poly(butylene terephthalate)–poly(arylate) respec-
tively.(43) The plot in Fig. 4.3 is almost linear, and a χ12 value of 0.17 is obtained
from the slope. A linear plot is obtained for small concentrations of the added
component in the poly(butylene terephthalate)–poly(arylate) blend.(43) However,
as is shown in Fig. 4.4 significant deviations are observed when the data are ex-
tended over a wide composition range. This result indicates that in this blend, χ12

is concentration dependent, which is not an unexpected finding. One can assume
that many other binary mixtures will display similar behavior. In practice, it is also
found that the plot does not go through the origin in many cases.(5)

An additional problem is that it is mandatory that the equilibrium melting temper-
ature for each composition be used in the analysis. A common method of obtaining
the equilibrium melting temperature is by a linear extrapolation of the observed
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Fig. 4.3 Plot according to Eq. (4.6) of melting temperature of isotactic poly(styrene) in
blends with poly(phenylene oxide). (From Plans, MacKnight and Karasz (30))

Fig. 4.4 Plot of 1/Tm − 1/T 0
m against square of poly(arylate) mass fractions for poly

(butylene terephthalate)–poly(arylate) blends. (From Huo and Cebe (43))

melting temperature as a function of the crystallization temperature. The neces-
sary linearity is often not found (51), since the observed melting temperature is
influenced by crystallite thickness, other morphological and structural features and
the crystallite reorganization that often accompanies fusion.(29,39,52) For these
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pragmatic reasons, and the fact that a relatively small equilibrium melting tempera-
ture range is usually involved, the melting point depression method makes difficult
an accurate determination of χ12. For this particular objective it is more useful to
employ the equation of state approaches or other methods.(52a). To further compli-
cate the interpretation, the actual miscibility of a given polymer pair often depends
on the blending temperature (53) or the casting solvent.

One type of interaction that leads to miscibility of a chemically dissimilar poly-
mer pair is hydrogen bonding. Painter et al. have expanded the Flory–Huggins
mixing expression to account for this type of interaction.(54) The thermodynamic
interaction parameter, χ12, which appears in the free energy of mixing is divided into
two parts. One, χ , represents the nonpolar interaction. The other, �GH, is a com-
position dependent terms that represents the hydrogen bonding mixing interaction.
The depression in the melting temperature can then be expressed as

1/Tm − 1/T 0
m = −

(
R

�Hu

V2u

V1u

)[
ln v2

x2
+

(
1

x2
− 1

x1

)
(1 − v2) + χ (1 − v)2 +�ḠH

]
(4.11)

The partial molar quantity �ḠH is composition dependent and can be obtained from
infra-red measurements. The parameter χ can be estimated from group contribu-
tions to the solubility parameters. Better agreement between theory and experiment
is found for specific hydrogen bonding systems by use of Eq. (4.11), although the
observed melting temperatures involved are small.(54)

4.2.2 Homogeneous melt: both components crystallize

When two polymers crystallize independently of one another from a homogeneous
melt separate crystalline domains can form. Consequently, two distinct and separate
melting temperatures are observed, each of which is essentially independent of
composition.(55–55c) In turn this result indicates a very small value of χ12 for
these two components. An example of this type of behavior is illustrated in Fig. 4.5
for a pair of polyamides.(55) Similar results have been obtained with other binary
blends.(56–60) The melting point depression of the higher melting component,
at temperatures above that of the lower melting species, can be analyzed in the
conventional manner. However, analyzing the melting point depression of the lower
melting component presents some difficulty. In blends of poly(vinylidene fluoride)–
poly(1,4-butylene adipate) the equilibrium melting point depression of the higher
melting poly(vinylidene fluoride), which is 8.4 ◦C for a 20/80 mixture, can be
explained conventionally with a χ1 value of −0.19.(56) The depression of the
melting point of the polyester component is indicated in Fig. 4.6. It is only slightly
more than 3 ◦C for a 60/40 mixture. The dashed curve in the figure represents
the melting temperature–composition relation that would be expected if all the
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Fig. 4.5 Plot of melting temperature against weight percent nylon 6 for homogeneous
blends of nylon 6 and nylon 11. (From Inoue (55))

Fig. 4.6 Equilibrium melting temperature of poly(1,4-butylene adipate) in its blends with
poly(vinylidene fluoride). The curves are calculated according to theory assuming that
(a) all the poly(vinylidene fluoride) is availabe for mixing (– – –); (b) only the amorphous
fraction of poly(vinylidene fluoride) is available for mixing (—); (c) there is no melting
temperature depression (- - -). (From Penning and Manley (56))

poly(vinylidene fluoride) contributed. This assumption clearly does not represent
the experimental results. However, when it is assumed that only the noncrystalline
portion of the poly(vinylidene fluoride) contributes to the melting point depression
then the solid curve results. This latter curve provides a rather good representation
of the data. If smaller χ12 values were involved, as in many other blends of this
type, then the melting point depression would be much smaller.

In contrast to the case of two species crystallizing independently of one another
it is also possible for co-crystallization to take place. The occurrence of isomor-
phic blends between two polymer components is not common. There are just a
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few reports of this phenomenon.(6,57,61) Here, two species with slightly different
crystallographic structures co-crystallize. The general requirements for the isomor-
phic behavior of two polymers crystallizing from a homogeneous melt have been
described.(6) A simple type of co-crystallization is found in polymer pairs that have
the same crystal structure. An example is found in the different structural forms of
the polyethylenes.(62,62a,63) However, having the same crystal structure does not
necessarily imply that co-crystallization will take place, since kinetic factors can
intervene.(63,64)

Miscible binary blends of several different poly(aryl ether ketones) display
isomorphic behavior.(58,61) These polymers can be considered to be phenylene
units linked to one another by either an ether oxygen or a carbonyl group. The blends
found to be isomorphic are miscible, while the blends that are not miscible in the melt
are not isomorphic in the crystalline state. The melting temperature–composition
relation of two sets of isomorphic blends of miscible poly(aryl ether ketones) are
shown in Fig. 4.7.(61) The poly(ether ether ketone)–poly(ether ketone) blends
and those of poly(ether ether ketone)–poly(ether ether ketone ketone) behave in a
similar manner. The melting temperatures vary in a nonlinear manner from one pure
species to the other. The melting temperatures are essentially the same as the higher
melting component until high concentrations of the lower melting component are

Fig. 4.7 Plot of melting temperature against composition for blends of poly(ether ether
ketone)–poly(ether ketone) �; and of poly(ether ether ketone)–poly(ether ether ketone
ketone) �. (From Harris and Robeson (61))
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present. The fact that only one melting temperature is observed, when the melting
temperatures of the individual species are different, is indicative of isomorphism.2

The poly(aryl ether ketone) blends have been reported to form isomorphic blends
only on rapid crystallization from the melt.(58) The blends were not isomorphic
for other modes of crystallization, indicating the influence of the crystallization
kinetics. The melting temperature–composition curve in Fig. 4.7 is typical of iso-
morphic blends. Similar curves are found for poly(vinyl fluoride)–poly(vinylidene
fluoride)(65) and poly(p-phenylene oxide)–poly(p-phenoxy phenyl methane)(66)
blends.

4.3 Two chemically identical polymers differing in molecular weight

In analyzing blends composed of two chemically and structurally identical poly-
mers, that differ only in molecular weight, we limit ourselves to mixtures that do not
co-crystallize, i.e. each of the polymeric species crystallizes independently from a
homogeneous melt. This restraint automatically limits the discussion to low molec-
ular weight species since co-crystallization occurs between high molecular weight
components.(66–68) Since the interest here is only with equilibrium conditions,
the analysis is, by necessity, limited to extended chain crystals. High molecular
weight polymers do not usually form extended chain crystals so that their mixtures
are not considered in the present context. Equation (4.6), that was derived for two
chemically dissimilar chains is no longer appropriate. Neither is the relation for the
melting temperature of polymer–low molecular weight diluent mixtures (Eq. 3.2).

To formulate the melting temperature relation we start with the Flory–Huggins
expression for the free energy of mixing of a set of chemically identical species
with a low molecular weight diluent.(67,68) This expression is given as (7)

�GM = RT n1 ln v1 +
∑′

ni ln vi + χ1n1v2 (4.12)

where v2 = ∑′
vi .

∑′ indicates that the summation is only carried out over all
the solute species. Here n1 is the number of solvent molecules, ni the number of
molecules of solute species i, v1 and v2 are the corresponding volume fractions
and χ1 is the conventional polymer–solvent interaction parameter. The chemical
potential of the species of size x , in this polydisperse mixture of molecular weights,
µ2x , is then given by

µ2x − µ0
2x = RT [ln vx − (x − 1) + v2x(1 − 1/x̄n) + χ1x(1 − v2)2] (4.13)

2 The melting temperatures plotted in Fig. 4.7 do not represent equilibrium values. However, it can be expected that
only single equilibrium melting temperatures will be observed for these blends and the composition dependence
will be similar to that found in the figure.
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The chemical potential per repeating unit of the x-mer, µx , for the pure polymer
system, i.e. when v2 = 1, is given by

µ(1)
x − µ0

x = RT

[
ln vx

x
+ 1

x
− 1

x̄n

]
(4.14)

By expressing the chemical potential of a unit in the crystal relative to that in the
melt in the standard way, and applying the conditions for phase equilibrium one
finds that

1

T ∗
m

− 1

Tm
= R

�Hu

[
1

x̄n
− 1

x
− ln vx

x

]
(4.15)

Equation (4.15) represents the equilibrium melting temperature relation for a binary
mixture of two homopolymers that have the same chain repeating unit but differ
in molecular weight. The analysis is predicated on the assumption that only one
species crystallizes, i.e. co-crystallization does not occur. Here Tm is the equilibrium
melting temperature of the pure crystallizing species of size x ; T ∗

m is the melting
temperature of the mixture characterized by x̄n and vx . Equation (4.15) indicates that
a significant change in the melting temperature will only take place with low molec-
ular weight species in a mixture of low number average molecular weight. Hence,
the restraints that were initially placed on the analysis do not have any practical
significance, since interesting results are only expected in the low molecular weight
range.

The validity of Eq. (4.15) has been experimentally tested with binary mix-
tures of low molecular weight fraction of linear polyethylenes and poly(ethylene
oxides).(67) Examples of melting point–composition relation for each system are
given in Figs. 4.8 and 4.9 respectively. Figure 4.8 gives the melting temperature–
composition results for a mixture whose low molecular weight component is
the n-alkane C60H122 while the higher molecular weight component is a linear
polyethylene fraction Mw = 1262, Mn = 1148. The dashed line is calculated ac-
cording to Eq. (4.15) for the higher molecular weight component. The melting
temperature of the low molecular weight component is invariant with composition
as expected. The agreement between theory and experiment is very good in this
example. A eutectic temperature is predicted in the vicinity of v1000 � 0.2 as is
observed. The phase diagram for blends of C10F22/C20F42 is qualitatively very
similar.(69)

The results for low molecular weight poly(ethylene oxide) mixtures also show
good agreement with theory.(67) Figure 4.9 gives the melting temperatures of
mixtures of molecular weight fractions 1500 and 3000. The melting temperature of
the low molecular weight component is again found to be constant with composition.
The melting point of the higher molecular weight component varies according



Fig. 4.8 Plot of experimentally observed melting temperature as function of composition
for mixtures of C60H122 and a linear polyethylene fraction Mn = 1148, Mw = 1262. Sym-
bols, experimental results; dashed curve, calculated from Eq. (4.15).(67)

Fig. 4.9 Plot of experimentally observed melting temperatures as a function of composition
for poly(ethylene oxide) mixture of molecular weight fractions M = 1500 � and 3000 �.
Dashed curve calculated according to Eq. (4.15).(67)
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to theory, as indicated by the dashed curve. Thus, basic thermodynamic theory
explains in a straightforward manner the melting temperature–composition relation
of mixtures of chemically identical polymers, with the same chain structure, that
form extended chain crystals.

4.4 Crystallization from a heterogeneous melt

The previous discussion has been limited to blends whose components were com-
pletely miscible in the melt. Also to be considered are binary mixtures whose
components are either completely immiscible or are only partially miscible. A dis-
tinction has to be made again as to whether one or both components crystallize.
In order to analyze the melting temperature–composition relations in such systems
it is necessary to examine some of the basic phase diagrams.(11,13,70,71) A typ-
ical set of such diagrams is given in Fig. 4.10. As a reference diagram Fig. 4.10a
represents a mixture with only one component crystallizing. In this diagram the
melting temperature of the crystallizing component decreases continuously as its
concentration decreases. This curve can be represented either by Eq. (4.6), or the
corresponding expression obtained from equation of state theory.

For a partially miscible mixture the binodial needs to be specified as well as its
relative location on the melting temperature–composition curve. An upper critical
solution temperature (UCST) type binodial is taken as an example. The analyses of
other types diagrams, such as those with either a lower critical solution temperature
or an hour-glass type follow in a similar manner. The parameters that determine the
nature of the binodial are given by Scott.(18) If all else is equal, the nature of the

Fig. 4.10 Schematic representation of some typical phase diagrams for liquid–liquid and
liquid–crystal transformations.
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phase diagram depends mainly on the interaction parameter χ12. In Fig. 4.10b two
types of UCST binodials are illustrated. In one case the binodial is symmetric with
composition while in the other it is not. Here, the melting temperature–composition
diagram is so positioned that it never intersects either of the binodials. Conse-
quently, melting takes place into a homogeneous melt. The melting temperature–
composition relation, therefore, is the same as shown in Fig. 4.10a.

Of particular interest is the structure where the melting point curve actually in-
tersects the binodial and thus traverses the two-phase melt. This case is depicted
schematically in Fig. 4.10c. Here, at high polymer concentration the melt is homo-
geneous and a very small decrease in the melting temperature is expected with an
increase in the concentration of the noncrystallizing component. In the two-phase
region the melting temperature becomes invariant with composition as a conse-
quence of the Phase Rule. At lower concentrations of the crystallizing polymer,
melting again takes place into a homogeneous melt. Therefore, a decrease in melt-
ing temperature will be observed. These expectations are identical to those expected
and observed for polymer–low molecular weight diluent mixtures.

An example of the schematic illustrated in Fig. 4.10c is found in mixtures of
poly(vinylidene fluoride) and poly(ethyl acrylate). The phase diagram for this blend
is given in Fig. 4.11.(72) Here, the melting temperatures represent equilibrium
values obtained by extrapolative methods. The solid points represent the boundary
of part of the heterogeneous region obtained by cloud point measurements. The
expected major features of the melting point–composition curve are observed. The
invariance of Tm in the two-phase melt region is apparent, as is the expected slight
decrease in Tm in the two homogeneous melt regions.

When two crystallizable polymers are immiscible in the melt the crystallization
of the two species should occur independently of one another. Two sets of melt-
ing temperatures are expected and are indeed observed.(73–76) In general, with
but minor variations, the melting temperatures are independent of composition.
A typical example of this type behavior is illustrated by blends of syndiotactic
1,2-poly(butadiene) with trans-1,4-poly(butadiene).(74) Phase separation in the
melt would be expected in this blend since two nonpolar polymers, without any
specific intermolecular interactions are involved. Wide-angle x-ray patterns of
the melt confirm this expectation. Two haloes, each characteristic of the indi-
vidual species, are observed. Each of the species crystallizes separately as evi-
denced by separate sets of Bragg spacings, typical of each. Differential scanning
calorimetry gives two different melting temperatures, corresponding to each of the
components. The directly observed melting temperatures of the two components are
plotted as a fraction of the trans-1,4-poly(butadiene) in Fig. 4.12. The appearance of
two different melting temperatures is readily apparent. The melting temperature
of the syndiotactic 1,2-poly(butadiene) is independent of concentration, except



4.4 Crystallization from a heterogeneous melt 137

Fig. 4.11 Phase diagram for blends of poly(vinylidene fluoride)–poly(ethyl acrylate).
Weight fraction, w2, of poly(vinylidene fluoride) component. (Data replotted from Briber
and Khoury (72))

Fig. 4.12 Melting temperature of each component in blends of syndiotactic 1,2-poly
(butadiene) � with trans-1,4-poly(butadiene) �. (From Nir and Cohen (74))
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when present in very low concentrations. The melting temperature of the trans-
1,4-poly(butadiene) is relatively constant to a composition of about 50%. With a fur-
ther increase in the 1,2-poly(butadiene) content there is a small but steady decrease
in the melting temperature. This melting temperature decrease is a consequence
of morphological factors. The higher melting syndiotactic 1,2-poly(butadiene) will
crystallize first upon cooling. Consequently, the trans-1,4-poly(butadiene) will crys-
tallize into a more constrained melt that must eventually limit the development of
crystallinity.

In summary, the formalism for treating the equilibrium aspects of polymer–
polymer mixtures is straightforward. However, a careful and distinct classification
must be made of each specific system that is studied. Since the melting point depres-
sion is a colligative property it will by necessity be very small for high molecular
weights. This inexorable fact, coupled with experimental uncertainties involved in
measuring melting temperatures and extrapolating to equilibrium values, makes it
very difficult to obtain accurate values of the interaction parameter χ12 from melting
point studies.
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5

Fusion of copolymers

5.1 Introduction

The introduction into a crystallizable homopolymer chain of units that are chem-
ically or structurally different from the predominant chain repeating unit can be
expected to alter its crystallization behavior. Many different types of structural
irregularities can be incorporated. There can of course be chemically dissimilar re-
peating units or co-units. Depending upon the chemical nature of the major chemical
unit, geometric or stereo isomers, as well as regio defects can be introduced into
the chain. For example, although a polymer may be termed isotactic or syndiotactic
a perfectly regular structure cannot be inferred without direct structural evidence.
Most often, the stereo configurations of the units are not complete and the polymer
is properly treated as a copolymer. Branch points and cross-links represent other
types of structural irregularities.1 Some structural irregularities can be quite subtle
in nature. In this context copolymer behavior is observed with chemically identical
repeating units, as well as those that are distinctly different. Quite obviously the
type and concentration of the co-units will be important. In low molecular weight
binary mixtures attention is focused on the molecules. In contrast, with copolymers
emphasis must be given to the sequences, their length and distribution. The manner
in which the co-units are distributed along the chain, i.e. the sequence distribu-
tion, is of primary, underlying importance. The major concern of this chapter is the
course of fusion of copolymers as a function of temperature and the dependence
of the melting temperature on the nature, type and distribution of the co-units. The
crystallization kinetics and the morphological and structural features of copolymers
will be discussed in subsequent volumes.

1 The influence of intermolecular cross-links needs to be treated separately. Although they are clearly structural
irregularities, their influence on the crystallization behavior requires special treatment, because the properties
that result depend on the physical state in which the cross-links are introduced.(1) Consequently a special chapter,
Chapter 7, is devoted to this subject.
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The first step in the analysis of copolymer crystallization is the development of
quantitative concepts that are based on equilibrium considerations. Subsequently,
deviations from equilibrium and a discussion of real systems will be undertaken.
Problems involving the crystallization and melting of copolymers cannot in general
be uniquely formulated since two phases and at least two species are involved. The
disposition of the species among the phases needs to be specified. It cannot be
established a priori by theory. This restraint is not unique to polymeric systems.
It is a common experience in analyzing similar problems that involve monomeric
components.(2) Thus, in the development of any equilibrium theory a decision has
to be made prior to undertaking any analysis of the disposition of the co-units
between the phases. Theoretical expectations can then be developed based on the
assumptions made.

Two possibilities exist with respect to the disposition of the co-units. In one case
the crystalline phase remains pure, i.e. the co-units are excluded from entering the
crystal lattice. In the other, the co-unit is allowed to enter the lattice on an equilibrium
basis. Typical examples of the latter would be akin to compound formation, or
isomorphous replacement, where one unit can replace the other in the lattice. In
either of these two main categories ideal conditions are first calculated and analyzed.
Subsequently nonideal contributions to both phases can be considered while still
maintaining equilibrium. There is an analogy here to solution theory and to gases,
where equilibrium conditions are established first. In the next step, nonequilibrium
effects in either or both phases can be brought to bear on the problem. It needs to
be recognized that deviations from equilibrium in copolymers exist and are in fact
important.

In general, one can expect to observe the types of phase diagrams that are found
with low molecular weight systems in crystal–liquid equilibrium. For polymeric
systems the liquid composition can usually be determined in a straightforward
manner. However, establishing the composition in the solid state is quite difficult
and presents a major problem in properly analyzing phase diagrams.

5.2 Equilibrium theory

5.2.1 Crystalline phase pure

The theory for the case where the crystalline phase remains pure has a mature
development and is rich in concepts. This case will be treated first, utilizing Flory’s
classical work.(3,4) A model copolymer is considered that contains only one type
of crystallizable unit, designated as an A unit. The noncrystallizable comonomeric
unit will be designated as a B unit. In the initial molten state the A units occur
in a specified distribution that is determined by the copolymerization mechanism.
Upon crystallization, with the exclusion of the B units from the lattice, the sequence
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distribution in the residual noncrystalline melt is altered. The problem in copolymer
crystallization is, thus, more complex than just having a set of isolated impurities
as in the case of the crystallization of a binary mixture of low molecular weight
compounds. In polymers, both the composition and sequence distribution of the
residual melt is altered upon crystallization.

In this model the crystalline state is comprised of crystallites of varying lengths.
The length of a given crystalline sequence is expressed by ζ , the number of A units
of a given chain that traverse one end of the crystallite to the other. A sequence of
A units tends to occur in crystallites which are not much shorter than themselves.
The development of a crystallite in the chain direction is restricted by the occurrence
of a noncrystallizing B unit. The lateral development of crystallites of length ζ is
governed by the concentration of sequences of sufficient length in the residual melt
and the free energy decrease that occurs upon the crystallization of a sequence of
ζ A units.

Following Flory (4) these concepts can be formulated in a quantitative manner so
that a description of the ideal equilibrium crystalline state results. The probability
that a given A unit in the noncrystalline amorphous region is located within a
sequence of at least ζ such units is defined as Pζ . The probability that a unit chosen
at random from the noncrystalline region is an A unit, and also a member of a
sequence of ζ A units that are terminated at either end by B units is represented by
w j . The probability that the specific A unit selected is followed in a given direction
by at least ζ − 1 similar units can be expressed as

Pζ, j = ( j − ζ + 1)w j

j
j ≥ ζ

Pζ, j = 0 j < ζ (5.1)

Pζ =
∞∑

j=ζ

Pζ, j =
∞∑

j=ζ

( j − ζ + 1)w j

j

Solving Eq. (5.1) for successive values of ζ yields the difference equation

wζ = ζ (Pζ − 2Pζ+1 + Pζ+2) (5.2)

Equations (5.1) and (5.2) represent general properties of the noncrystalline region.
They do not depend on the presence or absence of crystallites. In the completely
molten polymer, prior to the development of any crystallinity

w0
ζ = XAζν0

ζ

NA
(5.3)

Here NA is the total number of A units in the copolymer, XA the corresponding
mole fraction, and ν0

ζ the number of sequences of A units initially present in the
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melt. If we assume that the probability, p, of an A unit being succeeded by another
A unit is independent of the number of preceding A units then Eq. (5.3) can be
expressed as2

w0
ζ = ζ XA(1 − p)2 pζ

p
(5.4)

Digressing for a moment, it should be recognized that the sequence propagation
probability, p, in the melt can be related to the comonomer reactivity ratio for addi-
tion type copolymerization. Formulating copolymerization kinetics in the classical
manner(5), we let FA represent the fraction of monomer MA in the increment of
copolymer formed at a given stage of the polymerization. Then one can write

FA = rA f 2
A + fA fB

rA f 2
A + 2 fA fB + rB f 2

B

(5.5)

where rA and rB are the respective monomer reactivity ratios, and fA and fB rep-
resent the mole fractions of the unreacted monomers at this point. The sequence
propagation parameter pA can be expressed as

pA = rA fA

rA fA + fB
(5.6)

It is then found that

pA/FA = 1 +
(

1

1 − y

)2

(rArB − 1) (5.7)

where y ≡ rA fA/(1 − fA). For the special case where the product of reactivity ratios
rArB = 1, pA = FA.

Returning to the main theme, one finds that by combining Eqs. (5.3) and (5.4)
that

P0
ζ = XA pζ−1 (5.8)

for the completely molten polymer, represented by the superscript zero. For the
crystalline polymer under thermodynamic equilibrium, the probability Pe

ζ that in
the noncrystalline region a given A unit is located in a sequence of at least ζ such
units is given by

Pe
ζ = exp

(
−�Gζ

RT

)
(5.9)

2 In the present context the parameter p is defined in terms of Bernoullian trials. The problem can be further
generalized to the case where p is influenced by the penultimate group. This situation will be discussed shortly.
Since the crystalline state remains pure in the case under consideration p refers to the liquid, or amorphous state.
Strictly speaking it should be designated as pl

A, the superscript referring to the liquid state.
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Here �Gζ is the standard free energy of fusion of a sequence of ζ A units for a
crystallite ζ units long. �Gζ can be expressed as

�Gζ = ζ�Gu − 2σeq (5.10)

Crystallites are assumed to be sufficiently large in the direction transverse to the
chain axis so that the contribution of the excess lateral surface free energy to
Eq. (5.10) can be neglected. Equation (5.9) can be expressed as

Pe
ζ = 1

D
exp(−ζθ ) (5.11)

where

θ = �Hu

R

(
1

T
− 1

T 0
m

)
(5.12)

and

D = exp

(
−2σeq

RT

)
(5.13)

If crystallites of length ζ , ζ + 1 and ζ + 2 are present, and are in equilibrium,
within the melt, then Eqs. (5.2) and (5.11) can be combined to give

we
ζ = ζ D−1[1 − exp(−θ )]2 exp(−ζθ ) (5.14)

Equation (5.14) expresses the residual concentration in the melt of sequences of
A units that are ζ units long.

The necessary and sufficient conditions for crystallization can be stated as

P0
ζ > Pe

ζ (5.15)

for one or more values of ζ . The condition w0
ζ > we

ζ , for one or more values of ζ ,
is a necessary but not sufficient condition for crystallization. Equation (5.4) for the
completely molten polymer and Eq. (5.14) for the equilibrium crystalline polymer
are functions of the sequence length ζ . Thus, for copolymers the sequence length
distributions within and outside the crystallite determine the condition for phase
equilibrium. For low molecular weight systems only the concentration of the species
would be involved. The results for copolymers represent a more generalized case.
There must therefore be a critical value ζ = ζcr at which these two distributions are
equal. This condition is given by

ζcr = −{ln(DXA/p) + 2 ln[(1 − p)/(1 − e−θ )]}
θ + ln p

(5.16)

For values of ζ < ζcr, we
ζ is greater than w0

ζ ; for ζ > ζcr the converse holds. Thus,
ζcr represents the limiting size above which crystallites can exist at equilibrium.
Smaller values of ζ cannot be maintained at equilibrium.
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The theory that has been outlined allows for an estimate of the fraction of A units
that are crystalline at temperatures below the melting temperature. This estimate can
be obtained by summing all the sequences of A units that participate in crystallites.
This procedure leads to a slight overestimate of the degree of crystallinity since
sequences greater than ζ units in length can participate in crystallites which are
only ζ units long. If wc

ζ is the concentration of sequences of ζ units involved in a
crystallite then (4)

wc
ζ = w0

ζ − we
ζ (5.17)

The fraction of A units in the crystalline state, wc, is given by

wc =
∞∑

ζ=ζcr

wc
ζ =

∞∑
ζ=ζcr

(
w0

ζ − we
ζ

)
(5.18)

Using the expression for w0
ζ and we

ζ from Eqs. (5.3) and (5.14) one obtains

wc = XA

p
(1 − p)2 pζcr{p(1 − p)−2 − e−θ (1 − e−θ )−2

+ ζcr[(1 − p)−1 − (1 − e−θ )−1]} (5.19)

Equation (5.19) is an expression for the degree of crystallinity as a function of the
reduced temperature θ , as it depends on the copolymer structure embodied in the
parameters p and the interfacial free energy σeq.

It is important to keep in mind that the theoretical development outlined above,
and its implications, are for equilibrium conditions at, and below, the melting tem-
perature. It requires the participation of all sequences above a critical value, par-
ticularly the very long ones. All must be in extended form. Very practical and
important matters such as the kinetic barriers to the crystallization, possible fold-
ing of the chains, defects within the crystallites, as well as other nonequilibrium
phenomena are not taken into account at this point. However, the ideal equilibrium
requirements serve as reference base from which nonideal contributions as well as
nonequilibrium behavior can be treated.

Theoretical curves of the degree of crystallinity as a function of temperature can
be constructed from Eq. (5.19) by the assignment of the appropriate parameters,
θ , D and p. For purposes of illustration we assume a random copolymer, where
p = XA (cf. seq.). Typical plots of the degree of crystallinity as a function of tem-
perature, for the indicated parameters, are given in Fig. 5.1. It is found, for the
random copolymers being considered, that at comparable temperatures the theo-
retical equilibrium degree of crystallinity is severely reduced as the concentration
of the noncrystallizing B units increases. The fusion of copolymers is expected to
occur over a very broad temperature range. This conclusion is in marked contrast to
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Fig. 5.1 Theoretical plot, according to Eq. (5.19) of the fraction of crystalline A units, wc,
as a function of temperature for random type copolymers of different compositions. Short
vertical arrows indicate melting temperature Tm of copolymer. For case illustrated, T 0

m =
400 K, �Hu = 103 cal mol−1, and ln D = −1.

what is expected, and observed, in homopolymers. For random copolymers, a small
but significant amount of crystallinity persists over an appreciable temperature in-
terval before the transformation is complete. The breadth of this interval increases
substantially with the concentration of noncrystallizable co-units. Although the ab-
solute amount of crystallinity that persists is small, it is significant from the point
of view of theory and of its influence on properties. In general, therefore, ran-
dom copolymers can be expected to melt broadly and to attain only low levels of
crystallinity at high co-unit contents.

The diffuse nature of the fusion curves given in Fig. 5.1 does not appear to be
typical of a first-order phase transition. However, these melting curves are natural
consequences of the constitution of random copolymers and the requirement that
the B units are restricted to the noncrystalline phase. Theoretically, at the melting
temperature wc and all its derivatives vanish. Hence a true discontinuity exists at
this temperature. There is then a true thermodynamic melting temperature that is
representative of the disappearance of crystallites composed of very long sequences.
Its detection by experimental methods may very well be difficult.
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The unique features of the fusion of random copolymers are essentially a con-
sequence of the initial broad distribution of sequence length of the crystallizable
units. There are several specific factors involved. These are simultaneously: the
influence of crystallites of finite size that vary with temperature; an impurity effect;
and the changing sequence distribution in the residual melt. At a given temperature
only those sequences whose length exceeds ζcr can participate in the crystallization
process; ζcr being a function of temperature. As the temperature changes, the com-
position and sequence distribution of the noncrystalline portion of the system will
also change. These factors govern the fraction of A units that can participate in the
crystallization process and thus provide a natural explanation for the diffuse melting
curves. As the melting temperature is approached ζcr assumes very large values.
At the same time the concentration of sequences that equal or exceed this critical
length becomes quite small. This requirement accounts for the expected persistence
of small amounts of crystallinity at temperatures just below the true equilibrium
melting temperature. The factors described above will be severely exacerbated for
the nonequilibrium factors that are usually encountered in real systems.

The major conclusions of the theoretical development, as embodied in Fig. 5.1,
are substantiated by experiment, and will be discussed subsequently. Random
copolymers are well known to melt over a broad temperature range, irrespective
of the specific nature of the structural irregularity involved or the homopolymer
from which they are derived. The parent homopolymers which display these fea-
tures include poly(esters), poly(amides), poly(olefins), fluorocarbon polymers and
crystallizable vinyl polymers to cite but a few examples. In some instances the
structural irregularities can be subtle in nature so that the copolymeric character of
the chain, and its subsequent crystallization behavior, is not always recognized.

From the theory outlined above it is also possible to develop melting point rela-
tions. Returning to the inequality of Eq. (5.15) and substituting the expressions for
P0

ζ and Pe
ζ from Eqs. (5.8) and (5.11) respectively one obtains (4)

XA

p
pζ >

1

D
e−θζ (5.20)

Except for the special case of copolymers that exhibit a very strong tendency for
alternation, 1/D will be greater than XA/p. Thus, the inequality of Eq. (5.20)
becomes

1

T
− 1

T 0
m

> − R

�Hu
ln p (5.21)

A limiting temperature must therefore exist above which the inequality of Eq. (5.21)
cannot be fulfilled. Above this temperature crystallization cannot occur. This limit-
ing temperature is the ideal equilibrium melting temperature Tm of the copolymer.
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Therefore

1

Tm
− 1

T 0
m

= R

�Hu
ln p (5.22)

The melting temperature depends only on the parameter p and not directly on
composition. The derivation of this melting point relation is such that the interfacial
contribution, as was found in homopolymers, is absent.

Equation (5.22) can be derived in an alternative manner by treating the copolymer
as an ideal binary mixture.(6) In analogy to the classical statistical derivation of
Raoult’s law in three dimensions, we seek the number of distinguishable ways, �,
that the sequences of A and B units can be arranged in the linear chain. Orr has
shown that(7)

� = NA!NB!
∞∏

ζA=1
NζA!

∞∏
ζB=1

NζB!
(5.23)

Here NA and NB are the total number of sequences comprised of A and B units
respectively; NζA is the number of sequences containing ζA units and NζB is defined
similarly. Following Orr (7), NA, NB, NζA and NζB can be related to the sequence
propagation parameter p. For the case where the crystalline phase is pure there is
only one arrangement of the A units in the crystal. The number of arrangements in
the melt is given by Eq. (5.23). Since in this ideal calculation there are no enthalpic
or other entropic contributions to the free energy of mixing, �GM, one then finds
that

�GM/kT = N0A[(1 − p)ln(1 − p) + ln p − (1 − p) ln p] (5.24)

Only terms that depend on the number of A units in the chain, N0A are included in
Eq. (5.24). Terms which involve B units are not important for present purposes since
it has been assumed that the crystalline phase is pure and we are only concerned
with the melting of A units. From Eq. (5.24) it follows that the chemical potential
of an A unit in the copolymer, µA,c, relative to that of the parent homopolymer,
µA,h, is given by

µA,c − µA,h = RT ln p (5.25)

Equation (5.25) is based solely on ideal mixing. This equation can then be applied
to problems involving crystal–liquid phase equilibrium of copolymers. For a crys-
talline phase that contains only A units, p = 1. It immediately follows from the
conditions for phase equilibrium that

1

Tm
− 1

T 0
m

= −R

�Hu
ln p (5.26)
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Equation (5.26) is based on the ideal mixing law and the stipulation that total
equilibrium prevails throughout the system. It thus represents the ideal melting
point relation of copolymers under equilibrium conditions. There is an analogy
here of Raoult’s law for real solutions and the ideal gas law for imperfect gas
theory. Alterations can be made to Eq. (5.26) by adding possible enthalpic and
noncombinatorial entropic contributions to the mixing free energy while still main-
taining equilibrium and a pure crystalline phase. An analogous relationship exists
between ideal solutions, regular solutions and other nonideal ones. Hence, it is
possible that the crystalline phase can remain pure while Eq. (5.26) is not obeyed,
even though equilibrium melting temperatures are used. It cannot be overempha-
sized that, even under equilibrium conditions and a pure crystalline phase, observed
equilibrium melting temperatures can be greater or smaller than the values specified
by Eq. (5.26). Observed deviations from Eq. (5.26) do not by themselves indicate
that the crystalline phase is no longer pure, i.e. the B units enter the lattice.

A major consequence of Eq. (5.26) is the expectation that the melting temperature
of a copolymer, where only one type unit is crystallizable, depends only on the
sequence propagation probability p and not directly on composition. This result
is rather unusual, and is unique to long chain molecules. Considering the major
categories of copolymer structure we find in the extremes that

for a random copolymer p = XA

for a block copolymer p � XA

and for an alternating copolymer p � XA

Many real systems will not fit these conditions exactly but will fall between the
specifications cited above. These relations of p to XA are based on the assumption
that the same crystal structure of the homopolymer is involved and the melt is homo-
geneous. These conditions are not always fulfilled. It is predicted that, depending
on the sequence arrangement, very large differences can be obtained between the
melting temperatures of copolymers of exactly the same composition. For exam-
ple, for an ideally structured block copolymer there is only one arrangement of
sequences. Therefore p = 1 and Tm will equal T 0

m. These conclusions are based
on ideal equilibrium theory and can be tempered by structural and morphological
factors.

The theory outlined has been predicated on the assumption that the crystallizable
sequences are propagated by Bernoullian trials, i.e. the probability of a given place-
ment is independent of the nature of the preceding unit. The probability of a given
type addition can be affected by the preceding placement. When the penultimate
unit (or structure) is important, the process can be treated by first-order Markovian
statistics. It is of interest to apply this procedure to chains with stereochemical
differences, such as isotatic and syndiotactic placements. By considering only the
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effect of the last placement, the following scheme is evolved.(8,9,9a) If the last two
units in the chain are in isotactic placement relative to one another, αi is defined as
the conditional probability that the addition of the next unit will also result in an
isotactic placement, while βi represents the conditional probability that a syndio-
tactic placement will result. Similarly, αs represents the conditional probability that
a syndiotactic placement will be followed by an isotactic one, while βs represents
a syndiotactic placement following a syndiotactic one. Then

αi + βi = 1
(5.27)

αs + βs = 1

The unconditional probabilityα that two adjacent monomer units selected at random
are in isotactic placement with one another is obtained by summing over all the
possible outcomes of the previous placement. Thus

α = α i − βαs

β = ββs + αβi
(5.28)

When stereosequences are generated by this process, XA can be identified with α,
and p with αi, when only units in isotactic placement crystallize. By applying the
necessary and sufficient conditions for the crystallization of copolymers, Eq. (5.20)
can be written as

α
ζ− i
i >

1

D
e−ζθ (5.29)

When a favorable correlation exists in the stereosequence generation so that α > αi,
the limiting temperature at which crystallization can occur (the melting temperature)
is expressed as

1

Tm
− 1

T 0
m

= − R

�Hu
ln αi (5.30)

Hence it does not suffice to specify solely the compositional variable α in order to
express the melting point–composition relation. The conditional probability αi is
also needed. However, if there is no correlation (α = αi) or unfavorable correlation
(α < αi) a melting point relation similar to Eq. (5.26) is obtained, with p replaced
by α. Similar results are also obtained if only units in syndiotactic placement are
capable of crystallizing. An equivalent analysis has also been given.(9a)

This section has been concerned solely with the ideal equilibrium conditions for
a pure crystalline phase. Specifically it has been assumed that sequences of the
same length form crystallites of that length i.e. the crystallites are composed of
extended sequences. All the sequences crystallize according to the requirements
of phase equilibrium. Very long sequences, except for block copolymers, will be
scarce and few in number and must also crystallize according to these conditions. It
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will, therefore, not be surprising, or unexpected, to learn that these rather stringent
conditions are rarely, if ever, achieved by experiment. Consequently the observed
melting temperatures and crystallinity levels are affected accordingly. An important
problem is to distinguish whether discrepancies are due to either shortcomings in
the ideal theory, with the need to add terms, or the inability to attain equilibrium.
Before discussing modifications that have been proposed to the theory described,
it is important to remove the stricture that the crystalline phase is pure and allow
the B units to enter the lattice and participate in the crystallization. This aspect of
the problem is discussed in the following section.

5.2.2 Comonomers in both phases

When B units enter the lattice a distinction has to be made as to whether they do so
as an equilibrium basis or as a set of nonequilibrium defects. This is an important
distinction since the analysis of the problem is quite different in the two cases. At
present we focus attention on the equilibrium case. When both comonomers are
present in the crystalline and liquid phases the analysis of the equilibrium condition
is more complex as compared to when the equilibrium phase remains pure. The
necessary requirements, and consequences thereof, can however be stated in a
formal manner.

In addition to the uniformity of the temperature and pressure two further quan-
tities need to be satisfied. The chemical potential of each of the species, A and B,
in each of the phases must be equal. Thus

µAl = µAc

µBl = µBc
(5.31)

For monomeric systems the chemical potentials of the species in each of the phases
is specified in terms of either composition, or activity. The melting temperature
relations are then derived in a straightforward manner.(2) For an ideal mixture of low
molecular weight species the free energy of mixing in each phase is determined by a
Raoult’s law type calculation, i.e. only the combinatorial entropy is considered. The
composition is then expressed in terms of mole fraction. The equilibrium melting
temperature in terms of the composition of each phase is then specified.

For copolymers one can in principle proceed, in analogy with Eq. (5.23), to cal-
culate the number of distinguishable ways the different sequences in the crystalline
phase can be arranged. The sequence distribution in the pure melt will be unaltered
and determined by the copolymerization mechanism. The sequence distribution
will depend on the concentration of the B units in this phase and the specifics of
the crystal structure containing the B units. Specifically, the stoichiometric relation
between the A and B units in the crystallite is required. With this information it
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would be possible to calculate the equivalent of Eq. (5.23). Then the ideal chem-
ical potential of the A and B units in the crystalline phase can be obtained. By
evoking Eq. (5.31) for both units in both phases the melting temperature of the
ideal system will result. However, to accomplish this task requires the a priori
specification of the number and lengths of the different sequences involved and the
crystallite composition. In general, these requirements are difficult to fulfill, so that
the melting temperature–composition relation is not as yet available for the ideal
case.

Efforts have been made, however, to develop an equilibrium theory without
consideration of the ideal contributions.(9–13) In none of these works has the
importance of the sequence distribution in the crystalline state been explicitly taken
into account. In some cases a distribution was assumed for ease of calculation. Since
these results have been applied to experimental data, it is appropriate to consider
the approaches that have been taken to describe the equilibrium condition.

In one approach it is assumed that there is a binomial (most probable) distribution
of B units in the melt, i.e. only the case p = XA.(10–12) All that is considered is
the excess free energy that is involved for a B unit replacing an A in the crystalline
lattice. This free energy is designated by ε. With these assumptions, and applying
equilibrium conditions, the free energy of fusion of such a crystal, �G, is given by

�G = �G0 + RT ln[1 − XB + XB exp(−ε/RT )] (5.32)

Here XB is the overall, or nominal mole fraction of B units and�G0 is the free energy
of fusion of the pure crystallite. In deriving Eq. (5.32) the sequence distribution
within the crystalline phase is not taken into account. Thus the ideal reference
situation is ignored. At the equilibrium melting temperature Tm, �G = 0. The
melting point depression can then be expressed as

1

Tm
− 1

T 0
m

= −R

�Hu
ln[1 − XB + XB exp(−ε/RTm)] (5.33)

Equation (5.33) differs from that for a random copolymer (most probable or bino-
mial distribution) with a pure crystalline phase, by the last term in the argument of
the logarithm. The result embodied in Eq. (5.33) is a perturbation on the melting
point equation pertinent to a pure crystalline phase. When ε is very large the change
in free energy that is involved becomes excessive. The B units will then not enter
the lattice and Eq. (5.33) becomes

1

Tm
− 1

T 0
m

= −R

�Hn
ln(1 − XB) (5.34)

The fact that the Flory expression is regenerated does not by itself make Eq. (5.33)
valid. Since ε is an arbitrary parameter Eq. (5.33) will have an advantage in
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explaining experimental results. However, the basic assumptions that have been
made in deriving Eq. (5.33) need to be borne in mind. Only a nonideal term appro-
priate to the crystalline phase has been added to the ideal equilibrium expression
for the case of the crystalline phase being pure.

This type of analysis was extended by Wendling and Suter (13) who incorporated
into Eq. (5.33) a proposal made by Killian (14) and by Baur.(15) In this concept,
only sequences of length ζ are included in lamellar crystallites whose thicknesses
correspond to that length. This assumption describes a particular nonequilibrium
situation, and is not appropriate to an equilibrium theory. However, following this
argument it is found that

1

Tm
− 1

T 0
m

= −R

�Hu

{
ln

[
1 − XB + XB exp

(
− ε

RTm

)]
− 〈ζ 〉−1

}
(5.35)

where 〈ζ 〉 is given as

〈ζ 〉−1 = 2[XB − XB exp(−ε/RTm)][1 − XB + XB exp(−ε/RTm)] (5.36)

The introduction of an additional parameter can be expected to give better agreement
with experimental results. However, we have been concerned in this section with
equilibrium concepts. Hence comparison needs to be made with experimental data
obtained under as close to equilibrium conditions as possible.

5.3 Nonequilibrium considerations

Although the subject matter of this volume is primarily concerned with equilibrium
concepts it is appropriate at this point to also consider the nonequilibrium aspects
of the fusion of copolymers. The reason is that for copolymer melting even the ap-
proach to equilibrium is extremely difficult, if not impossible, to attain. Relations
that have been developed to analyze experimental results of copolymers have their
roots in equilibrium theory. It is important to distinguish between modifying and
enhancing ideal equilibrium theory, and nonequilibrium concerns. This distinction
holds when the crystalline phase is pure as well as when the B units enter the
lattice. When nonequilibrium situations are analyzed the restraints that have been
previously imposed can be relaxed. A variety of real nonequilibrium features can be
addressed. These include, among others, the formation of crystallites of small size,
folded chain crystallites, the role of the interfacial free energy, σec, characteristic
of the surface normal to the chain axis, and its dependence on copolymer compo-
sition. For convenience the discussion that follows is divided into two categories.
In one, the B units are excluded from the lattice; in the other they are allowed to
enter.
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It can be expected that for kinetic reasons crystallites smaller than predicted
from equilibrium theory will usually develop. The appropriate melting temper-
ature relation can be formulated in a straightforward manner by invoking the
Gibbs–Thomson equation. The result for an ideal random copolymer is (16)

1

Tm
− 1

T 0
m

= −R

�Hu
ln XA + 2σec

Tm �Hu ρcLc
(5.37)

Here Tm is the observed temperature, ρc and Lc are the density and thickness
respectively of the crystallite. Equation (5.37) merely states how the equilibrium
melting temperature is reduced by crystallites of finite size. Both Lc and σec will be
expected to depend on copolymer composition. The enthalpy of fusion, �Hu, results
from the expansion of the free energy of fusion about the melting temperature.
The temperature variation of this free energy will be more sensitive than that of
a homopolymer because of the changing sequence distribution in the melt. Thus,
the temperature expansion only of �Gu is not sufficient.

As might be anticipated the equilibrium requirement that the largest sequence
of A units crystallize, and do so in extended form is extremely difficult to attain
experimentally. To account for the size of the crystallites that actually form, attention
is focused on the mean sequence length 〈ζ 〉, and the melting of crystallites of the
same thickness. For random copolymers it is found that (15,17)

1

Tm
− 1

T 0
m

= −R

�Hu
[ln(1 − XB) − 〈ζ 〉−1] (5.38)

Here 〈ζ 〉 = [2XB(1 − XB)]−1, is the average length of A unit sequence in the pure
melt. This quantity is also taken to represent the thickness of an average crystallite.

A kinetic approach, based on “rough surface growth” (18) that also focuses on
the finite thickness of the lamellae leads to a modification of Eq. (5.37). With a set
of approximations, the melting temperature can be expressed as (19)

1

Tm
− 1

T 0
m

= −R

�Hu

(
Lc − 1

2

)
ln p + 2σec

�Hu ρcLc
(5.39)

Equations (5.37) to (5.39) represent nonequilibrium situations where the crys-
talline phase remains pure. Primary attention has been given to the finite size of
the crystallites through use of the Gibbs–Thomson equations and the influence of
the sequence selected. One also has to consider the alternative situation where the
B units enter the crystal lattice as defects.

Following the previous analysis, the melting temperature when the B units enter
the lattice on a nonequilibrium basis is given by (10–12)

1

Tm
− 1

T 0
m

= R

�Hu

[
εXCB

RTm
+ (1 − XCB)ln

1 − XCB

1 − XB
+ XCB ln

XCB

XB

]
(5.40)
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Here XCB is the mole fraction of B units in the lattice, and XB is their overall
composition. A random sequence distribution of B units in the crystalline phase
has been assumed.(12)

When XCB = XB, what has been termed the uniform exclusion model results.
Equation (5.40) can now be written as (12)

1

Tm
− 1

T 0
m

= R

�Hu

[
εXCB

RTm

]
(5.40a)

Combining these results with those of Baur (15,17) it is found that (13)

1

Tm
− 1

T 0
m

= R

�Hu

[
εXCB

RTm
+ (1 − XCB)ln

1 − XCB

1 − XCB
+ XCB ln

XCB

XB
+ 〈ζ 〉−1

]
(5.41)

These relations have also been extended to copolymers whose sequence distribu-
tions follow Markovian statistics.(9,9a)

In the course of analyzing experimental results of melting point depressions,
recourse will be made to the different expressions that have been developed. It can
be expected, however, that with the many expressions available, and the possibility
of adding additional terms to the ideal Flory theory, it will be difficult to differentiate
whether or not the crystalline phase is pure based solely on melting temperature–
composition relations. Except in a few special cases recourse will have to be made to
direct physical measurements to determine the composition of the crystalline phase.

5.4 Experimental results: random type copolymers

5.4.1 Course of fusion

Copolymers that have a random sequence distribution are characterized by the se-
quence propagation probability p being equal to XA, the mole fraction of the A crys-
tallizing units. Copolymers where p is closely related to XA can also be considered,
for all practical purposes, to be random type copolymers. We shall be concerned
particularly with the course of the fusion process, the level of crystallinity that is
attained, the determination of the melting temperature, the melting temperature–
composition relations and related phase diagrams, as well as isomorphic and diiso-
morphic replacement of the repeating units, and the role of long chain branching.
These aspects of melting will be analyzed in terms of the theoretical developments
that have been presented. The observed fusion process will depend on the details
of the crystallization mode and the subsequent heating schedule. Although this
statement is true for homopolymers, fusion is more complex with copolymers.
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Typical examples of the fusion of random copolymers, where the crystalline
phase is pure, can be found in ethylene copolymers that contain co-units of the
type

R

CH
incorporated into the chain. These particular copolymers were prepared

by the copolymerization of mixtures of diazomethane and the corresponding higher
diazoalkane.(20) Special measures were adopted to assure the random distribution
of the comonomer. Crystallization was allowed to occur while the temperature
of the initially molten copolymer was reduced gradually by small increments in
the vicinity of the melting temperature over a period of many days. This proce-
dure provides the optimum opportunity for the crystalline copolymers to approach
the equilibrium conditions. Figure 5.2 gives specific volume–temperature plots
for a series of such copolymers. Slow heating rates were utilized subsequent to
the crystallization, the temperature being raised 1 degree per day in the interval
Tm − 15 to Tm. The copolymer composition indicated for each curve is presented
as the ratio of CHR/100CH2. Typically, sigmoidal melting curves are observed as
is expected theoretically for random copolymers. The transformation occurs over
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a wide temperature interval as compared to homopolymers. The melting range be-
comes broader as the concentration of noncrystallizable units is increased. Small
amounts of crystallinity persist at temperatures just below Tm, in accordance with
the theoretical expectations. The merging of the solidus with the liquidus curve is
a gradual and asymptotic process. Careful examination of the data in the vicinity
of the melting temperature gives no direct evidence of a discontinuity. This result
is also consistent with theory. Although theory predicts a discontinuity, its magni-
tude is beyond the reach of the usual experimental observation. The theoretically
desired Tm refers to this experimentally inaccessible discontinuity. The tempera-
ture at which measurable departure from the liquidus vanishes is taken to be the
experimental melting temperature.

The degree of crystallinity can be calculated from the specific volume data of
Fig. 5.2 and then quantitatively compared with the ideal equilibrium theory. The
degree of crystallinity, (1 − λ)d, is plotted against the temperature in Fig. 5.3 for the
n-propyl and ethyl branched copolymers.3 The dotted lines in Fig. 5.3 are calculated
according to equilibrium theory, Eqs. (5.16) and (5.19), using the same values for
the parameters T 0

m, �Hu, and ln D for all the copolymers. The parameter p is iden-
tified with the mole fraction of CH2 units in each copolymer. Since T 0

m and �Hu are
determined independently, only one arbitrary parameter, D, is used to fit the entire
set of curves. The best fit between theory and experiment is found in the tempera-
ture range where the degree of crystallinity undergoes the most rapid changes. The
observed degree of crystallinity for a given copolymer departs from the theoretical
curve at both low and high crystallinity levels. Major deviations occur at the high
levels. These can be attributed in part to the inadequacy of the theory under these
conditions and to the restrictions imposed by the crystalline regions previously
generated at higher temperatures during the cooling cycle. The interconnections
resulting from the prior crystallization impede the crystallization of the remaining
crystallizable units. The equilibrium theory should be most applicable to the low
crystallinity level region. The deviations from theory that are observed in this region
are not as severe. These deviations can be attributed to limitations on the sensitivity
of observation and the kinetic difficulty of gathering together those rarely occur-
ring long sequences that are required for formation of stable crystallites at high
temperatures.

In order to achieve the best fit, a value of −11.5 is assigned to the quantity ln D.
This corresponds to a surprisingly large interfacial free energy, σec, of 170 ergs cm−2

or 4600 cal mol−1 of chains emerging from the (001) surface, or basal plane. This
value for the interfacial free energy is much larger than is usually found for crystals of
nonpolymeric substances. However, as the subsequent discussion of crystallization

3 The copolymers with directly bonded methyl groups are excluded from this particular analysis since this co-unit
enters the lattice on an equilibrium basis.(20,21)
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Fig. 5.3 The degree of crystallinity (calculated from the specific volume data) as a func-
tion of temperature for the copolymers with n-propyl and ethyl substituents. The theo-
retical curves are calculated from Eqs. (5.16) and (5.17). (From Richardson, Flory, and
Jackson (20))

kinetics of both homopolymers and copolymers will show, this interfacial free
energy is relatively high because of the necessity to dissipate the crystalline order
through the depth of an interfacial layer. There is not a sharp demarcation between
the crystalline and liquid-like regions.

Despite the lack of quantitative agreement between theory and experiment, much
of which can be attributed to experimental shortcomings and inaccessibility of the
very long sequences, the data in Figs. 5.2 and 5.3 qualitatively show all of the major
characteristics of the theoretical fusion curves. They can be expected to be typical
of the fusion of random type copolymers, irrespective of the chemical nature and
structure of the noncrystallizing chain units. Random ethylene copolymers, pre-
pared by a completely different method, display similar fusion characteristics.(21)
It is important, however, to assess the generality of the conclusions with other
copolymers, rather than just depending on the results of ethylene copolymers.

Copoly(amides) and copoly(esters) represent an important class of random copo-
lymers. Figure 5.4 gives plots of the crystallinity level as a function of temperature
for copolyamides of caprolactam with capryllactam at different compositions.(23)
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Fig. 5.4 Plot of degree of crystallinity against temperature for copolymers of caprolactam
with capryllactam as comonomer. Mole percent capryllactam is indicated. (From Kubota
and Newell (23))

The fusion curves are qualitatively similar to those shown in Fig. 5.3 for the ethylene
copolymers. The melting of the homopolymer is relatively sharp. As the capryllac-
tam concentration increases the level of crystallinity progressively decreases and
the melting range broadens considerably. The experimental results that are illus-
trated in Figs. 5.3 and 5.4 indicate a universal pattern for the melting of random
copolymers that is in accord with theoretical expectation.

Diene type polymers, prepared by either free radical or anionic methods, contain
chain units that although chemically identical are isomeric to one another. Hence,
from a crystallization point of view this class of polymers behave as copolymers.
For example, polymers prepared from the 1,3-dienes are subject to several different
kinds of chain irregularities. For poly(butadiene), the following structures are
known to exist:
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Thus, poly(isoprene), poly(chloroprene), poly(butadiene), and other polymers in
this class, contain units that can exist either in the trans-1,4 or cis-1,4 configuration,
or as pendant vinyl groups that can be in either the D or L configuration, as well
as regio defects.(24) The diene polymers that occur naturally, hevea rubber and
gutta-percha, contain an overwhelming concentration of units that are in either the
cis or trans configuration. Crystallization and fusion of these polymers are typically
those of homopolymers. However, the chain composition, or microstructure, of the
synthetically prepared diene polymers depends on the methods and mechanism of
polymerization and it is possible to achieve a wide range in the concentration of the
different structural units. For example, it is possible to synthesize poly(butadienes)
with either trans-1,4 or cis-1,4 units as the predominant structure and thus the
species that actually crystallize.

Figure 5.5 gives specific volume–temperature plots for three different poly-
(butadienes) that were determined by dilatometric methods and utilizing slow heat-
ing rates subsequent to the development of crystallinity. The concentration of the
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trans-1,4 crystallizing unit ranges from XA = 0.64 to XA = 0.81.(25) These melt-
ing curves are sigmoidal and the transformation occurs over a very wide temperature
interval. The melting range becomes broader with decreasing concentration of crys-
tallizing units. Small amounts of crystallinity persist at temperatures just below the
melting temperature and this final portion of the melting curve encompasses a larger
temperature interval as the crystallizing unit concentration decreases. The level of
crystallinity also decreases substantially with decreasing concentration of crystal-
lizable units. All of these features are again characteristic of the fusion of random
copolymers. Consequently the change that occurs on melting can be very small and
can very often be undetected. In the example illustrated, recourse was again taken to
establish the supercooled liquidus as an aid in the determination of Tm. There is an
inherent difficulty in detecting crystallinity and in determining the melting tempera-
ture of a random copolymer which has a relatively high concentration of noncrystal-
lizing structural units. Yet the persistence of even very small amounts of crystallinity
can influence properties in a significant manner. (cf. seq.) Further decreases in the
concentration of the trans-1,4 units lead to a completely amorphous polymer.(26)
Butadiene–styrene copolymers show a similar effect of the trans-1,4 content.(27) For
a fixed styrene content the observed melting temperature decreases by about 40 ◦C
as the trans content decreases from 88 to 76%. A similar effect is observed when
the trans-1,4 content is held constant and the stryene concentration is increased.

Poly(butadienes), as well as other poly(dienes), can be prepared that contain an
adequate concentration of cis-1,4 units so that the crystallization of this species
can take place. The melting behavior of these polymers is similar to when the
trans-1,4 units are the crystallizing isomer.(28) Although the melting temperatures
are quite different the nature of the fusion process and the diffuse melting are
typically copolymeric in character.

Diene type polymers, that originally contain units that are either in the all trans
or all cis state, can be partially isomerized by chemical methods.(26,29–32) The
isomerization usually occurs via a free radical mechanism. The double bond is tem-
porarily converted to a single bond of the transitory adduct. Subsequently, regener-
ation of the double bond occurs. Whether the same or a new configuration evolves
depends on the concentration of the reactants and the equilibrium requirements
of the specific experimental conditions. From the crystallization point of view a
homopolymer is converted to a copolymer. If the reaction proceeds at random,
a random type of copolymer results that contains a much greater concentration
of structural irregularities than would be apparent from the concentration of re-
actant. It would then be expected that significant alterations should occur in the
melting temperature, the fusion process, the crystallization kinetics, and in other
properties of the polymer that are related to crystallization. These expectations are,
in fact, borne out. For example, the melting temperature of gutta-percha can be
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significantly lowered so that it becomes an amorphous polymer at room tempera-
ture and possesses the elastic properties associated with a noncrystalline polymer
above its glass temperature. Similarly, significant depressions of the melting tem-
perature have been achieved in 1,4-cis-poly(butadiene), by isomerizing a portion
of the cis configurations to trans.(31)

Polypeptides are a class of polymers that can show copolymer characteristics
with either chemically different repeating units or by exhibiting a special type of
geometric isomerism. The chemical formula for a portion of a polypeptide chain
can be written as
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with the repeating unit indicated by the chain elements contained within the bracket.
A polypeptide containing identical R groups is a homopolymer. Its crystallization
behavior depends solely on the nature of the amino acid residue of which it is
comprised. On the other hand, if units having different R groups are present, crys-
tallization is that of a copolymer.

In addition to chemical differences among the chain repeating units, geometric
isomerism can also exist in a chemically identical polypeptide chain. According to
Pauling and Corey,(33) the bond between the carbon atom containing the carbonyl
oxygen and the nitrogen atom has about 40% double bond character because of
resonance between the structures:
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As a result of the double bond character of this linkage, the amide group must be
nearly coplanar. Hence, a choice between either a cis or a trans configuration exists.
According to Pauling and Corey (33) and Mizushima (34) the trans configuration
of the amide group in polypeptide chains is, in general, the most stable one. If all
units in a molecule assume the same configuration, homopolymer type behavior is
expected. If, on the other hand, the two different configurations, of identical chem-
ical repeating units, occur in the same chain, then the crystallization pattern will be
typical of a copolymer. By analogy with the results for the diene polymers the trans-
formation of a homopolypeptide to a copolymer can, in principle, be accomplished
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by the conversion of units from one configuration to another. This conversion
involves rotation about the carbonyl carbon–nitrogen bond and can be induced
by appropriate chemical reactions. If the reaction involves a transitory structure,
where the double bond character of the peptide linkage is only temporarily lost,
conversion from one configuration to another could be accomplished. The situa-
tion could also exist where certain reactions, such as the binding of specific ions,
favor one of the resonance structures. The particular peptide bonds involved could
completely lose their double bond character by this process. In this case the regen-
eration of the double bond character would require the reversion of the chemical
reaction. In either case, whether geometrical isomerism develops or the peptide
bond becomes more characteristically single bonded, the thermodynamic stability
of the crystalline state, relative to the liquid state, will be severely reduced.

It is possible for stereoisomerism to exist among certain polymers that have
chemically identical chain repeating units. The concentration and sequence dis-
tribution of the stereoisomers along the chain have an important bearing on the
crystallization and melting of such polymers. An important class of polymers pos-
sessing asymmetric or pseudo-asymmetric carbon atoms are those that adhere to
the general formula

X
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Y n

H

C

H

IV

where X and Y represent two different substituents attached to alternate carbon
atoms. Polymers of this class can be prepared from the α-olefins and appropriately
substituted vinyl monomers. A more complex type of stereoisomer is formed when
each of the carbon atoms contains different substituents, as in the case of a polymer
prepared from a 1,2-substituted ethylenic monomer. For the simpler case illustrated,
if one arbitrarily represents the chain in an extended planar zigzag form, the X or
Y substituent can be located on the same or opposite side of the plane of the
zigzag with respect to the same substituents of adjacent monomer units. When
each of the pseudo-asymmetric carbon atoms assume identical configurations or
when the configurations vary in a definite and prescribed manner throughout the
molecule, homopolymer type crystallization can be expected. However, a wide
variety of arrangements of the chain units in a nonregularly repeating configuration
are obviously also possible. It is not surprising, therefore, that for a long time
polymers of this type could not be crystallized because of the lack of sufficient
stereoregularity among the chain elements.

Natta and coworkers (35) have demonstrated, in a major work, that crystallizable
vinyl polymers from monomers bearing different substituents, and from α-olefins
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can be prepared by using suitable catalysts. These are now commonly known as
Ziegler–Natta catalysts. Such polymers typically have broad molecular weight and
stereoisomer distributions.(36) The lower molecular weight species of the distribu-
tion contain a much higher concentration of structural irregularities as compared
to the higher molecular weights. Subsequently, using metallocene type catalysts,
polymers with most probable molecular weight distribution and narrow composi-
tion distribution have been prepared.(37) Polymers prepared by this catalyst contain
both regio and stereo defects in the chain. Following a suggestion by Huggins,(38)
stereoregular polymers have been prepared from vinyl monomers by free-radical
polymerization methods.(39–42) In this case stereocontrol is presumed to result
from the directing influence of the free end of the propagating species. Variation in
stereoregularity is achieved by varying the polymerization temperature, advantage
being taken of the small difference in activation energy for the addition of units in
the two different possible configurations.(39,43)

Two extreme conditions of chain microstructure can be envisaged for these type
polymers. In one case the successive units in the chain possess identical configu-
rations, and the resulting polymer is termed isotactic. In the other case successive
alternation of the two possible configurations occurs; such a polymer is termed
syndiotactic.(35) A polymer molecule need not be completely isotactic nor com-
pletely syndiotactic. In fact, they usually are not. Polymers of this type that are pure
stereoisomers have yet to be prepared. A variety of intermediate chain structures
can be pictured. They can range from a random sequence distribution of the two
isomers with only one type participating in the crystallization, to that of an ordered
copolymer where both the syndiotactic and isotactic structures can independently
crystallize in the same molecule. Although a polymer may be termed isotactic
or syndiotactic a completely regular structure cannot and should not be inferred.
The presence of chain irregularities, stereo and regio, must always be anticipated.
High resolution carbon-13 NMR has been a very valuable tool in elucidating the
microstructure of these polymers.

The necessary apparatus with which to treat the fusion of stereoregular polymers
is embodied in the theories already outlined. It remains to establish the sequence
distribution of the structural irregularities and to question whether the crystalline
phase remains pure. The sequence distribution is a reflection of the polymeriza-
tion process and the probability of the addition of a particular placement. As
has been indicated, addition by either Bernoullian trial or a first-order Markovian
process have been treated and integrated into the melting temperature–composition
theory.(8,9,9a)

Experimental results clearly indicate that stereo-irregular polymers do indeed
crystallize as though they were copolymers. For example, specific volume–
temperature curves for isotactic poly(propylene) display all the characteristics
expected for a random type copolymer. The results of such a study by Newman (44)
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for different soluble portions of isotactic poly(propylene) are given in Fig. 5.6.
Although the chain microstructure was not determined at the time, the extracts
contain different concentrations of isotactic units. Curve A, which is for the ether
extract, is linear within experimental error. This fraction is thus noncrystalline and
representative of the atactic polymer. In contrast, curve F is calculated for the low
temperature behavior of the hypothetical completely crystalline isotactic polymer.
The melting temperatures of these fractions decrease substantially as the stereo-
irregularity increases. At the same time the fusion process becomes more and more
diffuse. A study where the microstructure of isotactic poly(propylene) fractions
was determined indicates that there is about a 20 ◦C decrease in melting tempera-
ture with a change in pentad concentration from 0.988 to 0.787.(45) The character
of the fusion curves shown in Fig. 5.6 is similar to those observed for random
copolymers having chemically different repeating units. They are also similar to
those observed with the poly(butadienes) (Fig. 5.5). The principles governing the
fusion are the same in all cases. They depend only on the sequence distribution of
the units and not on the specific nature of the chemical or structural irregularity
involved.

Stereo control can also be achieved in the homogeneous free-radical polymeriza-
tion of vinyl monomers by varying the polymerization temperature. Some typical
monomers that behave in this manner include methyl methacrylate,(39) vinyl
acetate,(41) vinyl chloride,(42) isopropyl and cyclohexyl acrylates.(40) As the
polymer temperature is lowered the crystallizability of the polymers becomes more
discernible.(46) This observation can be attributed to the fact that as the tempera-
ture is lowered there is a preference for units in the same configuration to be added
to the growing chain. It has been found that in general there is a preference for
syndiotactic sequences to develop as the temperature is lowered. As an example,
the observed melting temperature of poly(vinyl chloride) increases from 285 ◦C to
310 ◦C as the polymerization temperature is lowered from −15 ◦C to −75 ◦C, with
a concomitant increase in the syndiotacticity.(47)

The diffuse nature of the fusion curve makes it difficult to accurately determine
the melting temperature. In Figs. 5.5 and 5.6 a first-order quantity, the specific
volume, was measured. The establishment of the liquidus enabled the melting
temperature to be determined in a reliable manner. It is, however, quite common
to measure melting temperatures by differential scanning calorimetry (DSC). In
this case a second-order quantity, in effect the derivative of a curve of the type
shown in Fig. 5.6, is being measured. Because of the diffuseness of the curve it
is not obvious that the maximum in the DSC thermogram corresponds to the melting
temperature.(48) Crist and Howard have calculated from the Flory theory deriva-
tives of curves similar to those shown in Fig. 5.1.(48) The results are shown in
Fig. 5.7 for different values of the parameter p. It is clear that the maximum in the
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Fig. 5.6 Plot of specific volume against temperature for a poly(propylene) sample and four
soluble extracts from it. A: ether extract, quenched; B: pentane extract, annealed; C: hexane
fraction, annealed; D: trimethyl pentane fraction, annealed; E: experimental whole polymer
annealed; F: pure crystalline polymer. (From Newman (44))
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Fig. 5.7 Plot of change in degree of crystallinity with temperature (d fc/dT ) against tem-
perature T using Flory theory(4) for indicated values of parameter p. (From Crist and
Howard (48))

plot does not correspond to the true melting temperature. The true melting tem-
perature corresponds to the point where d fc/dt = 0. The quantity fc represents
the degree of crystallinity in this figure. The difference between the maximum and
final melting is small for high values of p but the disparity becomes quite large
as p decreases. Thus, caution must be exercised when determining true melting
temperatures by means of DSC.

An interesting question is whether there is any limit on the concentration of the
crystallizing unit that would prevent the development of crystallinity in a random
coplymer. Graessley and coworkers (49) were able to crystallize a poly(butadiene)
sample, prepared by anionic methods, that only contained 56 mole percent of the
trans-1,4 crystallizing units. The melting temperature of this polymer agreed
quite well with that expected from the free-radical polymerized poly(butadienes).
Depending on molecular weight, the level of crystallinities that developed ranged
from two to five percent. The reason that crystallinity is observed is that irrespective
of the concentration there are always sequences of crystallizable units, albeit few in
number, that are capable of crystallizing. Suitable conditions need to be found for
the crystallization and detection of such sequences. At the low temperatures that
were required for the small amounts of crystallinity to develop, anomalies were
observed in the viscoelastic behavior of these poly(butadienes). Presumably, other
physical properties will also be affected. The crystallization of the poly(butadienes)
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demonstrates that not only in principle but also in practice, copolymers that
contain a very high noncrystallizing content can be crystallized under appropriate
conditions.

A related problem of interest is when a polymer is not crystalline as prepared,
but is potentially crystallizable. This situation is commonly encountered in crys-
tallizable copolymers, and is also found in homopolymers. Some typical examples
of this phenomenon are found in poly(styrene) synthesized by means of alfin type
catalysts,(50) poly(methyl methacrylate), prepared by either free-radical or ionic
methods,(39,51,52) and poly(carbonate).(53) Treatment with particular solvents or
diluent at elevated temperatures can induce crystallinity in these polymers. The
reason for the problem is kinetic restraints to the crystallization process. Treat-
ment with appropriate diluents alleviates the problem. The principles involved, and
the diluent requirements will be enunciated in the discussion of crystallization ki-
netics. For present purposes it should be recognized that the crystallizability of a
polymer, particularly a copolymer, cannot be categorically denied unless the op-
timum conditions for crystallization have been investigated. Thus, in light of the
previous discussion regarding the minimum concentration of chain units required
for crystallization, and the need to have favorable kinetic conditions, the lack of
crystallization in any given situation needs to be carefully assessed.

Certain polymers, such as poly(vinyl chloride), poly(acrylonitrile), poly-
(chlorotrifluoroethylene), and poly(vinyl alcohol), are crystalline as usually pre-
pared, despite the strong possibility of the occurrence of significant stereochemical
irregularities. In many instances x-ray diffraction patterns, when used as a criterion,
did not definitely support the contention of crystallinity. However, particularly in
the cases of poly(vinyl chloride)(54,55) and poly(acrylonitrile),(56) solution and
mechanical properties gave substantial evidence of the existence of crystallinity.
Subsequent synthesis of these polymers by methods designed to impart a greater
amount of chain regularity has confirmed those conclusions.(42,57)

5.4.2 Melting temperature–composition relations: crystalline phase pure

With the establishment of the characteristics of the fusion process of random copoly-
mers the melting temperature–composition relation of such copolymers can be
examined. To analyze the problem distinction must again be made as to whether
the crystalline phase is pure or if the B units enter the crystallite, either on an
equilibrium basis or as a defect. Merely establishing the liquidus is not sufficient
to resolve this problem. The Flory relation is only applicable to an ideal system
whose crystalline phase is pure. Deviations from this relation can be due to lack
of ideality, with either the raising or lowering of the expected equilibrium melt-
ing temperature. On the other hand the B units can be entering the lattice. This
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possibility can really only be established by direct experimental observation. Solid-
state NMR and wide-angle x-ray diffraction studies have been most useful in this
connection. In some special cases indirect measurements can be helpful in resolv-
ing the problem. For example, when comonomers of different sizes and structures
give the same melting temperature–composition relation it is reasonable to assume
that the crystalline phase remains pure.(58) In another situation, an increase in
melting temperature with comonomer concentration is suggestive of compound
formation in the crystalline state.(6,21) Although conclusions from these and other
indirect measurements may appear reasonable, when possible they should be sub-
stantiated by direct measurements.

When the crystalline phase only contains A units then for a random ideal
copolymer

1

Tm
− 1

T 0
m

= −R

�Hu
ln XA (5.42)

The melting temperatures in this equation represent equilibrium ones. Deviations
from ideality are not reflected in this equation. Additional terms can be added to the
ideal mixing free energy, the basis for Eq. (5.42), and still satisfy the equilibrium
requirement and the purity of the crystalline phase. As has been indicated, melting
temperatures can either be raised or lowered depending on the specificity of the
interaction in the melt between the two different units.

Copolymers formed by the methods of condensation polymerization are usu-
ally characterized by a sequence propagation probability parameter p that is in-
dependent of copolymer composition and the extent of conversion. Moreover, in
such systems the quantity p can be equated to the mole fraction of crystallizable
units. The observed melting temperature–composition relations of some represen-
tative copolyesters and copolyamides are illustrated in Fig. 5.8.(59–61) These
copolymer types, whose units crystallize independently of one another, have cer-
tain characteristic features. The melting temperatures depend only on composition.
They are independent of the chemical nature of the coingredient that is introduced,
as is illustrated here for the copolymers of poly(ethylene terephthalate) and of
poly(hexamethylene adipamide). This observation is consistent with wide-angle
x-ray observations, that indicate only one of the units participates in the crystal-
lization. As the concentration of the added ingredient is increased, a composition
is reached where it can itself undergo crystallization at the expense of the other
component. The melting point–composition relations for this component follow
an independent curve. Thus, a eutectic type minimum results at the intersection
of the two liquidus curves. This behavior is typical of random copolymers when
studied over the complete composition range when each of the species is capable
of crystallizing independently. Since the composition used in Fig. 5.8 is based on
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Fig. 5.8 Melting temperature–composition relations for various copolyesters and copoly-
amides. �, poly(ethylene terephthalate/adipate); �, poly(ethylene terephthalate/sebacate);
�, poly(hexamethylene adipamide/sebacamide); �, poly(hexamethylene adipamide/capro-
amide). (From Edgar and Ellery (59), Sonnerskog (60) and Izard (61))

the liquidus the shapes of the curves do not give any direct information on the
composition of the crystalline phase. In these examples the fact that the same melt-
ing temperature–composition relation is obtained with different comonomers gives
strong evidence that the crystalline phase remains pure. However, this conclusion
does not necessarily hold without independent confirmation. Other polymers, such
as poly(tetrafluoroethylene) and poly(methylene oxide) behave in a similar manner
for a variety of added species.(62,63) Although for some copolymers a given set
of comonomers will give the same melting temperature relation, the addition of a
particular co-unit will cause a different behavior.(20,64–66) Usually, the melting
temperatures with such comonomers are greater at a given composition. The sur-
mise is that such comonomers either enter the crystal lattice, or the parameter p
increases. However, the possibility of nonideality contributions to Eq. (5.42) cannot
be neglected.

According to equilibrium theory, the melting temperature–composition relations
of each branch of the curves of Fig. 5.8 should be described by Eq. (5.42). Con-
sequently the relations between 1/Tm and −ln XA for some typical copoly(esters)
and copoly(amides) are plotted in Fig. 5.9.(58,59,60,67) Each of the examples
covers a wide range in copolymer composition. The melting point data in each ex-
ample are well represented by a straight line which in accordance with theory
extrapolates to the melting temperature of the pure homopolymer. Thus, the
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Fig. 5.9 Plot of 1/Tm against −ln XA for copolyamides and copolyesters. A, N,N′-
sebacoyl piperazine/isophthaloyl piperazine copolymer(67); B, decamethylene adipate/
decamethylene isophthalate copolymer (from Evans, Mighton, and Flory (58)); C ,
caproamide–hexamethylene adipamide copolymer (from Sonnerskog (60)), D, ethylene
terephthalate–ethylene adipate copolymers (from Edgar and Ellery (59)).

functional form of Eq. (5.42) is obeyed for copoly(esters) and copoly(amides) even
though directly observed (nonequilibrium) melting temperatures are used. This type
result is not limited to condensation type copolymers. It is found in virtually all
other type copolymers that have been studied. The fact that Eq. (5.42) is obeyed
when the observed melting temperatures are used leads to the expectation that the
correct values of �Hu could be obtained from the straight lines in Fig. 5.9. This
expectation is examined in Table 5.1, where a comparison is made between the �Hu

values obtained by either the copolymer or diluent methods for some representative
copolymers.

The compilation in Table 5.1 clearly indicates that although a linear relation is
observed in plots suggested by Eq. (5.42), the deduced �Hu values are much lower
than those determined by the diluent method. This is a general conclusion, being
based on a widely diverse set of polymers. The differences in �Hu values are sig-
nificant. Differences of a factor of two are observed in some cases. There are several
possible reasons for this discrepancy. One is the fact that Eq. (5.42) represents equi-
librium for an ideal melt. In the examples cited efforts were not made to determine
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Table 5.1. Comparison of the copolymer and diluent methods
for determining �Hu

�Hu (cal g−1)

Polymer Copolymer method Diluent method

Poly(decamethylene adipate) 13.4a 36.0b

Poly(decamethylene sebacate) 13.9a 36.0a

Poly(N,N′-sebacoyl piperazine) 19.8c 24.5c

Poly(decamethylene sebacamide) 23.0a 24.5c

Poly(caprolactam) 24.7d 37.9e

Poly(ethylene terephthalate) 11.5 f 29.0g

Poly(methylene oxide) 49.7h 55.8h

Poly(ethylene) 41.4i 69.0 j

Poly(1,4-trans-butadiene) 18.5k 20.4l

Poly(tetramethyl-p-silphenylene 37.7m 54.5m

siloxane)

a Evans, R. D., H. R. Mighton and P. J. Flory, J. Am. Chem. Soc., 72, 2018
(1950).

b Mandelkern, L., R. R. Garrett and P. J. Flory, J. Am. Chem. Soc., 74, 3939
(1952).

c Flory, P. J., L. Mandelkern and H. K. Hall, J. Am. Chem. Soc., 73, 2532
(1951).

d Kubota, H. and J. B. Newell, J. Appl. Polym. Sci., 19, 1521 (1975).
e Gechele, G. B. and L. Crescentini, J. Appl. Polym. Sci., 7, 1349 (1963).
f Edgar, O. B. and R. Hill, J. Polym. Sci., 8, 1 (1952).
g Roberts, R. C., Polymer, 10, 113 (1969).
h Inoue, M., J. Appl. Polym. Sci., 8, 2225 (1964).
i Phillips, P. J., F. A. Emerson and W. J. MacKnight, Macromolecules, 3,

767 (1970).
j Quinn, F. A. and L. Mandelkern, J. Am. Chem. Soc., 80, 3178 (1958);

Mandelkern, L., Rubber Chem. Tech., 32, 1392 (1959).
k Berger, M. and D. J. Buckley, J. Polym. Sci., Pt. A, 1, 2995 (1963).
m Okui, N., H. M. Li and J. H. Magill, Polymer, 19, 411 (1978).
n Natta, G. and G. Moraglio, Rubber Plast. Age, 44, 42 (1963).

equilibrium melting temperatures. The theory requires that the melting tempera-
ture recorded represent the disappearance of very long crystalline sequences. This
task will be difficult to fulfill under any circumstances. Such sequences will be
difficult to develop for any reasonable crystallization rates and their detection will
require very sensitive experimental methods. When the barrier to the crystallization
of copolymers is examined it can be expected that the size of the crystallites that
actually form will be significantly reduced relative to equilibrium requirements.
Even under very sensitive experimental methods the recorded melting temperature
of random copolymers will be less than theoretical expectation. This difference will
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become larger as the co-unit content increases and will result in an apparent lower
enthalpy of fusion.

It has been found that using the modification proposed by Baur gives better
agreement than the ideal Flory theory. For example, using extrapolated equilib-
rium melting temperatures gives excellent agreement with experimental results for
copolymers of poly(L-lactide-meso lactide).(67a)

The effect of small crystallite thickness on the observed melting temperature–
composition relation of random copolymers of vinylidene chloride and methyl
methacrylate was analyzed by utilizing the Gibbs–Thomson equation.(16) How-
ever, to adapt this procedure to copolymers the dependence of both the crystallite
thickness and the interfacial free energy σec on copolymer composition needs to be
specified. It was possible to explain the observed melting temperature–composition
relation for this copolymer by assuming the dependence of these two quantities on
composition.

Most of the experimental melting temperature–composition relations reported
have involved directly observed melting temperatures. Extrapolative methods have
been developed that allow for an approximation of the equilibrium temperature.4

Several examples have been reported where extrapolated equilibrium melting tem-
peratures were used. An example is given in Fig. 5.10 for random copolymers of
syndiotactic poly(propylene) with 1-octene as comonomer.(71) In this figure the
solid line represents Eq. (5.42), calculated with �Hu equal to 1973 cal mol−1. This
value was determined independently from wide-angle x-ray diffraction and differ-
ential scanning calorimetry.(72) Thus, there is excellent agreement between exper-
iment and theory as embodied in Eq. (5.42). In contrast, �Hu = 693 cal mol−1 was
deduced when nonequilibrium melting temperatures were used.(64) Studies with
poly(1,4 trans chloroprene), with varying concentrations of structural irregularities
that utilized extrapolated equilibrium melting temperatures, also found agreement
between experiment and the ideal Flory theory.(24) A �Hu value of 1890 cal mol−1

was deduced from the copolymer data as compared to 1999 cal mol−1 obtained by
the diluent method.(72a) The agreement in �Hu values between the two methods
is excellent. Despite the support of the Flory theory by these two investigations,
studies using extrapolated equilibrium melting temperatures of copolyesters of
tetramethylene terephthalate with tetramethylene sebacate gave a wide disparity in
�Hu values.(73) There is about a factor of two between the copolymer determined
�Hu and that obtained from the diluent depression. However, this set of copolymers

4 The principles involved will be discussed later in detail when the structure and morphology of semi-crystalline
polymers are considered. For present purposes it suffices to state that the method has had reasonable success when
applied to homopolymers, although some important exceptions have been noted. However, major difficulties
have been encountered when applied to random ethylene copolymers (68,69) as well as copolymers of isotactic
poly(propylene).(70) It remains to be seen whether these methods can in fact be applied successfully to the other
random copolymers. The examples that follow should be considered in this light.
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Fig. 5.10 Plots of extrapolated equilibrium melting temperature of syndiotactic poly-
(propylene)–1-octene copolymers as a function of comonomer concentration. Solid line
calculated according to Eq. (5.42). (From Thomann, Kressler and Mülhaupt (71))

gave four endothermic peaks on fusion. The melting temperatures used for the ex-
trapolation were selected arbitrarily. There is, however, a fundamental problem in
determining the equilibrium melting temperature of random copolymers.

The uncertainties involved in the extrapolation procedures used to obtain the
equilibrium melting temperature, coupled with the limited data that is available,
makes it premature to decide whether or not Eq. (5.42) holds in any meaningful
way. The fact that Eq. (5.42) may not apply, even when equilibrium melting
temperatures are used, does not necessarily mean that the B units enter the crystal
lattice. This conclusion could be incorrect without any direct evidence for support.
The addition of nonideal terms to Eq. (5.42) could also resolve the problem.

Some of the principles as well as problems involved in the melting of random
copolymers are found in olefin type copolymers. The melting temperatures of a
large number of random type ethylene copolymers, as determined by differential
scanning calorimetry, are plotted as a function of the mole percent branch points in
Fig. 5.11. The samples represented in this figure are either molecular weight and
compositional fractions or those with a narrow composition distribution with a most
probable molecular weight distribution.(74) These samples were crystallized and
heated rapidly. In this set of data there are two different copolymers that contain ethyl
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Fig. 5.11 Melting temperature Tm of rapidly crystallized fractions of copolymers of ethy-
lene as determined by differential scanning calorimetry: hydrogenated poly(butadiene) (�),
ethylene–vinyl acetate (�), diazoalkane copolymer with propyl side groups (�), ethylene–
butene copolymer (�), ethylene–octene copolymer (�, �).(74)

branches. These are hydrogenated poly(butadienes), and a set are fractions obtained
from a copolymer with broad molecular weight and composition distributions. All
the copolymers represented are in a random type distribution. To analyze the melting
temperature–composition relations it is convenient to divide the data of Fig. 5.11
into two regions: copolymers containing less than 3 mol % unit branch points and
those which have a greater co-unit content.

A significant feature of the data in the lower concentration range of Fig. 5.11
is that except for the ethylene–butene fractions all the other copolymers give the
same melting temperature–composition relation. These include the hydrogenated
poly(butadienes), ethylene–hexene and two sets of ethylene–octenes prepared by
two different catalysts. Similar results have been reported for other polymers of
this type.(75–77) The melting temperatures, not shown, of a set of ethylene–butene
copolymers, prepared with a homogeneous catalyst, that possess most probable
molecular weight and narrow composition distribution fall in the solid curve, along
with the other copolymers.(21) The differences between the two ethylene–butene
copolymers are about 5 ◦C for 0.5 mol % side-groups and increase to 10 ◦C at
about 3 mol %. These differences in melting temperatures cannot be attributed
to the chemical nature of the co-units since the data for the other ethyl branched
copolymers fall on the same solid line as for the other copolymers. Based on
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Eq. (5.42) it can be concluded that the melting point differences are a result
of a different sequence distribution between this particular ethylene–butene-1
copolymer and the hydrogenated poly(butadienes) and the other ethylene–butene-1
copolymers.

The differences in sequence distribution could be caused by different polymeriza-
tion procedures, particularly the catalyst used. In the composition range of present
interest, i.e. the order of just a few mole percent of co-unit, only very small differ-
ences in the sequence propagation parameter p can cause the melting point differ-
ences that are observed. For example, for a perfectly random sequence copolymer,
p = 0.9800 for 2 mol % branch points. If we assume that deviations from equilib-
rium are the same for both type copolymers then from the melting temperature of
the 2 mol % ethylene–butene copolymer a calculated value of p = 0.9875 is
obtained for the higher melting ethylene–butene-1 copolymer. Thus, even in the
grouping of what might be called random type copolymers small differences in
the parameter p, which alter the sequence distribution, are sufficient to influence
the observed melting temperatures. We have, therefore, in this set of data a striking
example that for a pure crystalline phase, neither the chemical nature of the co-unit
nor its nominal composition determines the melting temperature. Even small dif-
ferences in sequence distribution can make significant differences in the observed
melting temperature. Thus, copolymers with the same comonomer and composition
can differ in melting temperatures when prepared with different catalysts.

The melting temperatures of the higher co-unit content copolymers shown in
Fig. 5.11 do not give as straightforward results as found in the lower concentration
range. The hydrogenated poly(butadienes) and the diazoalkane copolymers follow
the same trend as in the lower concentration range. The melting temperatures of the
ethylene–butene-1 fractions are still about 10–15 ◦C higher. On the other hand,
the melting temperatures of the ethylene–vinyl acetate copolymers are beginning
to deviate and also become about 10–15 ◦C higher. This pattern of melting points
indicates a tendency for the ethylene–vinyl acetate copolymer to deviate from a
completely random sequence distribution.

Figure 5.12 represents a compilation of melting temperature relations for rapidly
crystallized ethylene copolymers with a set of 1-alkenes and norbornene as
comonomers.(74–76,78) The melting temperatures of ethylene copolymers with
bulkier side-group comonomers such as 1-decene, 4-methyl-1-pentene, cyclopen-
tadiene and dicyclopentadiene follow the same curve as in Fig. 5.12.(78a) The plot
clearly indicates that the melting points are independent of co-unit type under these
crystallization conditions. Since observed melting temperatures of copolymers are
known to depend on chain length the results shown have been limited to molecular
weights of about 90 000.(21) Studies of ethylene–octene copolymers with much
higher comonomer content indicate a continuation of the curve shown in Fig. 5.12
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Fig. 5.12 Plot of observed melting temperature Tm against mol percent of structural
irregularities in the chain. � HPBD; � ethylene–butene; � ethylene–hexene; � ethylene–
octene; � ethylene–norbornene. Mw � 90 000. HPBD stands for hydrogenated poly-
(butadiene).(74–76,78)

to much lower melting temperatures.(22) The results shown in the figure do not im-
ply that all comonomers with the same sequence distribution give the same melting
temperature–composition relations. In fact, this is not the case, as will be dis-
cussed in the next section where the melting temperatures of ethylene–propylene,
ethylene–vinyl chloride and ethylene–vinyl alcohol copolymers will be analyzed.

Copolymers of syndiotactic poly(propylene) behave in a similar manner.(64)
Here the copolymers with ethylene, 1-pentene, 1-hexene and 4-methyl-1-pentene
as co-units obey the same melting temperature–composition relation. On the other
hand, the copolymer with 1-butene gives higher melting temperatures than the
others. This result will also be discussed further in the next section.

The melting temperature–composition relations that were described above were
for rapidly crystallized samples. This crystallization procedure results in rela-
tively small crystallite sizes. In an alternative procedure the crystallization can be
conducted isothermally at elevated temperatures and never cooled prior to fusion.
It is then found that the melting temperatures are dependent on the nature of the
comonomer.(79) Ethylene butene and hexene copolymers behave similarly to one
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another while ethylene–octene and ethylene–norbornene give lower melting tem-
peratures. These differences can be attributed to morphological influences, partic-
ularly the perfection in the lamellae structure.

5.4.3 Melting temperature–composition relations: crystalline phase mixed

In this section, a more detailed discussion will be given of the melting temperature–
composition relation when the co-unit enters the crystalline lattice. The analysis
of this situation is more difficult than the previous case. Except in special cases, a
decision as to whether a partitioning of the B units occurs between the two phases
cannot be made solely on the basis of the liquidus. One special case is when a
variety of comonomers, each with a different size and shape, yield the same melt-
ing temperature–composition relation. Under these circumstances it is reasonable
to conclude that the crystalline phase remains pure for all of the co-units. Such a
situation has been found with a series of aliphatic copolyesters (58) and tetrafluo-
roethylene with different comonomers.(79a) On the other hand, when the melting
temperature–composition relation depends on the incorporated comonomer, as in
the case of the �-caprolactams (79b), it is reasonable to assume that at least a portion
of the co-units enters the lattice.

The failure of the Flory theory, even when extrapolated equilibrium melting tem-
peratures are used, does not necessarily mean that either comonomers or structural
defects are entering the lattice.(45) The melting point relation given by Eq. (5.42)
is for an ideal melt. Modification of this theory can be legitimately made, while
still maintaining equilibrium, without requiring that the co-unit enter the lattice.

Ideally, the solidus should be established for all cases. Except in a few rare situa-
tions a complete phase diagram, where both the liquidus and solidus are presented,
is not available. Determining the solidus for polymers, even on a compositional
basis, is a formidable matter. As theoretical considerations have indicated, the se-
quence distributions in both phases are actually required for polymers rather than
the composition. This makes the task of determining the solidus a very difficult
one. Moreover, if a mixed crystalline phase is observed a decision has to be made
as to whether it represents an equilibrium or defected state.

One method used to probe the crystallite interior involves an appropriate chemical
reaction. It is assumed that the noncrystalline region is severed from the crystalline
one by the reaction. An example of this method is the selective oxidation of ethylene
copolymers.(80–83) It is presumed that the crystalline core remains behind. The
residue can then be analyzed by several different methods. The problem here, as
well as with other chemical methods, is in establishing the reactivity, and thus the
contribution, of the interfacial region. The concentration of B units in this region
will be relatively high. Therefore, if this region is not completely removed by the
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reaction it would be construed to be part of the crystalline core. It is not surprising,
therefore, that conflicting results have been obtained by this and other chemical
methods.(84,85)

Physical methods have also been used to probe the composition of the crystalline
phase. These methods include: wide- and small-angle neutron and x-ray scattering,
vibrational spectroscopy, carbon-13 solid-state NMR and the determination of unit
cell dimensions by wide-angle x-ray scattering. The last cited method has a min-
imal interference from the interfacial region, as long as the Bragg spacings are
well-defined. Despite the difficulty in quantitatively establishing the composition
and sequence distribution of the crystalline phase, adequate evidence has been de-
veloped that demonstrates that co-units enter the lattice of many copolymers. The
co-crystallization of the A and B units manifests itself in several different ways, sim-
ilar to what is observed in binary monomeric systems. These include among others,
compound formation, isomorphism and isodimorphism. The determination of the
sequence distribution in the crystalline phase is an important and worthy challenge.

In the discussion of the melting temperature–composition relation of the
ethylene–1-alkene random copolymers (Figs. 5.11 and 5.12) ethylene–propylene
copolymers, with directly bonded methyl groups were not considered. The reason
that the discussion of these copolymers was postponed is that they have signifi-
cantly higher melting temperatures than those with either large alkyl branches
or bulker side-groups.(6,20) Detailed studies have given a strong indication of a
maximum at low branch point content in the melting temperature–composition rela-
tion for these copolymers.(6,20) The maximum in the liquidus suggests compound
formation, as is observed in many binary mixtures of metals and other monomeric
substances. It reflects the fact that the methyl group enters the lattice on an equi-
librium basis. In contrast, co-units that enter the crystal lattice as nonequilibrium
defects will invariably cause a lowering of the melting temperature. This result
represents another case where the liquidus alone is strongly suggestive of the
character of the crystalline phase. The melting temperature–composition relations
for ethylene–vinyl chloride copolymers are virtually identical to those of ethylene–
propylene.(86) Hence we can also surmise that the Cl atom enters the lattice on an
equilibrium basis. Similar studies have shown that the smaller side-groups such as
CH3, Cl, OH and O can enter the lattice of ethylene copolymers.(87) Whether they
all do so on an equilibrium basis has not been established. In contrast, the
melting temperature relations for the other ethylene–1-alkene copolymers and
ethylene–vinyl acetate are the same. It can be concluded that they act in a similar
manner with respect to incorporation into the lattice. They are excluded because
of their size. Other physical-chemical measurements support this conclusion.(21)
However, direct determination of the sequence distribution in the crystalline phase
is eventually required.
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It should be noted that the dimensions of lattice parameters, determined by
x-ray diffraction, have been commonly used to establish the purity of the crystalline
phase. Extensive studies of this kind have been carried out with polyethylene copoly-
mers.(21,88–94) The basic assumption is made that the expansion of the lattice
reflects the inclusion of the co-unit. However, Bunn has pointed out that this in-
terpretation is not unique.(95) The crystallite thicknesses of such copolymers are
relatively small, being less than 100 A

�

, depending on the composition.(74) The
strain that develops in the thick interfacial region of such thin crystallites could
easily cause the lattice expansion. Hence, the analysis of lattice parameters does
not necessarily yield definitive information with respect to the issue of interest. In
some cases this analysis has led to incorrect conclusions.

A different type of pseudo-phase diagram based on the liquidus, and involving
ethylene, is found in ethylene–vinyl alcohol random type copolymers.(96) These
copolymers are prepared by the saponification of ethylene–vinyl acetate copoly-
mers. Since the latter are in random sequence distribution the ethylene–vinyl al-
cohol copolymers have the same distribution. However, the crystallinity levels and
melting points between the two are quite different. The level of crystallinity of the
ethylene–vinyl acetate copolymer decreases continuously with co-unit content, as
was illustrated in Fig. 5.11. The crystalline phase remains pure for this copolymer.
The copolymer becomes completely noncrystalline at ambient temperature, when
the co-unit content reaches about 20 mol %. The ethylene–vinyl alcohol copolymer,
on the other hand, gives quite different results as is shown in Fig. 5.13.(96) This
rather unusual diagram for a random type copolymer requires a more detailed

Fig. 5.13 Composite plot of melting temperature against mole percent vinyl alcohol for
ethylene–vinyl alcohol copolymer.(96)
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examination of the crystalline phase. The x-ray diffraction patterns, and thus the
unit cell structures, depend on the co-unit content. The repeat distance along the
chain axis is always found to be 2.5 A

�

, which is also the same for both parent ho-
mopolymers. The unit cell structure, however, varies from orthorhombic to hexag-
onal to monoclinic as the vinyl alcohol content increases from 20 to 55 mol %.
Starting with pure poly(vinyl alcohol) there is a monotonic decrease in the ob-
served melting temperature with increasing ethylene content until a co-unit content
of about 25 mol % vinyl alcohol is reached. The portion of the phase diagram up
to this point is consistent with the crystalline phase being pure in either a mono-
clinic or hexagonal form. Atactic poly(vinyl acetate) does not crystallize. However,
poly(vinyl alcohol) prepared from the same polymer does, although hydroxyl sub-
stituents are still randomly placed on either side of the chain. From an analysis of
the x-ray diffraction pattern Bunn concluded that co-crystallization occurs, i.e. the
C—OH unit enters the crystal lattice.(97) Although hydroxyl groups are much
larger than hydrogen atoms, neither of them are very large when compared with
the space available in the crystal structure. Evidently the random removal of the H
and OH positive attached to alternate carbon atoms does not lead to serious enough
strain to prevent crystallization. Intermolecular hydrogen bonds between hydroxyl
groups will also aid in stabilizing the crystalline structure. The co-crystallization
is reflected in the basic thermodynamic properties of these copolymers. For the
copolymers containing 75 mol % of ethylene and greater, the melting temperature
becomes invariant with composition. This result suggests that the sequence distribu-
tion is the same within the crystal and liquid phase. The melting temperature that is
extrapolated to pure polyethylene is consistent with that of a branched polyethylene
(formed by free-radical polymerization under high pressure) that is crystallized and
melted in a similar manner. A qualitatively similar pseudo-phase diagram has also
been observed with certain poly(imide) copolymers.(98)

Melting temperature–composition relations for isotactic and syndiotactic copoly-
mers with the 1-alkenes as comonomers give results similar to those found with
the ethylene copolymers. With the exception of ethylene as a comonomer, the
melting temperature–composition relations of isotactic poly(propylene)–1-alkene
copolymers delineate a common curve for rapidly crystallized samples. However,
with ethylene as comonomer the melting temperatures are higher.(99) Solid-state
carbon-13 NMR has shown that in this case a portion of the ethyl groups enter
the crystal lattice.(100) As noted earlier among the syndiotactic poly(propylene)–
1-alkene copolymers, it is the butene comonomer that gives melting temperatures
that are greater than the others.(64) In this case a new crystal structure is formed,
the details of which remain to be completely defined.(64,101)

Natta (102) has described two types of isomorphism. In isomorphism itself,
both units participate in the same crystal structure over the complete composition
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range. In the other type, termed isodimorphism, the system consists of two different
crystalline structures. The formation of one or the other depends on the sequence
distribution (composition) of the crystalline phase. Examples of these types of re-
placements are found in virtually all copolymer types including copolyamides,
(103–109), synthetic and natural copolyesters (110–115), vinyl copolymers
(102,116–118), diene polymers (119), poly(olefins) (120–123), poly(aryl ether
ether ketones) (124) and poly(phenyls) (125). A detailed summary of other copoly-
mers where co-crystallization occurs can be found in Ref. (126). There appear to
be two underlying principles that govern isomorphic replacement.(126) These are
that the two repeating units should have the same shape and volume and that the
new ordered chain conformation be compatible for both types. The principles that
are involved can best be illustrated by examining a few examples.

In a formal sense the crystallization of poly(vinyl alcohol) can be considered
to be the result of isomorphic replacement.(97) Similarly, the crystallization of a
poly(vinyl fluoride) with an essentially atactic structure has been reported.(117) In
this case the individual chains adopt a planar zigzag conformation in the crystal
structure. Here the randomly placed atoms that replace each other are hydrogen and
fluorine. Their van der Waals radii of ∼1.25 A

�

and 1.35 A
�

respectively are close
enough for their substitution. Poly(trifluorochloroethylene) can achieve a relatively
high degree of crystallinity, despite its stereoirregularity. The small difference in
the van der Waals radii of chlorine and fluorine is such as to allow a substitution
and thus a high level of crystallinity, despite the irregular distribution of two kinds
of atoms.

Copolymers of isotactic poly(styrene) with either o-fluorostyrene or p-fluoro-
styrene have been shown, by wide-angle x-ray diffraction, to be crystalline over
the whole composition range.(102) All of these copolymers have the same crys-
talline structure. The lattice constants in the direction of the chain axis are also the
same and there are only slight deviations in the perpendicular directions. The melt-
ing temperatures vary continuously from that of the pure isotactic poly(styrene) to
that of poly(o-fluorostyrene). This type isomorphism results from the fact that the
corresponding homopolymers have the same repeat distance. In addition fluorine
and hydrogen atoms have similar sizes so that fluorine can replace a hydrogen so
that there are no critical van der Waals contacts with neighboring atoms. Conse-
quently the two units can be substituted for one another on the same lattice site.
This substitution causes only small variations in the lattice constant in direction
normal to the chain axis.

The copolymers of isotactic poly(styrene) and p-fluorostyrene are also crys-
talline over the complete composition range. However, in this case the two corre-
sponding homopolymers have different crystal structures and symmetries. Isotactic
poly(styrene) has a threefold-helical structure while poly(p-fluorostyrene) has
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Fig. 5.14 Plot of melting temperatures of isotactic styrene–p-fluorostyrene copolymers as
a function of mole fraction of p-fluorostyrene. (From Natta (102))

a fourfold one. The copolymers are formally classified as being isodimorphic.
The melting temperatures are essentially a linear function of composition as is il-
lustrated in Fig. 5.14.(102) Copolymers richer in styrene have the former structure,
thus those richer in p-fluorostyrene have the latter one. The melting temperatures
of poly(aryl ether ketone ketone) comprised of terephthalic and isophthalic units
show a similar composition relation.(124)

Copolymers of 4-methyl-1-pentene with 4-methyl-1-hexene and ispropyl vinyl
ether with sec butyl vinyl ether have also been shown to be isomorphic.(126) The
melting points are not always a linear function of composition but the levels of
crystallinity are relatively high, consistent with co-crystallization over the complete
composition range.

Random copoly(esters) and copoly(amides) provide a set of polymers that are
fruitful in yielding information about co-crystallization and isomorphic replace-
ment. In particular the role of the distance between the carbonyl groups in the
diacids can be explored in detail. As an example, Edgar and Hill (103) pointed out
that the distances between the carbonyl groups in terephthalic and adipic acid
are almost identical. Therefore, it could be anticipated that copoly(amides) and
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Fig. 5.15 Plot of melting temperature against composition of hexamethylene adipamide/
terephthalamide (�) and hexamethylene sebacamide/terephthalamide (X) random copoly-
mers. (From Edgar and Hill (103))

copoly(esters) of these co-units would be isomorphic. This expectation is reached
for these copoly(amides), as is illustrated in Fig. 5.15.(103) Here the melting
temperature–composition relation for the copolymer hexamethylene terephthala-
mide with adipamide is a smooth monotonic function consistent with isomorphic
replacement over the complete composition range. No minimum in the melting
point–composition relation is observed. This curve can be compared with that for
copolymers of hexamethylene terephthalamide with sebacamide. This system gives
a minimum in the melting temperature. It is consistent with the crystalline phase
remaining pure and each component crystallizing separately. This is the expected re-
sult since the hexamethylene terephthalamide unit is not accommodated within the
hexamethylene sebacamide lattice. Having comonomeric units of identical length
is not however a sufficient condition for co-crystallization. This is evident from the
observation that co-crystallization is not observed in the corresponding copoly(ester)
of ethylene adipate–terephalate.(103) It was postulated that the interchain hydrogen
bonding in copoly(amides) is necessary to maintain the p-phenylene linkage parallel
to the chain axis to ensure the co-crystallization.

Tranter(107) has studied a series of copoly(amides) based on hexamethylene di-
amine and dibasic acids. Only one of the copolymers, hexamethylene diamine and
p-phenylene dipropionic acid, gives a linear softening point–composition curve
typical of isomorphic replacement. All the other copoly(amides) studied gave a min-
imum (eutectic type) softening point–composition diagram. However, from x-ray
diffraction studies it was concluded that despite this type liquidus the second com-
ponents dissolved in the lattice of the first until a critical concentration was reached.
At this point the lattice structure changed rather abruptly. Now the second com-
ponent was dissolved in the first, so that isodimorphism occurred. As a matter
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of general principle, a minimum in the melting temperature–composition of the
liquidus curve does not require the crystalline or solid phase be pure. Several dif-
ferent solidi are consistent with this type of liquidus. Unfortunately, with but few
exceptions, only the liquidus has been determined with copolymers, so that its
interpretation is not unique. Studies with the copoly(amides) indicate that a more
definitive and comprehensive set of guiding principles are needed in order to pre-
dict isomorphic replacement between pairs of repeating units.(104–106,108,127)
Subtle differences in the structural and chemical nature of the repeating units are
involved in determining whether the crystalline phase remains pure or if complete
or partial isomorphic replacement of one type or the other takes place. Ultimately,
a direct study of the crystalline phase is usually required.

Copoly(esters) follow a similar pattern with respect to isomorphic replacement.
Again, specific examples have to be examined. Evans, Mighton and Flory studied
a series of copolymers based on either decamethylene adipate or decamethylene
sebacate.(58) The melting point depression of copolymers of poly(decamethylene
adipate), with methylene glycol as comonomer is substantially less than observed
for other co-units where the crystalline phase is pure. It was concluded that the
situation was analogous to solid solution formation, but that the B units did not
replace A units indiscriminately. The melting temperatures of copolymers that
contained bulkier cyclic co-ingredients are in close agreement with expectations
for a pure crystalline phase, consistent with structural considerations.

Copolymers of hexamethylene sebacate with decamethylene adipate and de-
camethylene sebacate with hexamethylene adipate show eutectic type minima in
their respective melting temperature–composition relations.(128) However, high
levels of crystallinity, characteristic of the respective homopolymers, are formed
over the complete composition range. This result is not characteristic of a random
copolymer with a pure crystalline phase. In the latter case a significant reduction
in crystallinity level and marked broadening of the fusion range is expected and is
observed. It can be concluded that in each of these copoly(esters) both repeating
units participate in a common lattice.

A rare example of where both the liquidus and solidus, and thus the complete
phase diagram, were determined can be found in the work of Hachiboshi et al. who
crystallized random copolymers of ethylene terephthalate with ethylene isophtha-
late over the complete composition range.(110) The wide-angle x-ray patterns of
these copolymers change systematically with co-unit content. It was concluded
that the two units can co-crystallize and form a new unit cell. The complete phase
diagram is shown in Fig. 5.16.(110) The solidus was determined by assuming the
additivity of the lattice spacings. The phase diagram is a classical one. It even con-
tains an azeotropic point. Polymer crystallization, therefore, is not atypical. For low
molecular weight systems the liquid and solid must have the same composition, or
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Fig. 5.16 Complete phase diagram for ethylene terephthalate–ethylene isophthalate ran-
dom copolymers. (From Hachiboshi, et al. (110))

Fig. 5.17 Plot of melting temperature against the melt composition for random copolymers
of 3-hydroxy butyrate and 3-hydroxy valerate. (From Scandala, et al. (131))

activity at the azeotropic point. For random copolymers, the comparable require-
ment would be that the sequence propagation probability be the same in both phases.
With the utilization of advanced techniques to probe the structure and composition
in the solid state, presentations of complete phase diagrams can be anticipated in
the future.

The crystallization of bacterial synthesized random copoly(esters) of 3-hydroxy
butyrate (3HB) with 3 hydroxy valerate (3HV) has been extensively stu-
died.(114,115,129–135) The melting temperature–composition relation, based on
the liquidus, is given in Fig. 5.17.(131) A pseudo-eutectic point is found at 41 mol %
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3HV. Further studies are needed to establish the composition of the crystalline
phase. The level of crystallinity is greater than 50% over the complete composition
range (131,134) indicating that some type of co-crystallization has occurred. This
conclusion is supported by wide-angle x-ray diffraction studies.(114,129,130) The
x-ray patterns can be divided into two parts depending on the 3HV content. Below
41 mol % of 3HV the basic 3HB lattice accommodates the 3HV comonomer, as
demonstrated by the increase in the a and b unit cell dimensions. At higher con-
centrations, above 55 mol %, the opposite situation occurs. The x-ray patterns now
show that the poly(3HV) unit cell is present with a decrease in the b dimension
in the unit cell. In the copolymer that contains 41 mol % 3HV, crystallites of both
poly(3-hydroxy butyrate) and poly(3-hydroxy valerate) coexist, as would be ex-
pected at a pseudo-eutectic point. This set of copolymers clearly shows a classical
case of isodimorphism.(114) In retrospect, this result should not be too surprising.
The two comonomers are chemically and geometrically similar as are the crystal
structures of their respective homopolymers. Both of the monomers have the same
backbone structure. The only difference is in the side chains; a methyl group in
3HB and an ethyl group in 3HV. Each homopolymer crystallizes as a 21 helix with
similar repeat distances. The rather stringent requirements for isodimorphism are
accentuated by the fact that a copolymer of 3-hydroxy butyrate 4-hydroxy butyrate
does not show isomorphism at 16 mol %.(129) Consequently, the crystallite size
and crystallinity level are less than the corresponding 3HV copolymers. In a sim-
ilar manner copolymers of 3-hydroxy butyrate with 3-hydroxy hexamate do not
give any indication of any form of isomorphism or crystallization.

Solid-state carbon-13 NMR studies of these copolymers also demonstrate isodi-
morphism over the complete composition range.(135,136) These studies are consis-
tent with the plot in Fig. 5.17 and the x-ray diffraction results. Moreover, the NMR
studies have also shown that the 3HB/3HV ratio in the crystalline phase of poly-
(3-hydroxy butyrate-co-3-hydroxy valerate) is less than that for the nominal com-
position of the copolymer. The minor component thus enters the lattice at a smaller
concentration than the composition of the pure melt. The ratio of 3HV in the crystal
to that in the melt increases with increasing 3HV content. In principle, a complete
conventional type phase diagram based on composition could be obtained by this
method. We should recall, however, that when treating copolymers the important
quantity is the sequence distribution within the crystal relative to that of the
melt.

A similar type of pseudo-phase diagram is shown in Fig. 5.18 for random copoly-
mers of ethylene terephthalate (PET), and ethylene naphthalene 2,6-decarboxylate
(PEN).(112,137) The data points corresponding to the different crystallization
procedures are very close to one another. Wide-angle x-ray diffraction studies have
shown that significant crystallinity is present in fibers of these random copolymers.
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Fig. 5.18 Plot of melting temperature against melt composition for random copolymers
of ethylene terephthalate and ethylene naphthalene 2,6-dicarboxylate for different crys-
tallization procedures. � dynamic crystallized sample; � annealed sample; � fiber sample,
� annealed fiber sample. (From Lu and Windle (112))

The lattice parameters vary with composition in a way that indicates that the crystals
are composed of both types of units. The crystallites are made up of both ethylene
terephthalate and ethylene naphthalate units. A transition in crystal structure occurs
at 70 mol % ethylene terephthalate, corresponding to a composition slightly to the
right of the minimum in Fig. 5.18. These features are reminiscent of those found
in the 3HB/3HV copolymers.

Random copolymers of ethylene 2,6 naphthalate and hexamethylene 2,6 naph-
thalate (PHN) illustrate the subtleties involved for co-crystallization to occur. Upon
crystallization this system gives a typical eutectic type pseudo-phase diagram based
on the liquidus.(113) However, there is no indication of co-crystallization occur-
ring anywhere in the composition range. The copolymers rich in ethylene units
only form PEN crystals; while those rich in hexamethylene only form PHN crys-
tals. The importance of the lengths of the repeating units for co-crystallization is
emphasized here, as in the following example. Ethylene terephthalate (ET) and
1,4-cyclohexene dimethylene terephthalate (CT) have similar chemical structures
but their repeat distances are different. Despite this, co-crystallization to a limited
extent is found in copolymers of the two monomers.(138,138a) In the ET rich
composition range only poly(ethylene terephthalate) type crystallites are formed.
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However, in the composition region rich in CT, ET units are incorporated to some
extent into the CT lattice.

The experimental results presented in this section have shown that for co-units
to enter the lattice is not an uncommon occurrence. However, whether or not co-
crystallization is taking place cannot be decided solely on the basis of the liquidus.
Although some guiding principles have been set forth, the fundamental structural
basis for co-crystallization has not as yet been firmly established. It should be
recalled that for low molecular weight substances, as well as for polymers, it cannot
be decided a priori whether the co-unit or second component enters the crystal
lattice. In developing a theory it is necessary to make a basic assumption with regard
to the constitution of the crystalline phase. The theoretical results give one guidance
as to what to seek in order to differentiate between the two cases. Therefore, it is
necessary to probe the crystalline phase by appropriate experimental methods in
order to establish its purity. Ideally, the solidus also needs to be determined. In
order to establish a proper and complete phase diagram it is necessary to stipulate
the sequence propagation parameters, pA and pC of the respective phases rather
than the compositions. These quantities will be different in each of the phases.
The determination of pC is a difficult matter and it will depend on the details
of the isomorphic structure. As has been noted earlier, several equilibrium and
nonequilibrium theories have been developed to account for co-crystallization.
These theoretical developments have all been based on the composition in the
crystalline phase.

Despite the shortcomings that have been described, efforts have been made to ex-
plain isomorphism and isodimorphism based on the theories that have been outlined.
Equilibrium theories as embodied in Eqs. (5.33) and (5.35) will require equilibrium
melting temperatures, or approaches thereto. Observed melting temperatures can
be used with nonequilibrium theories. Unfortunately, for cases where it has been
established that co-units enter the lattice, the proposed equilibrium theories have
been tested with directly observed melting temperatures. In some instances, at-
tempts to account for the small crystallite thicknesses have been made by invoking
the Gibbs–Thomson equation.(16) However, there are other factors that cause the
observed melting temperatures to be reduced from the required equilibrium ones.

As an example of the problems involved consider the melting temperature re-
sults for copolymers of ethylene terephthalate–ethylene naphthalene 2,6-decar-
boxylate.(13,112,137) This set of copolymers is isodimorphic over the complete
composition range. An analysis has been given that includes the Flory ideal model
given by Eq. (5.42) and the equilibrium Sanchez–Eby model Eq. (5.33). The for-
mer assumes that the crystalline phase is pure; the latter that the B units enter the
lattice on an equilibrium basis. Also, the Baur analysis, Eq. (5.38) has been invoked.
The latter, a modification of the Flory theory, assumes that the average sequence
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Fig. 5.19 Plot of melting temperatures of ethylene terephthalate–ethylene naphthalene
2,6-decarboxylate copolymer as functions of melt composition for different theoretical
models. Flory model Eq. (5.24), Baur model Eq. (5.38); composite model Eq. (5.41). Solid
points: experimental results(112,137). (From Wendling and Suter (13))

length dominates the melting. A composite model represented by Eq. (5.35) was
also considered. This model combines the Sanchez–Eby (equilibrium, B units in
the lattice) with the Baur theory for the crystalline phase being pure. The results of
the analyses are summarized in Fig. 5.19.(13) Directly observed, nonequilibrium
melting temperatures are used.

The Flory model predicts higher melting points, as would be expected, and should
not even be considered here. The basic tenets of the theory do not apply to this set
of experimental data since it has been established that the crystalline phase is not
pure. Equation (5.38) gives a reasonable agreement with the experimental data over
a major portion of the composition range. However, the theory again requires a pure
crystalline phase. The hybrid, composite theory, Eq. (5.41), can be made to fit the
experimental data. However, it requires large variations in the parameters ε/RT
with composition. Thus, even with the assumptions that have been made, and the
use of diverse physical situations, none of the theories that have been proposed
satisfactorily explain this data set. It is not difficult to fit this type of data since
ε is treated as an arbitrary parameter and is allowed to vary with composition.
The physical significance is of concern for this reason and for combining two
different theories: in one the crystal phase is pure, in the other it is not. A similar fit
has also been obtained in the analysis of the melting temperature of the 3-hydroxy
butyrate–3-hydroxy valerate copolymers.(138b)

It is possible to grow large copolymer crystals by taking advantage of the si-
multaneous polymerization and crystallization of certain monomers.(139–141)
Wegner and collaborators have taken advantage of this technique to prepare
well-defined, large crystals of poly(methylene oxide) from trioxane as well as
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Fig. 5.20 Plot of melting temperatures against mole fraction of comonomers for copoly-
mers of poly(methylene oxide) formed by solid-state polymerization. Comonomers: �
—CH2—CH2—O—; � —(CH2)3—O—; � —(CH2)4—O—; � —(CH2—CH2—O—)2.
(From Dröscher, et al. (144))

copolymers from trioxane with other cyclic ethers as comonomers.(142–147) The
reaction proceeds until chemical equilibrium between the solid, crystalline poly-
mer and the residual monomer is reached. Moreover, if the crystals are annealed
in these closed systems, smaller crystals dissolve in favor of further growth of the
already existing larger ones. Crystals as large as 10 µm in diameter and 1 µm in
the chain direction can be obtained by this method.(141) Random copolymers are
formed by this polymerization procedure so that the comonomer units are now ran-
domly distributed within the crystal.(143) This unique and well-defined sequence
distribution within the crystal, is a consequence of equilibrium polymerization.

The melting temperature–composition relations of such copolymers are quite
interesting. Figure 5.20 is a plot of the melting temperatures of the nascent, as-
polymerized copolymers, of poly(methylene oxide) against the mole fraction, X2,
of incorporated comonomer.(144) The comonomers used are indicated in the leg-
end. The mole fraction at which extended chain crystals could be maintained ranges
from 0.057 to 0.18. This is a very unique plot in that at low concentrations of co-units
there is a monotonic depression of the melting temperature with mole fraction of the
co-unit. However, in all cases there is a plateau region that appears at approximately
the same melting temperature. At this point the melting temperature is independent
of composition. Similar results have also been observed with epichlorohydrin (146)
and phenyl glycidyl (147) as comonomers. Among these copolymers only the one
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with 1,3-dioxolane as comonomer could be prepared at concentration beyond the
plateau. At X2 � 0.15 a monotonic decrease in the melting temperature is again
observed. The interpretation of Fig. 5.20 presents a unique and complex situation.
Because extended chain crystals are involved it might be expected that close to
equilibrium conditions would prevail. Under these circumstances the sequence
distributions will be the same in the crystal and the melt at the melting temperature.
Since the parameter p is the same in both states, to a first approximation the melting
temperature should be independent of composition. Although this condition is
fulfilled in the plateau region it is clearly not at the low comonomer concentration.
The problem is that although the distribution in the nascent crystallite is a conse-
quence of polymerization equilibrium, it does not follow that starting with the melt
the same distribution would result under equilibrium crystallization conditions. It
is conceivable that at the low comonomer concentration the sequence distribution is
disturbed so that either the crystalline phase remains pure or smaller than equi-
librium values of the co-units enter the lattice. The results embodied in Fig. 5.20 are
interesting and important. However, they are not subject to an obvious interpretation
over the complete composition range. Once melted, and allowed to recrystallize,
conventional behavior is observed.(143) Melting temperatures are depressed by
about 10 ◦C for the homopolymers to about 30 ◦C at X2 = 0.1 for 1,3-dioxalane as
comonomer.(146)

It should be noted in concluding this section that the fibrous and globular pro-
teins, as well as the nucleic acids, possess crystal structures that allow different
chemical repeating units of the same general type to enter the crystal lattice. Crys-
tallographic analysis indicates a stereochemical identity among many of the amino
acid residues and the nucleotides. Under favorable circumstances, the simpler syn-
thetic copolymers behave in a similar manner.

5.5 Branching

Another type of structural irregularity that influences melting and crystallization is
long chain branching. The reason is that the branch points are structurally different
from other chain units. The role of short chain branches of regular length, as for
example the random ethylene–1-alkene copolymers, has already been discussed.
In this case the melting temperature relations can be expressed in a formal manner.
Long chain branches, on the other hand, are not usually of uniform length. Most
often the branches are of sufficient length so that they can also participate in the
crystallization.

Long chain branched polyethylene, commonly termed low density polyethy-
lene typifies this class of polymers. Thermodynamic measurements, such as heat
capacity (148,149) and specific volume,(150,151) indicate that long chain branched



194 Fusion of copolymers

Fig. 5.21 Plot of relative volume against temperature. Curve A for linear polyethylene
(polymethylene); curve B for long chain branched polyethylene.(151)

polyethylene melts vary broadly. In typical copolymer fashion approximately half
of the crystallinity disappears over a 40 ◦C temperature interval. A comparison of
the course of fusion between linear polyethylene (polymethylene) and a long chain
branched polyethylene is shown in Fig. 5.21.(151) The differences between the two
polymers are readily apparent. The linear polymer melts relatively sharply, 70% of
the crystallinity disappears in only a 3 to 4 ◦C interval. In comparison the fusion
of the branched polymer takes place over the complete temperature range of study.
There is also about a 20 ◦C difference in the observed melting temperatures.

Qualitatively similar melting point depressions are observed in long chain
branched poly(ethylene terephthalate)(152) and poly(phenylene sulfide).(153) The
extrapolated equilibrium melting temperatures of poly(phenylene sulfide) decrease
by 11 ◦C with a modest concentration of long chain branches. Coincidentally, the
extrapolated equilibrium melting temperatures of poly(ethylene terephthalate) also
decrease by 11 ◦C for the range of branch concentrations studied.
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Multi-arm, or star polymers represent model branched systems. Such polymers
have been synthesized from �-caprolactam. Extrapolated equilibrium melting tem-
peratures were obtained for the linear, three-arm and six-arm polymers of com-
parable molecular weights.(154) The directly observed melting temperatures were
systematically lowered as the branching content increased. This was reflected in
the equilibrium melting temperature which decreased by 8 ◦C from the linear poly-
mer to the six-arm star one. This decrease in the extrapolated equilibrium melting
temperature is greater than would be expected based solely on the concentration
of branch points and their disruption of the structural regularity of the chain. The
concentration of arms from a common branch point plays an important role in this
regard.

5.6 Alternating copolymers

When there is a strong tendency for the comonomeric units to alternate, i.e. when
p � XA, a large depression of the melting temperature is predicted by Eq. (5.26).
This expectation is based on the assumption that only the A units crystallize and the
crystal structure corresponding to that of the homopolymer forms over the complete
composition range. This condition is usually difficult to fulfill.

An example of the melting temperature–composition relation for an alternating
copolymer is that of ethylene and chlorotrifluoroethylene, shown in Fig. 5.22.(155)
The observed melting temperatures are plotted against the mole fraction of the
ethylene units. A maximum in the melting temperature is observed at equal mo-
lar ratios of the two components. This temperature, 264 ◦C, corresponds to the

Fig. 5.22 Plot of melting temperature against mole fraction of ethylene units for alternating
copolymers of ethylene–chlorotrifluoroethylene. (From Garbuglio, et al. (155))
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melting of a sequence of C2H4C3F3Cl repeating units and is much higher than
that of the corresponding homopolymers. Compositions above and below the equi-
molar concentration represent incomplete alternation. The plot in Fig. 5.22 is ob-
viously different from that expected for a random copolymer. Enthalpies of fusion,
�Hu, per repeat unit of this comonomer pair have been reported to be 3175 and
4500 cal mol−1.(155,156) It does not necessarily follow from these results that the
melting temperature of the perfectly alternating copolymer will always be greater
than the corresponding homopolymer.

A classic example of an alternating type copolymer is found in ethylene–carbon
monoxide. Copolymerization of this copolymer pair by either free-radical methods
or by γ-radiation at low temperature does not lead to perfect alternation.(157,158) In
contrast, perfectly alternating copolymers of ethylene–carbon monoxide, as well as
carbon monoxide with other olefins have been prepared by the use of homogeneous
palladium catalyst systems.(159–161) The alternating ethylene–carbon monoxide
copolymer is polymorphic. The α form is stable at low temperatures and transforms
to the β form at about 140 ◦C. The melting temperature of the β form is approxi-
mately 255 ◦C, for the palladium catalyzed polymer (162), and is about 10 ◦C higher
than the corresponding copolymer prepared by free-radical polymerization.(162)
There is a systematic decrease in the melting temperature with increasing carbon
monoxide concentration.(158,162,163) The melting temperature of the alternating
copolymer is much greater than that of linear polyethylene and any of its ran-
dom copolymers. This is a consequence of the high extent of alternation and the
formation of a different crystal structure.

The unit cell of the α polymorph is orthorhombic, similar to that of polyethylene,
and the chains have a planar zigzag conformation. However, the repeat distance in
the chain direction is 7.60 A

�

.(162,164) The repeat distance changes discontinuously
from this value to 2.54 A

�

, typical of polyethylene, as the co-unit ratio changes from
1:1 to 1.3:1 (44% to 50% CO). At the higher ethylene concentrations the crystal
structure reverts to that of polyethylene. The a dimension decreases while the b
increases with ethylene content. The difference between the unit cell structures of
the two polymorphs is in the chain packing, resulting in changes in the a and b
dimensions. The density of the unit cell of α modification, 1.39 g cm−3, is higher
than that for the β form.

A plot of the observed melting temperature against the mole percent of CO is
given in Fig. 5.23 for the alternating copolymer, polymerized by γ-radiation.(158)
From about 39% to 50% CO there is a linear increase in melting temperature until
the equimolar composition is reached. The maximum melting temperature of this
copolymer is 244 ◦C and is substantially higher than that of linear polyethylene and
any of its radom copolymers.
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Fig. 5.23 Plot of melting temperature against CO concentration for alternating ethylene–
carbon monoxide copolymers. (Adapted from Colombo, et al. (158))

To analyze the melting temperature–composition relation in more detail we as-
sume, following Starkweather, that the new AB type crystal structure can be treated
as the crystallizing unit in a random copolymer.(163) Thus, if y represents the frac-
tion of CO, the concentrations of crystallizable CH2CH2 CO and noncrystallizable
CH2CH2 units are proportional to y and 1 − 2y respectively. The fraction of crys-
tallizable units X is then given by

X = y

1 − y
(5.43)

The Flory relation, for random sequence distribution, then becomes

1

Tm
− 1

T 0
m

= −
(

R

�Hu

)
ln X (5.44)

The melting point data of Fig. 5.23 are plotted in Fig. 5.24 according to Eq. (5.44).
Good agreement is obtained between experiment and theory substantiating the
analysis given above. Similar results are obtained when the melting temperature
relation of alternating copolymers of ethylene–chlorotrifluoroethylene is treated in
the same manner.
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Fig. 5.24 Plot of reciprocal melting temperature against ln X, the fraction of crystal-
lizable units, for the alternating copolymers of ethylene and carbon monoxide. (From
Starkweather (163))

The question arises as to the reason for the high melting temperatures of the
ethylene–carbon monoxide copolymers relative to that of linear polyethylene. There
is about a 100 ◦C temperature difference. It has been proposed that this difference
is due to the packing energy in the crystal and is thus reflected in �Hu.(162,165)
On the other hand it has been thought to be due to a low value of �Su, caused
by disorder in the crystal and a preference for extended chain conformation in
the melt.(163) The latter idea is, however, not supported by rotational isomeric
state calculations.(165) The �Hu value for this poly(ketone) was determined to be
225 J g−1, or 12.6 kJ mol−1, by the diluent melting point depression method.(166)
This result compares favorably with estimates from model compounds.(161) The
corresponding value of �Su of 5.3 e.u. mol−1 is not unduly low. The packing energy
appears to play a major role in determining the high melting temperature.

Linear alternating copolymers of CO with either propylene, 1-butene, 1-hexene,
norbornene or styrene have also been prepared using palladium type catalysts.(161)
The melting temperatures of the crystalline propylene–carbon monoxide copoly-
mers are much lower than those of ethylene–carbon monoxide. A melting tem-
perature of 165 ◦C has been obtained for a highly regioregular chain. Alternat-
ing copolymers of carbon monoxide with either butene or hexene have not been
crystallized.(167) Syndiotactic styrene–carbon monoxide copolymers have melt-
ing temperatures as high as 280 ◦C. A melting temperature for isotactic, optically
active alternating copolymers of styrene–carbon monoxide has been reported as
353 ◦C.(168)
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Pairs of olefins can also form alternating copolymers. By hydrogenating syn-
diotactic poly(cis-1,4-pentadiene) an alternating syndiotactic ethylene–propylene
copolymer is formed.(169) The melting temperature of the copolymer, 39 ◦C, is well
below the melting temperature of the respective homopolymers. The Bragg reflec-
tions characteristic of the copolymer are quite different from either linear polyethy-
lene or syndiotactic poly(propylene), indicating the formation of a new crystal
structure. Perfectly alternating copolymers of olefin pairs have also been prepared
using metallocene type catalysts.(170,171) These include ethylene–propylene and
ethylene–1-octene, among others.

Copolymers of tetrafluoroethylene show a strong tendency for alternation with
either ethylene, propylene or isobutylene as comonomers.(172–174) The alter-
nating copolymers with ethylene have a crystal structure that is quite different
from either polyethylene or poly(tetrafluoroethylene).(175) The form of the melt-
ing temperature–composition relation is similar to that shown in Fig. 5.22 for the
alternating ethylene–chlorotrifluoroethylene copolymers. The maximum melting
temperature at the equimolar composition, where the extent of alternation is greater
than 90%, is 285 ◦C. This melting temperature is substantially greater than that of
linear polyethylene, and about 60 ◦C lower than that of poly(tetrafluoroethylene).

Copolymers of tetrafluoroethylene with isobutylene are crystalline in the equimo-
lar range.(174) The maximum melting temperature of 203 ◦C corresponds to the
equimolar composition. The x-ray diffraction pattern did not show any correspon-
dence with the homopolymer of poly(tetrafluoroethylene). The prepared copoly-
mers were not crystalline outside a narrow composition range. It is unresolved
whether crystallinity could be induced over a wider composition range, or if the
sequence distribution is such as to preclude the development of crystallization.
In contrast, the copolymers containing propylene did not display any crystallinity
over the complete composition range. This result appears to indicate a low level of
stereoregularity for the propylene comonomer.

Some general features have emerged from the discussion of the crystallization and
melting behavior of highly alternating copolymers. Almost invariably a new crystal
structure is formed that is different from that of the corresponding pure homopoly-
mers. Thus, structural similarity is not a requirement for alternating copolymers to
crystallize, or to be crystallizable. This conclusion reflects one of the unique prop-
erties of alternating copolymers. Consequently, it is found that crystallization can
occur with unlikely, or unexpected, comonomer pairs. Melting temperatures of the
copolymers can be higher than either of the respective homopolymers with some
pairs, lower than both in others and in between in some cases. Detailed analysis
of the melting point relations in terms of the structure of the alternating crystalline
sequence is hampered by lack of knowledge of the appropriate thermodynamic
parameters that govern fusion.
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5.7 Block or ordered copolymers

A class of copolymers of particular interest are block or ordered copolymers. They
are also known, in special situations, as multiblock or segmented copolymers. In this
type copolymer identical chain units are organized into relatively long sequences.
The sequence propagation probability parameter p is, therefore, much greater than
XA and approaches unity in the ideal case. Consequently the equilibrium melting
temperature Tm is expected to be very close to that of the pure homopolymer,
provided that the melt is homogeneous and the crystalline phase is pure and devoid
of any permanent built-in morphological constraints. Extensive research concerned
with the crystallization of block copolymers has been reported. Thus, the literature
on the subject is voluminous. Therefore, no effort will be made here to give a
complete compilation of the literature. Rather, the usual procedure will be followed
of seeking out examples that illustrate the basic principles that are involved.

The long sequences of A and B units of a block copolymer can be arranged in
several different ways. A diblock copolymer, schematically represented as

AB

is characterized by the length of, or number of repeats in each of the sequences.
A triblock copolymer has two junction points of dissimilar units and can be repre-
sented as

ABA or BAB

It is also characterized by the molecular weight of each block. A multiblock, or
repeating copolymer can be represented in general as

(A−A−−−A−A−A)n (B−B−B−−−B−B−B)m

where the sequence lengths of each type sequence can be either constant or variable.
Block copolymers do not have to be linear. For example star-shaped or “comb”
polymers can be composed of distinct blocks. For illustrative purposes we shall
limit ourselves to just two different types of repeating units. The principal interest
is in crystalline, or crystallizable, blocks. There are two possible situations. In one,
both blocks are potentially crystallizable. In the other only one block is able to
participate in the crystallization. The case where both blocks are amorphous, or
noncrystallizable, is not of interest in the present context.

Before examining the crystallization behavior of block copolymers it is neces-
sary to first understand the nature of the melt. This is an important concern since it
is from this state that crystals form and into which they melt. For reasons that will
become apparent this is a particularly important consideration in understanding the
crystallization and melting of block copolymers. The melt of a block copolymer is
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not necessarily homogeneous, even under equilibrium conditions. The melt can be
heterogenous with a definite supermolecular, or domain structure. This melt struc-
ture is unique to ordered copolymers and represents an equilibrium property of the
melt. It can be expected that a heterogeneous melt will affect the crystallization
kinetics, because crystallization will occur in a constrained space. The thermody-
namic properties should also be altered relative to the homogeneous melt. In turn
the equilibrium melting temperature will be influenced.

The basis for understanding the structure of block copolymers in the liquid state
is related to the problem of mixing two chemically dissimilar polymers, as was
discussed in Chapter 4. To review briefly, two chemically dissimilar homopolymers
will be homogeneous when the free energy of mixing is negative. The entropy to be
gained by mixing two such homopolymers is very small owing to the small number
of molecules that are involved. Therefore, only a small positive interaction free
energy is sufficient to overcome this inherent mixing entropy. Immiscibility thus
results. It can be expected, in general, that two chemically dissimilar polymers will
be incompatible with one another and phase separation will occur. As was pointed
out when discussing miscible binary blends, exceptions will occur between polymer
pairs that display favorable interactions.

Consider now a block copolymer composed of two chemically dissimilar blocks
each of which is noncrystalline. The same factors that are involved in homopoly-
mer mixing will still be operative so that phase separation would be a priori ex-
pected. However, since the sequences in the block copolymer are covalently linked,
macrophase separation characteristic of binary blends is prevented. Instead, mi-
crophase separation and the formation of separate domains will occur. The linkages
at the A–B junction points further reduce the mixing entropy. There has to be a
boundary between the two species and the junction point has to be placed in this
interphase. The interphase itself will not be sharp and will be composed of both A
and B units. Mixing of the sequences, and homogeneity of the melt, will be favored
as the temperature is increased. There is then a transition temperature between the
heterogeneous and homogeneous melt, known as the order–disorder transition.

The details of phase separation in block copolymers depend on the chain
lengths of the respective blocks, their interaction and the temperature and pressure.
Microphases will tend to grow in order to reduce the surface to volume ratio and
hence reduce the influence of the interfacial free energy associated with the bound-
ary between the two domains. However, the restriction on the localization of the A–B
junction point is important and acts to restrain the growth. These opposing effects
will produce a minimum in the mixing free energy that will depend on the size and
shape of the domain for a given composition and molecular weight of the species.
Depending on the composition and molecular weight of the blocks, phase separa-
tion is favored by specific domain shapes. The simplest shapes calculated, as well
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as observed, are alternating lamellae of the two species; cylinders (or rods); spheres
of one species embedded in a continuous matrix of the other. Phase diagrams in the
melt, involving the different possible microphases have been calculated.(176–184)
Interaction with a solvent, prior to microphase separation, can exert a profound
influence on the size and shape of the domain. This is due to specific interaction
with a particular block. In solution various micellar type structures are found, the
specifics of which are dependent on the nature of the solvent.

For most of the AB, ABA and (An Bm) systems which have been studied the do-
main diameters for spheres and cylinders, and the thickness of lamellae, are usually
in the range of 50–1000 A

�

.(183) Details will depend, among other factors, on the
molecular weight and block lengths. However, the length of cylindrical domains
and the breadth and length of the lamellae can approach macro dimensions when the
morphology is well developed. The boundary between the two microphases is not
infinitely sharp. Rather there is a concentration gradient across the boundary where
the mixing of the two species occurs. Typically the thickness of the interphase is
estimated to be about 20–30 A

�

.
A schematic illustration of the major domain structures that are found in pure

amorphous block copolymers is illustrated in Fig. 5.25.(183) Here the diblock
copolymer poly(styrene)–poly(butadiene) is taken as an example. In (a) poly-
(styrene) spheres are clearly seen in a poly(butadiene) matrix; the spheres change
to cylinders with an increase in the poly(styrene) content, as in example (b). With a
further increase in the poly(styrene) concentration, alternating lamellae of the two
species are observed (c). At the higher poly(styrene) contents, (d) and (e), the
situation is reversed. Poly(butadiene) cylinders, and then spheres, now form in a
poly(styrene) matrix. More quantitative descriptions of the domain structures have
been given.(184,186,187) Crystallization and melting often occur to or from het-
erogenous melts with specific microphase structures.

Fig. 5.25 Schematic representation of domain structures in amorphous diblock styrene–
butadiene copolymers. Percentages show poly(styrene) content. (Brown et al. (183))
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With this brief outline of the structural features of the melt of block copolymers,
the equilibrium aspects of the crystalline state can be examined. Since the crystal-
lization and melting of block copolymers will depend on the melt structure, a clear
distinction has to be made as to whether it is homogeneous or heterogeneous. The
type and size of the melt domains, as well as the associated interfacial structure
are also important. Several studies have indicated that the rate of transformation
from a homogeneous to two-phase melt takes place at a measurable rate in many
block copolymers. Consequently, the crystallization can in principle be conducted
from either of these melt states. It is reasonable to expect that the properties of
the crystalline state would be affected accordingly. Therefore, the pathway for the
crystallization needs to be specified.

An important issue is whether each of the components that comprise the copoly-
mer can crystallize. If one cannot, it is important to specify whether it is in either
the glassy or rubber-like state. The nature of one species, even if it does not crys-
tallize, will influence the crystallization of the other. If the glass temperature of the
noncrystallizing species is greater than the melting temperature of the crystallizing
component, then restraints will be imposed on the crystallization process. Simi-
lar effects could also occur by very rapid cooling and vitrification or by having a
highly entangled crystallizing component. The importance of these effects needs
to be explored.

The interest at this point is to analyze the melting temperature–composition and
melting temperature–block length relations of some typical ordered copolymers.
Although the primary concern is the equilibrium condition, it can be anticipated,
from the above discussion, that there could very well be complications in achieving
this state. For an ideal, ordered copolymer of sufficient block length the parameter
p will approach unity. Therefore, Tm should be invariant with composition. This ex-
pectation is drastically different from what is predicted for and observed with other
copolymer types. This expectation is unique to chain molecules. It emphasizes the
key role of the arrangement of the chain units in governing crystallization behavior.
For a given composition, with the same co-units, major differences are to be ex-
pected in both melting temperatures and level of crystallization between random and
block copolymers. These differences should in turn be reflected in a variety of prop-
erties. It should be recalled, however, that the free energy of fusion that was used to
derive Eq. (5.26) is based on the premise that the melt is homogeneous. Even at equi-
librium the melts of ordered copolymers are not necessarily homogeneous, and quite
commonly are not. Therefore, the presence of the domain structures, and the inter-
facial region between them, could alter the conclusions reached with respect to the
melting temperature relations.

The fusion of block copolymers is sharp and comparable to that of a homopoly-
mer. This point is illustrated in Fig. 5.26 where the specific volume is plotted
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Fig. 5.26 Plot of specific volume against temperature for diblock copolymer of styrene and
ethylene oxide. (From Seow, et al. (188))

against the temperature for a diblock polymer of poly(styrene)–poly(ethylene
oxide).(188) The Mn of the crystallizing ethylene oxide block is 9900 and its
weight percent in the sample is 67%. The melting range is clearly very narrow.
All of the fusion characteristics are reminiscent of a well-fractionated linear ho-
mopolymer. This behavior is theoretically expected for a block copolymer with
long crystallizable sequences, when there is no intervention of any morphological
complications.

A striking example of the importance of sequence distribution on the melting of
copolymers is shown in Fig. 5.27.(189) A compilation of the melting temperatures
of random and block copolymers of ethylene terephthalate, with both aliphatic
and aromatic esters as comonomers is given. The basic theoretical principles with
respect to composition are vividly illustrated here. The chemical nature of the
co-unit plays virtually no role in the melting temperature–composition relations.
Of paramount importance are the sequence distributions. The difference in melting
point between the random and block copolymers is apparent. In the block copoly-
mers, the melting temperature is essentially invariant until a composition of less
than 20% of ethylene terephthalate is reached. At this point there is a precipitous
drop in the melting temperature. On the other hand, as is expected, there is a contin-
uous, monotonic decrease in the melting temperature of the corresponding random
copolymers. As a consequence, in the vicinity of 40–60 mol % of ethylene tereph-
thalate there is more than 100 ◦C difference in the melting temperature of the two
types of copolymers. There will of course also be major differences in the levels of
crystallinity between the two. In turn, these differences in crystallinity properties
will influence many other properties.

The important principle that the melting temperature of a copolymer depends
on the sequence distribution of the co-units, and not directly on the composition,
is also illustrated by ester interchange, that can take place in the melt. In Fig. 5.28
the melting temperature is plotted as a function of time as a 50/50 poly(ethylene
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Fig. 5.27 Melting temperature against composition for block copolymers of poly(ethylene
terephthalate) with ethylene succinate(1); ethylene adipate(2); diethylene adipate(3);
ethylene azelate(4); ethylene sebacate(5); ethylene phthalate(6); and ethylene isoph-
thalate(7). For comparative purposes, data from random copolymers with ethylene adipate
and with ethylene sebacate also are given. (From Kenney (189))
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Fig. 5.28 Plot of melting temperature as a function of time for a poly(ethylene adipate),
urethane linked, block copolymer heated at 250 ◦C. (From Iwakura, et al. (190))

terephthalate)–poly(ethylene adipate) urethane linked, block copolymer is heated at
250 ◦C.(190) The copolymer composition remains fixed during the heating. How-
ever, the melting temperature decreases with time because of ester interchange and
the randomization of the copolymer. Concomitantly, the parameter p decreases with
time and eventually approaches XA. During the course of the 120 minute heating
the melting temperature decreases from 250 ◦C for the block copolymer, to 120 ◦C
for the random one.
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The examples cited above have emphasized the important role of sequence dis-
tribution in determining the melting temperature of copolymers. However, in order
to understand in more detail the dependence of the melting temperature of block
copolymers on the chain length of the crystallizing sequence and on the composition
it is necessary to take into account the special structural features that are inherent
to such systems. The crystallization of block copolymers can be complicated since
the process can be initiated from either a homogeneous melt or from different mi-
crodomain structures. Thus, depending on initial state or pathway taken, differences
can be expected in structure and morphology in the same, or similarly constituted
polymers. Also important for the crystallization process is the influence of the sec-
ond component on the crystallization. It can be either crystallizable, rubber-like,
or a glass. The fusion process, as well as the observed and equilibrium melting
temperatures, will be influenced by the resulting structural features.

Microdomain structures are said to be either weakly or strongly segregated, de-
pending on the value of χ1 Nt, where χ1 is the Flory–Huggins interaction para-
meter and Nt the total number of segments in the block copolymer. When the mi-
crodomains in the melt are weakly segregated, crystallization in effect destroys the
structure and a conventional lamellar type morphology results. When the molecu-
lar weight of the copolymer increases, then according to theory, the stability of the
microdomain in the melt is enhanced and the structure is maintained during subse-
quent crystallization. As a result the block crystallizes without any morphological
change, i.e. the domain structure is reflected in the crystalline state that results.

The properties of block copolymers are often studied in the form of solvent
cast films. Depending on the preferable interaction of the solvent with each of the
components, different initial states, and consequently crystallization pathways, can
be established.

When the noncrystallizing block is rubber-like the distinct possibility exists that
the domain structure will be destroyed upon crystallization.(191) The situation
would be quite different if the glass temperature, Tg, of this block were greater
than the melting temperature of the crystallizing block. It is possible in this case
that the crystallization will be confined to the domains formed in the melt, with
vitrification occurring in the noncrystallizable block. In this case, the junction points
between the blocks are localized at the interface between the two components. The
segmental motion involved in crystallization will be retarded and the crystallization
will be confined. The influence of these factors can be better understood by studying
selected examples and comparing the crystallization of di- and triblock copolymers
that have the same components.

The fusion of the triblock copolymer, hydrogenated poly(butadiene–isoprene–
butadiene) 27 wt % hydrogenated poly(butadiene), crystallized under two different
conditions, is one example of the role of the initial melt structure or crystallization
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Fig. 5.29 Thermogram from differential scanning calorimetry. (a) isothermally crystallized
HBIB; (b) solution crystallized HBIB; (c) melt crystallized HBIB slow cooled at −5 K/min;
(d) amorphous HPI; (e) solution crystallized HPB; (f) melt crystallized HPB slow cooled
at −5 K/min. HPB, hydrogenated poly(butadiene); HPI, hydrogenated poly(isoprene);
HBIB, hydrogenated poly(butadiene)–poly(isoprene)–poly(butadiene). (From Séquéla and
Prud’homme (192))

pathway.5(192) The crystallizations were carried out either by slow cooling from
the pure melt or from a benzene solution. The crystallization from the pure melt
took place from a microphase separated domain structure assumed to be composed
of hexagonally packed cylinders. In contrast, the small-angle x-ray scattering of the
solution crystallized polymer indicated that the crystallization occurred without any
microphase separation in the melt. This type of path dependence has been stated to
be a general feature of block copolymer crystallization.(193) A comparison between
the fusion of the hydrogenated poly(butadiene) in the block copolymer, and by itself,
as a random copolymer, is given in Fig. 5.29 for both modes of crystallization.(192)

5 Hydrogenated poly(butadiene), an ethylene–butene random copolymer, is often used as the crystallizing block,
in di- and triblock copolymers. In this context the copolymer is commonly referred to as polyethylene. This
nomenclature can be misleading since it carries the connotation that hydrogenated poly(butadiene) behaves as
a homopolymer with respect to crystallization. In fact, it behaves as a typical random copolymer that is located
within the structure of an ordered copolymer.
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These thermograms also allow for a comparison to be made between the melting of
the respective homopolymers. For either mode of crystallization, the melting tem-
perature of the hydrogenated poly(butadiene) component is the same in the block
copolymer or when isolated. A comparison of thermograms (b) and (c) for solution
and bulk crystallized samples respectively, does not show any perceptible difference
in the observed melting temperature. The breadth of melting is broader for the poly-
mer crystallized from the domain structured melt. However, the recorded melting
temperature of the solution crystallized polymer could be obscured by a melting–
recrystallization process, a quite common feature of solution crystallized polymers.
If this process was in fact occurring, then the interpretation of the thermograms in
Fig. 5.29 in terms of initial melt structure would be difficult.

The properties of a series of diblock copolymers composed of hydrogenated
poly(butadiene) and poly(3-methyl-1-butene) with varying molecular weights have
also been reported.(194) The change in molecular weights allows for different de-
grees of incompatibility and melt structures. In this set of copolymers, the melt
structure ranges from being homogeneous at low molecular weights to a strongly
segregated hexagonally packed cylindrical morphology at the higher ones. Crystal-
lization from the strongly segregated melts was confined to the cylindrical domain
and was essentially independent of thermal history. In contrast, the morphology
that results from either weakly segregated or homogeneous melts is dependent on
the thermal history. In weakly segregated systems fast cooling from the melt con-
fines the crystallization to the cylindrical domain; slow cooling leads to complete
disruption of the cylindrical melt. Concomitantly, thermodynamic properties are
altered. The lowest molecular weight samples, where crystallization proceeds from
a homogeneous melt, develop the highest level of crystallinity and melting tem-
perature. The crystallization from the strongly segregated melt results in a lower
level of crystallinity, about 10%, and melting temperature reduction of about 4 ◦C.
Although these differences are small on a global scale, they are important and
emphasize the influence of the melt structure.

In a comparable study with block copolymers of poly(styrene) and poly(�-
caprolactone) the molecular weight was also varied.(195) Consequently the melt
varied from being homogeneous to one that was strongly segregated. The melting
temperatures of the copolymers with a homogeneous melt, Mn poly(styrene) =
6000 and varying low molecular weights of poly(�-caprolactone) were close to
that of the corresponding homopolymers of the same chain length. At most, the
melting temperature of the homopolymer is 1–2 ◦C higher. Crystallinity levels are
also comparable to one another and are in the range of 50–60%. The melting tem-
peratures of the copolymers with a domain structured melt are also comparable to
the homopolymers of corresponding molecular weights. However, the crystallinity
levels are appreciably less.
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Booth and coworkers have studied an interesting set of block copolymer fractions
based on ethylene oxide, E, as the crystallizing sequence and propylene oxide, P, as
the noncrystallizing sequence.(196–200) All of the crystallizing blocks had narrow
molecular weight distributions. Studies of the mixing behavior of low molecular
weight fractions of poly(ethylene oxide) and poly(propylene oxide) indicate that the
two components are compatible in the melt. This observation leads to the conclusion
that the corresponding block copolymers do not exhibit microphase separation in
the melt. This set of copolymers then provide a good reference for melting point
studies. Different types of copolymer architecture were studied. A comparison can
be made of the thermodynamic behavior between the diblock PE, two triblocks
PEP and EPE, as well as the multiblock copolymers P(EP)n .

A set of PE type block copolymers, with E fixed at 40 units and P increasing
from zero to 11 units, were studied.(196) The thickness of the crystalline portion
of the lamellar structures that formed was about 25 ethylene oxide units. The
crystallites are, therefore, close to extended form, but not completely so. A small, but
significant, portion of the ethylene oxide units are noncrystalline and are intermixed
with those of propylene oxide. The crystallinity level of the homopolymer with
40 repeating units is about 70%. This level of crystallinity is maintained by all
of the diblock copolymers studied, irrespective of the length of the P blocks. The
observed melting temperature of the corresponding homopolymer was 50–51◦C,
depending on the crystallization temperature. There is a decrease of about 3.5 ◦C
between the melting temperature of the homopolymer and the copolymer with
11 propylene oxide units. This small melting point depression can be attributed to
interfacial effects caused by the increasing length of the noncrystallizing sequences.
The basic equilibrium requirements appear to be applicable to this series of diblock
copolymers.

A set of triblock copolymers, with the sequence PEP, were also studied. The
length of the E block ranged from 48 to 98 repeating units and the P blocks from
0 to 30 units.(198) When E was equal to 48, either extended or folded crystallites
were formed, depending on the length of the P block. This result demonstrates an
important principle that extended chain crystallites can form in the central block
of an ordered copolymer. This result is important since it demonstrates that folded
structures that form at larger block lengths are a consequence of kinetic factors,
rather than from any equilibrium requirement. Appropriate equilibrium theory must
then allow for extended chain crystallites. For E blocks, whose lengths were greater
than 48 units only folded type crystals formed, irrespective of the lengths of the
P blocks. For the extended crystallite (E = 48) there is a 1 ◦C depression in Tm,
relative to that of the pure homopolymer (P = 1). However, when P = 2, there is a
6 ◦C depression in the melting temperature. When P is increased to 5 or more, only
folded chain crystallites are formed. The melting temperatures are now depressed
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about 15 ◦C relative to that of the homopolymer. The crystallinity levels remain
constant at about 70% for the extended chain conformation, but increase slightly
for the folded chains. As the length of the central E is increased only folded chain
crystallites are observed. Concomitantly, there is a decrease in the observed melting
temperature relative to that of the corresponding homopolymer. This melting point
depression becomes accentuated as the length of the P end blocks increases. The
formation of folded chain crystallites precludes analysis in terms of equilibrium
theory. The decrease in melting temperature of the extended chain crystallites with
increasing size of the end-groups is somewhat unexpected. However, the lengths
of the crystallizing sequences involved here are relatively small. The melting tem-
perature of such a sequence will be influenced by the end interfacial free energy,
that in turn will be governed by the size of the end-group.

In contrast the crystallite chain structure, and melting temperatures, of the EPE
type block copolymers are quite different.(197) In the EPE copolymers the P block
lengths ranged from 43 to 182 units while the crystallizing E blocks contained
from 18 to 69 units. If any chain folding occurs at all in this system, it only does
so at the higher E block lengths. In contrast, it was found for the PEP copolymers
that folding is already observed at E = 48. Consequently, the melting points of
EPE would be expected to follow a different pattern. The melting temperatures
of the copolymers and homopolymers of corresponding block lengths are given in
Table 5.2. The melting temperatures of the block copolymers and the corresponding
homopolymers are essentially identical except at the highest chain lengths. Even
here, the differences are small. These results stand in sharp contrast to the melt-
ing temperatures of the PEP blocks, even for the extended chain structures. The

Table 5.2. Comparison of the melting temperatures
of poly(ethylene oxide) homopolymers with those
in EPE copolymers of same chain length (197)

Tm (◦C)

Chain Lengtha Homopolymer Copolymer

43 53 52
55 56 55
59 57 57
80 61 57

132 64 60
177 65 63
182 65 61

a Chain length given in terms of number of repeating units.
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position of the crystallizing block, in a symmetrical triblock copolymer makes a
difference in the observed melting temperatures as a consequence of interfacial and
morphological factors.

The studies that have been described for the model block copolymers composed
of P and E units have yielded some important and interesting results. However,
the block lengths, particularly of the crystallizing component, are relatively short.
It is important to establish whether these results can be applied to other systems
with high molecular weight crystallizing blocks. The results just described are in
fact different from those for di- and triblock copolymers of styrene and tetrahy-
drofuran.(201) In these copolymers the crystallizing component is in the center of
the triblock. Despite the inhomogeneous melt structures of these copolymers, the
melting temperatures are invariant with the block type. They decrease only slightly
with increasing styrene content. On the other hand there is a marked decrease in
crystallinity level. The differences between the two triblock copolymers are in the
molecular weights of the crystallizing blocks and the fact that crystallization oc-
curs below the glass temperature of poly(styrene). The molecular weights of the
poly(ethylene oxides) in the copolymers with propylene oxide are in the range of
a few thousand g/mol. On the other hand the molecular weight of tetrahydrofuran
is 60 000 or greater. In contrast to these results, in di- and triblock copolymers of
ethylene oxide and isoprene neither the observed melting temperatures nor levels of
crystallinity change much with composition except at high isoprene content.(202)
Because of the low molecular weights of the ethylene oxide blocks, in the PEP
copolymers, the interfacial free energy influences the chain structure within the
crystallite. The observed melting temperature is thus affected. This effect will not
be significant when the chain length of the crystallizing component is large.

Studies of block copolymers of hydrogenated poly(isoprene) and hydrogenated
poly(butadiene) also addressed the role of molecular weight and character of
the noncrystallizing block.(203) In these copolymers the hydrogenated poly(buta-
diene), B, is the crystallizing block while the hydrogenated poly(isoprene), I,
is rubber-like. Di- and symmetric triblock arrangements, IB, BIB and IBI were
studied. The molecular weights of the copolymers were all about 200 000 with
narrow molecular weight distributions and long block lengths. The observed
melting temperature of 102 ◦C was independent of the butadiene concentration and
molecular architecture. The same melting temperature was also observed for the
random copolymer, hydrogenated poly(butadiene), by itself. These results further
support the basic principle that for sufficiently long chain lengths the melting
temperature of the crystallizing component is independent of molecular weight
and its arrangement within the copolymer. Furthermore, there is no restraint to
crystallization in these copolymers by the vitrification of one of the blocks. As is
illustrated in Fig. 5.30 the crystallinity levels are dependent on the composition of
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Fig. 5.30 Plot of the enthalpy of fusion against butadiene content for different block copoly-
mers of hydrogenated poly(butadiene) HB and hydrogenated poly(isoprene) HI. � HBIB;
♦ HIBI; � HIB. (From Mohajer, et al. (203))

the crystallizing block but independent of the chain architecture. It is evident from
this plot that although at a given composition the measured enthalpy of fusion
depends on composition it is independent of the sequence arrangement. Similar
melting temperature results have been reported for di- and triblock copolymers of
either styrene or butadiene with the crystallizing component, �-caprolactone.(204)
Except for the low chain lengths, and a slight effect of the styrene block, the
observed melting temperatures are close to that of the homopolymer.

An informative study concerned with the thermal behavior of di- and triblock
copolymers of hydrogenated butadiene, HB, with vinyl cyclohexane, VC, has been
reported.(191) In these copolymers the 145 ◦C glass temperature of the poly(vinyl
cyclohexane) block, is much higher than the crystallization range of the hydro-
genated poly(butadiene) component. A wide range of domain structures were de-
veloped in the melt by varying the molecular weights of each block. The structures
included hexagonally packed cylinders, lamellae, gyroids and spheres. The order–
disorder transition of each of the copolymers was more than 60 ◦C greater than Tg

of the poly(vinyl cyclohexane) block. Therefore, the domains in the melt are well
established, or segregated, prior to the vitrification of the poly(vinyl cyclohexane)
block. Crystallization in these copolymers is thus restricted by the glassy VC block.
Small-angle x-ray scattering measurements showed that the domain structure of the
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Fig. 5.31 Plot of melting temperatures, Tm for HBVC diblock (�) and VCHBVC triblocks
(�) as functions of weight fraction, wE, of HB componoent. (From Weimann, et al. (191))

melt was preserved upon crystallization. Crystallization was therefore restricted to
lamellae, cylinders, gyroids or spheres as the case might be.

The melting temperature–composition relations for the diblock and triblock,
VCHB and VCHBVC, are shown in Fig. 5.31.(191) The melting temperatures of the
diblock copolymers are essentially constant for wE values equal to, or greater than
0.5. They are only 1–2 ◦C lower than that of pure hydrogenated poly(butadiene).
There is just a small continuous decrease in Tm as the poly(butadiene) content de-
creases. Thus, the constraints placed on the crystallization by the vitrification of the
VC blocks are small for the diblock copolymers. More striking is the observation
that at the same composition the melting temperatures of the triblock copolymers
are lower than those of the diblocks. At the high butadiene concentrations the melt-
ing temperatures are relatively close to one another. However, there is a significant
difference in melting temperatures at the lower butadiene compositions. The glassy
nature of the end blocks places a major constraint on the crystallization.

The crystallinity levels of these di- and triblock copolymers are plotted in
Fig. 5.32 against the weight fraction of hydrogenated poly(butadiene) for samples
that were cooled from the melt to 25 ◦C at 20 ◦C min−1. The crystallinity levels in the
diblock copolymers are slightly less than that of pure hydrogenated poly(butadiene).
Although fairly constant at low hydrogenated butadiene concentrations, there is a
steady increase as the pure crystallizing species is being approached. The crys-
tallinity levels of the triblock copolymers are lower than the comparable diblock
ones. At hydrogenated poly(butadiene) concentrations greater than wE = 0.50, a
steady increase in crystallinity level is observed that approaches the value for the
diblock copolymers. At lower compositions, the crystallinity level is essentially



214 Fusion of copolymers

Fig. 5.32 Plot of crystallinity levels of HBVC diblocks (�) and VCHBVC triblocks (�) as
functions of weight fraction wE of HB component. (From Weimann, et al. (191))

constant, with a decrease occurring at the lowest concentrations. These results
again illustrate the constraint that has been imposed. However, the effect is much
greater for the triblock copolymers, where the crystallizing component is flanked
by two glassy blocks. These results contrast with those for the di- and triblocks of
poly(ethylene oxide) and poly(styrene), where the glassy component is in the center
of the triblock. For these copolymers the same crystallinity level is observed for
both type blocks.(205) The results in Fig. 5.32 are quite different from the hydro-
genated poly(butadiene)–hydrogenated poly(isoprene) system given in Fig. 5.30. In
the latter case, since the noncrystallizing component is rubber-like, the crystallinity
level at a given composition is the same for the blocks of different molecular archi-
tecture. Confinement of the crystallization has also been observed if the amorphous,
noncrystallizable block is highly entangled.(194,206)

A more detailed analysis of the influence of constrained crystallization on the
melting temperature can be made by examining the effect of the domain width.(191)
This width, w, is defined as the thickness of lamellar domain, or the diameter of the
cylindrical, spherical and gyroid structures. Figure 5.33 is a plot of Tm against 1/w.
Both the di- and triblock copolymers give linear relations that extrapolate to melting
temperatures that are very close to that of pure hydrogenated poly(butadiene). The
difference in melting temperatures between the di- and triblock copolymers is still
maintained. There is no difference in melting temperature between the domain
structures in either category. The important factor here is their domain size. The
lower melting temperatures of the triblock copolymers, at a constant value of w,
indicate that their crystallites could be smaller than those in the diblock. Another
possibility is that the constraints at the end of the crystallizing block could be
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Fig. 5.33 Plot of melting temperatures for HBVC diblocks (�) and VCHBVC triblocks
(�) against reciprocal of domain width, w. (From Weimann, et al. (191))

acting as an effective interfacial free energy and cause a lowering of the melting
temperature.

Another example of constrained crystallization is when both blocks can crystal-
lize. Di- and triblock copolymers of poly(�-caprolactone) and poly(ethylene oxide)
have been extensively studied in this connection.(207–211) A feature here is that the
two blocks crystallize independently of one another. The block that crystallizes first
influences the crystallization kinetics and morphology of the other block so that its
crystallization occurs in a confined space.(212) Consequently, thermal and thermo-
dynamic properties are in turn affected. The equilibrium melting temperatures, T 0

m,
of the corresponding two homopolymers differ by only about 13 ◦C. Therefore, the
crystallization kinetics and the component that crystallizes first will be dependent
on the composition as well as the crystallization temperature. The block that crys-
tallizes first develops a relatively high level of crystallinity that is comparable to that
attained by the corresponding homopolymer. On the other hand, the block that crys-
tallizes subsequently only attains relatively low levels of crystallinity. For example,
when a given block concentration is 25% or less, its crystallinity level decreases
to zero. When the concentrations of both blocks are comparable to one another,
they still both crystallize but the order of crystallization depends on the crystalliza-
tion temperature. The melting of each component is clearly observed irrespective
of composition. The difference in melting temperatures is in the order of 4–5 ◦C.
Copolymers, where both blocks can crystallize, offer interesting possibilities relat-
ing to structure and thermodynamic properties. These remain to be investigated.

The crystallization of multiblock copolymers has also been extensively studied.
Poly(esters) have been widely used in this connection.(213–216) As an example,
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Fig. 5.34 Plot of melting temperature against composition of block copolymers of
poly(hexamethylene sebacate), HMS, with its isomer poly(2-methyl-2-ethyl-1,3-propylene
sebacate), � or with poly(dimethyl siloxane) �. (From O’Malley (214))

the melting point–composition relations for the crystallizable poly(hexamethy-
lene sebacate), HMS, with either its noncrystallizable isomer poly(2-methyl-
2-ethyl-1,3-propylene sebacate), MEB, or poly(dimethyl siloxane) are plotted in
Fig. 5.34.(214,215) The melting temperatures were obtained after isothermal crys-
tallization. The block copolymers of the two poly(esters) were prepared by coupling
the hydroxy terminated polymers with hexamethylene diisocyanate. There is a de-
crease in the directly measured melting temperature of about 8 ◦C over the wide
composition range studied. These results suggest that an even smaller decrease in
the melting point would be found if the initial crystallization temperature was in-
creased. A significant portion of the melting point depression can be attributed to
the influence of the coupling agent. A similar effect of the urethane linkage in low-
ering the melting temperature has been found in other block copolymers.(217,218)
When the directly coupled poly(dimethyl siloxane) is the second component the
depression of the melting temperature is much smaller. Only a 3.5 ◦C depression is
observed over the complete range. The melting temperature is essentially constant
up to a composition of 50% HMS. Even though minor deviations from equilib-
rium theory are observed, the basic principles involved are supported by these
results.

Support of the conclusions reached above is found in the melting temperature–
composition relations of block copolymers composed of poly(ethylene sebacate)
and poly(propylene adipate), that were also coupled with hexamethylene diiso-
cyanate.(216) In this case extrapolation methods were adapted to approach equi-
librium melting temperatures. The results are summarized in Table 5.3. Over the
wide composition ranges that were studied, there is, within the experimental error
of ±1 ◦C, virtually no change in the extrapolated equilibrium melting temperatures.
The invariance of the equilibrium melting temperatures holds for a mole fraction of
crystallizing units as low as 0.2. These melting temperatures are in good agreement
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Table 5.3. Extrapolated equilibrium
melting temperatures of block

copolymers of ethylene sebacate and
propylene adipate (216)

X a
es Tm (◦C) (by extrapolation)

0.2 84.5 ± 1
0.4 85.5 ± 1
0.6 87.0 ± 1
0.8 86.3 ± 1

a Mole fraction of ethylene sebacate.

with that of the crystallizing homopolymer. The results agree with the pioneering
work of Coffey and Meyrick (213) on similar block copolymers where, however,
the melting temperatures were deduced by indirect methods. Similar melting point–
composition relations are found among virtually all of the block copoly(ester) sys-
tems that have been studied when the block lengths are sufficiently long. There will
be exceptions, if transesterification takes place during the copolymer synthesis.

A class of polymers, known as thermoplastic elastomers, possess the character-
istics of a cross-linked rubber. These are copolymers that consist of two different
block types. One of these is an amorphous, or liquid-like block that has a relatively
low glass temperature. This block is often referred to as the soft segment since it im-
parts the rubber-like behavior to the copolymer. The other component can be either
glass-like or crystalline. It is termed the hard block since it maintains dimensional
stability. At sufficiently high temperature, however, this stability is lost so that the
copolymer behaves as a true thermoplastic material. There are many examples of
segmented block copolymers where the hard and soft segments alternate along the
polymer chain. Of interest here are those in which the hard segment is crystalline.

The properties of a series of model segmented poly(urethanes), represented by
the structural formula

C CC

O OO

B N NC

OO

G N
n

N
V

has been reported.(219) This block copolymer was synthesized in such a man-
ner that the crystallizable, or hard segment is monodisperse. In this formula G =
(OCH2CH2CH2)x O and B = OCH2CH2CH2O. The lengths of the blocks are rep-
resented by the parameter n, that was varied from 1 to 4. These polymers give
sharp endothermic melting peaks that follow a simple relation that is illustrated
in Fig. 5.35. In this limited range of block chain lengths 1/Tm is linearly related
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Fig. 5.35 Plot of reciprocal melting temperature, 1/Tm, against reciprocal block length,
1/n, for hard segment of block copolymer. (From Harrell (219))

to 1/n. The straight line drawn extrapolates to the melting temperature of the
homopolymer that corresponds to the hard segment. In this model system the crys-
talline blocks behave independently of the co-units. This result is supported by the
fact that the enthalpies of fusion, based on the crystallizable segment content, are
similar for the different copolymers. The measured enthalpy of fusion, and thus the
level of crystallinity, is only slightly less than the pure homopolymer.

Similar results have also been obtained with segmented block copoly(esters). The
most popular systems studied have been based on poly(tetramethylene terephtha-
late) as the crystallizable block and various low molecular weight poly(glycols),
that do not crystallize, as the other block.(220–224) The melting temperatures of
these copolymers increase with increasing poly(ester) content and approach 230 ◦C,
the melting temperature of the pure homopolymer. These results are illustrated in
Fig. 5.36 where the observed melting temperatures are plotted against the average
block length. This behavior reflects the role of the increasing average block length of
the crystallizable units. Following theoretical expectations the melting temperature
at a given composition is independent of the chemical nature of the poly(ester)
block.(221) Characteristic of these, as well as other block copolymers, is the fact
that the crystallization is not complete. The noncrystalline hard segments mix in
the amorphous phase with those of the soft component.

The melting temperatures of multiblock copolymers of ethylene oxide with
propylene oxide, P(EP)m , can be compared with the triblock polymer PEP.(198,200)
The ethylene oxide and propylene oxide sequences have discrete lengths that range
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Fig. 5.36 Dependence of the melting temperature on the average tetramethylene terephtha-
late block length in its copolymer with poly(oxytetramethylene glycol). (From Cella (220))

from 45 to 136 for E and from 4 to 12 for P. The value of m varies from 1 to 7.
The level of crystallinity in these multiblock copolymers is only about 60% of that
observed for comparable PEP copolymers. The melting temperatures of the P(EP)m

and PEP copolymers with the same E length sequence are, however, comparable to
one another. The differences in melting temperatures being about 1–3 ◦C. Thus, the
morphological and interfacial contributions are about the same in both copolymer
types. Similarly, the crystallinity level of a multiblock poly(styrene)–poly(ethylene
oxide) copolymer is less than that of the di- or triblock ones.(205) For example,
the fraction of crystallinity has been reduced to 0.50 at 20% styrene and is only
0.20 at 50%. The lower levels of crystallinity are probably a consequence of less
perfect microphase separation in the melt and the impeded crystallization caused
by the glassy poly(styrene).

To summarize the major experimental findings, the melting temperature–
composition relations of multiblock copolymers are similar to one another, irre-
spective of the chemical nature of the co-unit. When the sequence length of the
crystallizing block is sufficiently long, the melting temperature is independent of
composition. In accord with theory, it is either identical or very close to that of the
corresponding homopolymer. This theoretical expectation has been found in many
of the examples already cited as well as in others.(225–227) There are reasons why
in some cases slightly lower melting temperatures are observed than is expected.
The use of an external coupling agent can cause a lowered melting temperature
at all sequence lengths. At lower chain lengths the noncrystallizing sequences can
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influence the interfacial structure and cause a depression in the melting tempera-
ture. The level of crystallinity that is achieved is less than unity. In most cases it
is the same as that obtained for the pure homopolymer of the crystallizing units.
Put another way, crystallization is far from complete and is comparable to that of
the corresponding homopolymer. Consequently, there is a mixing in the amorphous
phase of an appreciable portion of the crystallizable units with those which are not.

There is the distinct possibility that based on the structural principles that have
been discussed ordered type copolymers might exist among naturally occurring
macromolecules. For example, the fibrous proteins are composed of many differ-
ent amino acid residues, or repeat units, that are arranged in definite sequences.
However, many of the repeating units can participate in the same ordered confor-
mation, so that they enter a common crystal lattice. The most common ordered
conformations are either the α-helical or extended β-forms. If all the repeating
units participate in the crystallization, typical melting of a homopolymer would be
expected despite the heterogeneous chemical character of the chain. If, however,
for stereochemical reasons certain units were restricted from crystallizing, then a
fusion process typical of a copolymer would result. Therefore, it is not required
a priori that a stoichiometric identity of repeating units be maintained between the
overall composition of the protein or nucleic acid and those involved in crystalliza-
tion. This concept has important bearings on the interpretation of physical-chemical
processes involving the crystal–liquid transformation in such systems. It is a sig-
nificant factor in interpreting x-ray diffraction patterns of fibrous proteins, since
only those units that crystallize contribute. For these relatively complex polymers,
the nature and concentration of the chemical units that actually participate in the
crystallization, and their sequence distribution, needs to be specified in order to
understand properties and phenomena related to crystallization.

It can be envisaged that in the fibrous proteins where the amino acid residues that
crystallize (comparable to the A units) are arranged in one block, those that do not
crystallize are present in another. The two differing blocks would then alternate
along the chain. This arrangement would be formally equivalent to that of an ordered
copolymer. It is also possible to have a random sequence distribution between the
crystallizable and noncrystallizable units. Distinction between these possibilities
involves structural determinations, thermodynamic studies, and an assessment of
physical and mechanical properties.

Silk fibroin has been recognized to be a semi-crystalline polymer.(228,229) Anal-
yses of the small peptide fragments found in partial hydrolyzates of silk fibroin are
not in accord with the concept of a regular chemical repeating sequence through-
out the molecule.(230) Rather, a structure in which certain types of residues occur
in particular portions of the chain is suggested. Specific fission of the poly(pep-
tide) chain at tyrosine has allowed for the isolation of two major portions.(231)
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Sixty percent of the chain contains only glycine, alanine, and serine residues and
gives a powder x-ray diffraction pattern that is very similar to that of the native
fibroin. The other portion contains all the bulky amino acid residues as well as
small concentrations of glycine, alanine, and serine. It is highly doubtful whether
the latter portion participates in the crystallization. These analytical results are in
accord with the suggestion that has been made that the glycine, serine, and alanine
residues form the crystalline regions of the polymer.(232) It has been shown further
that there is a predominant sequence of six amino acid residues, glycine–alamine–
serine–glycine–alanine–serine, that gives rise to the x-ray diffraction pattern and the
crystal structure.(233) The other residues are relegated to the amorphous, or non-
crystalline region, since they cannot be accommodated within the three-dimensional
ordered structure. Other isolated residues from the six-member repeat can also be
found in this region. Thus, the constitution of silk is analogous to that of a block
copolymer and has been recognized as such.(234,235) Different classes of amino
acids reside in each block. One group can participate in the ordered crystalline
array, while the other cannot.

The concept of a partially crystalline structure for silk fibroin is further enhanced
by studies of mechanical properties. The elastic properties of fibers, derived from
different species of silk worms, that contain varying proportions of amino acid
residues with long or bulky side chains, have been studied.(236) Fibers containing
90% of glycine and alanine residues are relatively inextensible. This behavior is
expected since the fibers are highly crystalline. On the other hand, as the content of
amino acid residues with more bulky side-groups increases, the fibers become more
elastic. This observation is consistent with the presence of a significant number of
chain units in disordered conformations. The mechanical properties, together with
the sequence distribution of repeating units, give strong support to the concept that
silk fibroin is properly considered to be a block copolymer.

Other fibrous proteins, particularly those in the keratin and collagen class, behave
as copolymers from a crystallization point and appear to have the characteristics
of ordered copolymers. For example, as has been pointed out previously, the fi-
brous protein collagen has a unique amino acid composition. About one-third of
the residues are glycine(G) and about 20% are imino acids(I), either proline or hy-
droxyproline. The remainder are distributed among the other amino acid residues.
The overall composition varies among the different kinds of collagens. There is a
basic triplet repeat, G–X–I, where X is one of the other amino acid residues. It was
recognized early on that the unique ordered conformation of collagen arose from a
repeat of the glycine leading triplets and the role of the imino acid residues.(237)
Only sequences of the type G–X–I and G–I–I can be accommodated within the
ordered crystalline structure. Since all the sequences cannot participate in the or-
dered structure, the melting and crystallization behavior of collagen will be typical
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of a copolymer. The sequence distribution of such triplets then becomes a matter
of prime importance. It is interesting to note that the melting temperature of the
collagen depends on the concentration of imino acid residue.

An unusual naturally occurring block copolymer has been identified with mussel
byssal threads.(238) The threads are stiff at one end, the region that tethers the
mussel to its target, and are extensible at the other end. It has been shown that this
naturally occurring fiber is in fact a block copolymer, with three major domains.
There is a central collagen domain, flanking elastic blocks and a histidine-like
terminal region. The elastic domains strongly resemble the noncrystalline rubber-
like protein, elastin.

Block copolymers, composed of different polypeptide sequences have also been
studied.(239–241) In general the ordered conformation of a given block, and its
thermodynamic stability is similar to that of the corresponding homopolypeptide.
In particular, when α-helical conformations are formed in the copolymers similar
helix–coil transitions are observed.

Several theories have been proposed to define the equilibrium structure of di-
and triblock copolymers, one of whose components crystallizes.(242–244) Such
theories should properly predict thermodynamic properties as well as equilibrium
structure. However, common and central to all the theories is the basic assumption
that the chains in the crystalline block are regularly folded in an adjacent re-entry
array that leads to a smooth interface. The validity of this assumption for crystalline
block copolymers needs to be carefully examined, in view of the experimental work
that has been summarized earlier. This assumption is in contrast to homopolymers,
where it has been established that the equilibrium condition requires extended chain
type crystallites.(3) (See Chapter 2)

In another approach Ashman and Booth extended previous work with polydis-
perse homopolymers to diblock copolymers.(196,245) The analysis was specifi-
cally directed to the thermodynamic and structural properties of PE diblock with
E length fixed at 40 units and the P block lengths varying from 1 to 11. The crystalline
copolymer was assumed to consist of stacked lamellae of alternating crystalline and
amorphous regions. Each of the lamellae were of uniform thickness, la and lc, for
the amorphous and crystalline ones respectively. The interface between the two
lamellae was taken to be discrete. The molecular weight distribution of the low
molecular weight poly(ethylene oxide) was represented by a Schulz–Zimm distri-
bution. It was further assumed that the ends of the molecule were excluded from the
crystalline lamellae. An important assumption was that the molecules fold to their
maximum extent. In effect the calculation assumes folding by adjacent re-entry,
with the folds included in the crystalline lamellae. With these assumptions, the
melting temperature is expressed as

Tm = T 0
m[1 − 2σe/�Hulc]

/[
1 − RT 0

m ln φe I
/
�Hutlc

]
(5.45)
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The numerator in this equation is just the Gibbs–Thomson equation. It accounts
for the finite crystallite thickness. The quantity φe is a reduced volume fraction.
The parameter I accounts for the state of order in the crystalline sequence. It is in
effect essentially the probability that a sequence of given length does not contain a
chain end. The average number of times a chain traverses the crystalline lamellae
is given by t . The specific relations appropriate to these quantities are given in
Ref. (196). The interfacial free energy σe is taken to be the sum of three terms expres-
sed as

σe = σo + σm + σa (5.46)

Here σo is the free energy of forming the crystal–amorphous interface; σm is the non-
combinatorial term due to the chain ends in the amorphous region; σc is the
free energy increase due to conformational restrictions caused by restraints of the
interface.

Returning to the experimental results, it should be recalled that many of the
block copolymers that have been studied have hydrogenated poly(butadiene) as the
crystalline core. Since hydrogenated poly(butadiene) is a random ethylene–butene
copolymer, chain folding with adjacent re-entry is untenable for this component of
the block copolymer. A fundamental factor that defines the interfacial structure of
a crystalline lamella is the dissipation of the chain flux emanating from the basal
plane.(246–250) This problem can be alleviated by regular chain folding. However,
cognizance must be taken of the fact that for all the polymers that have been stud-
ied a large increase in free energy is required to accomplish folding with adjacent
re-entry. Therefore, a compromise must be reached between a regular folded struc-
ture, and one in which the interfacial zone contains a significant amount of dis-
order.(246–248) Another way in which the chain flux can be reduced is by chain
tilting, as has been observed in block copolymers.(251) A more detailed discussion
of the problems involved in the dissipation of the chain flux, in both homopolymers
and copolymers, will be given in Volume 3.

Experimental evidence has shown that the levels of crystallinity, based on the
crystallizable blocks, are usually well below unity and are comparable to the values
found with the corresponding homopolymers. The chain units of the crystallizable
and noncrystallizable blocks mix in the noncrystalline phase. For sufficiently long
chain lengths the observed melting temperatures of the crystalline components
in block copolymers are comparable to and approach those of the corresponding
homopolymers. These widespread observations are not consistent with nor can they
be explained by regularly folded chain structures.(252)

Despite these concerns, the theories have apparently been successful in predicting
how the domain size depends on the chain lengths of the crystalline and amorphous
components. The size of the domains can be transformed into crystalline, and
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amorphous, thicknesses. According to one theory(242)

la ∼ N 2/3
a (5.47)

and

lc ∼ Nc N−1/3
a (5.48)

where Na and Nc are the number of repeating units in the amorphous and crystalline
lamellae respectively. In another theory(243)

la ∼ N 7/12
a (5.49)

and

lc ∼ Nc N−5/12
a (5.50)

The expectations from the two theories are similar. Although experiment has not
be able to distinguish between the two there has been a general verification of this
aspect of the theory.(253–256) However, the range of chain lengths studied has
usually been less than a factor of ten. A much greater range in chain length is
needed to verify Eqs. (5.47) to (5.50).

5.8 Copolymer–diluent mixtures

The crystallization of a copolymer from its mixture with a low molecular weight
diluent occurs over the complete concentration range as in homopolymers. The
melting temperature–composition relation will depend on the reduction in the free
energy of the melt as a consequence of the added diluent. It can be expected that
the reduction will depend on the sequence distribution in the copolymer, the specific
interactions of the two co-units with the diluent and the purity of the crystalline
phase. When the crystalline phase is pure, i.e. only A units crystallize and the
diluent does not enter the lattice, the melting temperature reduction is derived by
calculating the free energy of mixing in the melt and applying the conditions of
phase equilibrium to the crystallizing repeating unit.

The Flory–Huggins free energy of mixing, appropriately modified, is conve-
niently used for this purpose.(3,257) There are essentially two major contributions
to the mixing free energy, the combinatorial entropy and the net interaction free
energy between the polymer and diluent. The latter can be expressed as (258,259)

χ1 = vAχ1A + vBχ1B − vAvBχAB (5.51)

When both co-units and solvent have the same volume, Eq. (5.51) reduces to

χ1 = xAχ1A + xBχ1B − xAxBχAB (5.52)
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Here χ1 is the interaction parameter of a binary copolymer with the pure solvent.
The interaction parameters of the corresponding homopolymers in the same solvent
are χ1A and χ1B. The interaction between the A and B units in the chain is given by
χAB. The volume fractions and mole fractions of the comonomers in the copolymer
molecule are vA, vB, xA and xB respectively. Equation (5.51) or (5.52) should hold
for all types of copolymers. However, the entropy of mixing will depend on the
copolymer sequence distribution.(3)

If the steric structures of the two units of random compolymers are not too
different from one another, the mixing entropy will be similar to that of a ho-
mopolymer. The melting point depression equation will then be of the same form
as Eq. (3.2) with χ1 being expressed by either Eq. (5.51) or (5.52). For copolymers
with chemically similar co-units, as stereo-irregular copolymers, χ1A and χ1B will
be close to one another and xAB will be essentially zero. Under these conditions the
melting point depression will also be similar to that of a homopolymer. Experimen-
tally, the validity of this relation has been verified for a number of stereo-irregular
polymers such as poly(chlorotrifluoroethylene)(260), poly(acrylonitrile)(261), iso-
tactic poly(propylene)(262,263) and isotactic poly(styrene).(264) For chemically
dissimilar co-units Eq. (5.51) or (5.52) has to be used for χ1. In this case the
functional form of the melting point depression relation for a given copolymer
will be unaltered. However, the actual depression will be different for copolymers
having the same co-units, but with different compositions, because of the change
in χ1.

The entropy of mixing of a graft copolymer has been calculated using the Flory–
Huggins type lattice.(257,259) This result also applies to block copolymers, since
the entropy of mixing on a lattice is the same for linear and branched polymers. For
example an ABA type block copolymer is a special type graft copolymer in which
the grafts are located at the ends of the chain. The free energy of mixing of such a
copolymer can be expressed as

�GM = kT [n2 ln(vA + vB) + n1 ln v1 + χ1n1v2] (5.53)

where χ1 is again given by Eq. (5.51). Equation (5.53) is formally identical to the
free energy of mixing of a homopolymer with solvent.(265) Here vA and vB are
the volume fractions of the A and B co-units and thus equal to v2; n2 and n1 are the
number of polymer and solvent molecules respectively. Thus, the expectation is that
the same melting temperature–composition relations will be observed. Inherent in
the derivation of Eq. (5.53) is the implicit assumption that the melt is homogeneous
and no specific account is taken of the restraint placed by the A–B junction.

The specific interactions of the A and B units with the solvent not only af-
fect the free energy function but can also influence the morphological structures
that are formed. The solvent can accentuate phase separation and modify the
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domain structure in the melt. Consequently, the crystallization process will be
affected.(266,267) Of particular importance is the nature of the interaction of the
solvent with each of the blocks. There are two extreme situations to be considered.
One is where the solvent is thermodynamically a good one for both of the blocks.
In the other extreme, the solvent is selective, being a good solvent for one of the
blocks and a poor solvent for the other. For nonselective solvents, three distinct type
domain structures, spheres, rods and lamellae, develop above a relatively low
critical concentration.(266)

The crystallization of a homopolymer from dilute solution results in two distinct
phases that can usually be separated by mechanical means. In contrast, when a
random copolymer crystallizes from dilute solution this separation often cannot be
made. The polymer molecule pervades the complete volume and the very highly
fluid dilute solution is converted to a rigid medium of essentially infinite viscosity.
This process is popularly termed thermoreversible gelation and is a manifestation
of crystallization. Crystallization of random copolymers from dilute solution is not
the only mechanism by which thermoreversible gelation can occur. It is, however,
a very common occurrence. Other important gel forming mechanisms of poly-
mers have been described.(268–270) Thermoreversible gels can also be formed by
homopolymers, under appropriate conditions(270), and also by n-alkanes.(271)

Thermoreversible gelation, as a consequence of crystallization from dilute
solutions of random copolymers has been observed in a variety of mixtures.
These include, among others, poly(vinyl chloride) in dioctyl phthalate,(55) poly-
(acrylonitrile) in dimethyl formamide,(56) nitrocellulose in ethyl alcohol,(272)
methyl cellulose in water,(273) ethylene copolymers,(274) syndiotactic isotactic
and atactic poly(styrene),(275–279) and random copolymers of ethylene terephtha-
late with isophthalate.(280) Flory and Garrett (281) have shown that the classical
thermoreversible gelation system, gelatin in water, is the result of a crystal–liquid
transformation. The gelation or dissolution can be treated as a first-order phase
transition.

The important role of stereoregularity is demonstrated by the gelation of atactic
poly(styrene). Although atactic poly(styrene) is generally considered to be a non-
crystallizable polymer, thermoreversible gelation can be observed with this polymer
in dilute solution.(279,282) Infra-red studies have demonstrated that gelation is a
consequence of local conformational ordering of short syndiotactic sequences.(282)
The interaction of the polymer with the solvent appears to play a crucial role in the
local ordering and the resulting gelation.

The inherent copolymeric character of chain molecules is conducive for gel
formation. Even if the equilibrium requirements were fulfilled, not all the chain
units could participate in the crystallization. Therefore, only a small fraction of them
would be transformed. The large number of chain elements that do not crystallize
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are interconnected by means of the ordered crystalline sequence. They pervade the
entire volume, and impart the characteristic rigidity and high viscosity characteristic
of gels. The accretion of chains in the lateral direction is severely restricted in
the crystallization of a copolymer from dilute solution. This effect, accompanied
by the retardation in longitudinal development must necessarily limit the number
of chain elements that participate in the crystallization. Thus, a large number of
long ordered sequences is not necessary for gel formation. However, as has been
reported, homopolymers that form lamella-like crystals, can also participate in
thermoreversible gelation.(270,283)

When a block copolymer is dissolved in a solvent that is a good one for one
set of units and a poor one for the other a micellar structure forms.(183,284) The
ability to form micelles is a distinguishing feature of block and graft copolymers.
Homopolymers and random type copolymers do not form micellar structures in
solution. A micelle usually consists of a swollen core of the insoluble block con-
nected to and surrounded by the soluble blocks. As the copolymer concentration is
increased the micelles aggregate and organize into structures that have been termed
mesomorphic gels. It is from this organized structure, where the chains themselves
are in nonordered conformation, that crystallization takes place.
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145. Dröscher, M., K. Herturg, H. Reimann and G. Wegner, Makromol. Chem., 177,

2793 (1976).
146. Michner, B. and R. Mateva, Makromol. Chem., 187, 223 (1986).
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6

Thermodynamic quantities

6.1 Introduction

Since the fusion of polymers is classified as a first-order phase transition, the equi-
librium melting temperature, T 0

m, of a homopolymer is well defined and an important
theoretical quantity. This temperature represents the disappearance of the most per-
fect crystals made up of chains of infinite length. As was discussed in Chapter 2,
this quantity is very difficult, if not impossible, to obtain by direct experiment.
The melting temperatures that are determined by the usual conventional methods
do not satisfy the equilibrium condition. Recourse can be made to theory to es-
tablish this temperature.(1) In many instances extrapolation procedures have been
employed.(2) These methods take advantage of certain features of the crystallization
process and the resulting morphology. The underlying basis for the extrapolation
methods and their experimental validity will be discussed in Volume 3. In the present
discussion strong efforts have been made to assign values as true as possible to T 0

m.
It is a challenge for the future to develop both theoretical and experimental methods
to reliably determine T 0

m.
It is a matter of interest to assess how T 0

m of a homopolymer depends on the
chemical nature and structure of its chain repeating unit. The melting temperature
is uniquely described by the ratio of the heat of fusion to entropy of fusion, per
repeating unit. Therefore, attention should be focused on how these two independent
quantities depend on structure. The enthalpies of fusion per chain repeating unit
are experimentally accessible for many polymers. From these data, and T 0

m, it is
possible to develop an understanding of the molecular and structural basis of the
thermodynamic quantities that govern fusion.

6.2 Melting temperatures, heats and entropies of fusion

A key quantity necessary to carry out the thermodynamic analysis is the enthalpy of
fusion per repeating unit. This quantity is an inherent property of a polymer chain.

236
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It is independent of the level of crystallinity and other morphological features of the
crystalline state. From it, and the equilibrium melting temperature, one can obtain
the entropy of fusion per repeating unit. There are two direct methods, based on
straightforward thermodynamic principles, that are available to determine �Hu.
There are also several indirect methods. One of the direct methods for determining
�Hu has been discussed in detail in Chapter 3. The value of �Hu can be obtained
from the depression of the melting temperature by low molecular weight diluents.
According to Eq. (3.9)

1

Tm
− 1

T 0
m

=
(

R

�Hu

)(
Vu

V1

)[
− ln v2

x
+

(
1 − 1

x

)
(1 − v2) − χ1(1 − v2)2

]
(3.9)

The validity of this equation for polymer–diluent mixtures has been amply demon-
strated. The only parameters that are needed to analyze the experimental data are
the respective molar volumes of the diluent and polymer repeating unit.

The other direct thermodynamic method that leads to reliable values for �Hu is
the application of the Clapeyron equation to the change in the equilibrium melting
temperature with applied hydrostatic pressure p. Accordingly

dT 0
m

dp
= T 0

m
�Vu

�Hu
(6.1)

In order to apply Eq. (6.1) the volume of the repeating unit for the liquid and crystal
(unit cell) needs to be known as a function of pressure at the melting temperature.
From the experimentally determined T 0

m and �Vu (the latent volume change per unit
on melting) as a function of applied pressure, �Hu can be obtained by extrapolation
to atmospheric pressure. It is important that the volume of both the liquid and the
crystal be determined as a function of pressure and temperature if erroneous results
are to be avoided.(3). In the following discussion we shall list the results obtained
by the two direct methods in separate tables. In several cases �Hu values have
been obtained by both methods. The results can then be compared to assess the
consistency of the methods.

There are several indirect methods that also yield values of �Hu. They all require
the determination of the enthalpy of fusion as well as the degree of crystallinity of
the system. The degree of crystallinity can be obtained by different experimental
techniques such as infra-red, wide-angle x-ray diffraction and density measurement
among others. Quite often the enthalpy of fusion is measured as a function of
density and the data extrapolated to the value of the unit cell to yield �Hu. The
directly measured enthalpy of fusion, as well as the methods used to determine the
crystallinity level, are dependent on morphological and structural detail. Moreover,
all of the methods usually have different sensitivities to the phase structures. In our
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discussion, we shall only use the data obtained by the indirect methods either when
they are the sole values available for a given polymer or if they can help resolve
any discrepancies. Most of the data that will be discussed will include the direct
determination of �Hu. We shall, however, have occasion to compare the different
methods.

The values of �Hu determined from the melting temperature depression by
diluent are given in Table 6.1 along with related quantities of interest. The T 0

m

values listed have been selected as representing the best for the given polymer, after
carefully examining all the available data. To allow for different sizes the �Hu value
has been divided by M0, the molecular weight of the chemical repeating unit. Thus,
the heat of fusion per gram of crystalline polymer is given in the fourth column of
the table. Dividing �Hu by the absolute equilibrium melting temperature yields the
entropy of fusion per repeating unit, �Su. For polymers that are polymorphic, i.e.
those that can crystallize in more than one ordered structure, the appropriate form
is indicated. When pertinent, the specific stereo structure involved is also noted.
The values for �Hu, and the related thermodynamic properties that are listed in the
table encompass a large number of polymers that represent virtually all chemical
and structural types of repeating units. These results will be discussed in detail after
an examination of the thermodynamic properties determined by other methods.

The values of �Hu, and related thermodynamic quantities, that were obtained by
the application of the Clapeyron equation are listed in Table 6.2. Here, although the
number of polymers studied by this method is not as numerous as obtained by the
diluent method, many different polymer types are represented. Some of the �Hu

values in this table, as poly(tetrafluoroethylene), poly(hexamethylene adipamide),
poly(aryl ether ether ketone) and some of the aliphatic poly(esters) are unique to this
method. The �Hu values for the other polymers listed were also obtained by the
diluent method. In most cases good agreement is obtained between the two methods.
For example, there is almost exact agreement for poly(4-methyl pentene-1) between
the two methods. However, another study with the same polymer gives a factor of
two less for �Hu.(4) This difference can be attributed to the fact that too small
a value was used for the crystal specific volume. This discrepancy points out the
need for accurate values of the parameters involved, in addition to the melting point
measurements themselves. With one exception, the other results obtained by the
two direct methods agree with one another to about 10%, or better. The exception
is the value of �Hu for poly(methylene oxide). The two values differ by almost a
factor of two. If the higher value was accepted then the degree of crystallinity of
solution formed crystallites deduced from enthalpy of fusion measurement would
only be about 0.5. This value is too low to be acceptable. Hence the lower value for
�Hu of poly(methylene oxide) is taken to be the more reliable.
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264 Thermodynamic quantities

Table 6.3 lists a set of polymers whose thermodynamic parameters have only
been obtained by an indirect method. The ‘method’ column gives the experimental
method that complemented the calorimetric measurement. These data represent
some important polymers and follow the general expectation from the results ob-
tained by the direct methods. For many polymers a comparison can be made between
the direct and indirect methods. In some cases the agreement is very good while
in others there is wide disagreement. For example, very good agreement is found
by use of the Clapeyron equation and �H–density measurement for two aliphatic
polyesters, poly(ethylene adipate) and poly(ethylene suberate).(5) A similar agree-
ment is found for poly(tetra methyl-p-silphenylene) between the diluent method
and two indirect methods, �H–density and the extrapolation of �H–thickness
relations to infinite thickness.(6,7) In contrast, for isotactic poly(propylene) the ex-
trapolation of �H–density measurements to the density of the unit cell leads to a
much lower value than that obtained by the diluent method.(8,9) For the polycar-
bonate, poly-(4,4′-dioxydiphenyl-2-2 propane carbonate), the x-ray method gives
a value that is in agreement with the direct methods. However the �H–density
method gives consistently lower values.(10,11) There is a serious discrepancy in
�Hu obtained by the Clapeyron method and by calorimetry combined with density
of poly(ether ether ketone).(12) There is a difference in sensitivity to the phase
structure by the different physical measurements. For many others of the polymers
that have been studied reasonable agreement has been obtained with one or the other
of the absolute methods. Although in principle, and in practice, reliable values for
�Hu can be obtained by indirect methods, care must be exercised in using such
data since some serious discrepancies have been observed. It should be recalled
that while an analysis of the melting of copolymers can yield values for �Hu, such
data have not been used in the compilations because of complications that were
discussed in Chapter 5.

When examining the data in these tables it is apparent that no simple or obvious
correlation exists between the melting temperatures and enthalpies of fusion. The
heats of fusion for the different polymers listed fall mainly into two general classes.
In one, the values of �Hu are of the order of a few thousand calories per mole of
repeating unit. In the other category they are about 10 000 cal mol−1. The values for a
few polymers lie in between. Many of the high melting polymers are characterized
by lower heats of fusion; conversely, a large number of the low melting polymers
possess relatively large heats of fusion. It should be emphasized that �Hu and �Su

values represent the difference in the enthalpy and entropy, respectively, between
the liquid and crystalline states. Therefore, it is the changes that occur in these
quantities on fusion that are important. Consequently, proper attention must be
given to these properties in both states.
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It is instructive to examine the T 0
m values of polymers in terms of their structure

and the thermodynamic quantities governing fusion. However, it is informative
to first examine trends in monomeric systems. The melting temperatures of rigid
monomeric molecules depend primarily on energetic interactions and the over-
all molecular shape.(13) As would be expected, flexible, monomeric molecules
melt lower than comparable rigid molecules. A striking example of the influence
of molecular flexibility in the melt is found in the melting temperatures of the
polyphenyls. When the rings are linked para they are colinear, even though individ-
ual rings can rotate. The melting temperatures of these components rise rapidly with
the number of rings in the molecule. However, when the rings are meta linked, so
that rotation about the joining bonds causes large conformational changes, the melt-
ing points only rise slowly with the number of rings. For example, p-pentaphenyl
melts at 395 ◦C; the corresponding meta compound melts at 112 ◦C. The seven
ring para compound melts at 545 ◦C. In the meta series the compound with six-
teen rings only melts at 321◦C. The flexibility in the melt makes an important
contribution to the entropy of the melt and thus to the entropy of fusion. A sim-
ilar influence of flexibility would be expected to be carried over to long chain
polymers.

The Flory and Vrij analysis, based on the melting temperatures and enthalpies
of fusion of the n-paraffins, led to the equilibrium melting temperature of lin-
ear polyethylene.(1) This value is listed in Table 6.1. The enthalpy of fusion of
this polymer was obtained from several studies that used the diluent method. The
theoretical equilibrium melting temperature has been confirmed by many studies
involving extrapolation methods.(14–21) Based on the Flory–Vrij analysis, the
melting temperature of a given type chain is expected to be the limiting value of
the corresponding series of shorter chain oligomers. This expectation is fulfilled by
the data sets that are available. As a corollary, the relation between the melting
points of different polymers corresponds to that of their respective monomeric ana-
logues. In the following, the relation between the melting temperature and chain
constitution for different classes of polymers will be examined. The main purpose
will be to seek general trends and principles.

A compilation of the melting temperatures of the homologous series of isotac-
tic poly(1-alkenes) is given in Fig. 6.1.(22–24) Here the melting temperature is
plotted against the number of carbon atoms in the side-group.1 The results among
the different studies are quite good. Since the melting temperature of isotactic
poly(propylene) is uncertain, a value of 200 ◦C has been arbitrarily taken for this
polymer.(25,26) The melting temperature of isotactic poly(propylene) is at least
50 ◦C greater than that of polyethylene. The data in Table 6.1 indicate that this

1 When the polymer has more than one crystal structure the highest melting polymorph is plotted.
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Fig. 6.1 Plot of observed melting temperature against number of carbon atoms in side-
group for the isotactic poly(1-alkenes). (� from Reding (22); � from Turner-Jones (23);
� from Trafara et al. (24))

increase in melting temperature is caused by both enthalpic and entropic factors.
As the length of the side-group increases there is a rapid decrease in Tm. A minimum
is reached when there are four to five carbons in the side-chain. Up to this point the
backbone maintains the helical crystalline structure. The large decrease in Tm be-
tween poly(propylene) and poly(butene-1) is apparently due in part to the decrease
in �Hu. There does not appear to be any influence of �Su on this large change in Tm,
although intuitively it might be expected that the flexibility of the side-group in the
melt would have some effect. The minimum in the melting temperature corresponds
to a change in the crystal structure. The ordering of the side-groups now plays a
predominant role with a new ordered backbone structure.(23,24) The side-chains
become fully extended and are packed parallel to one another on either side of the
main chain axis in a paraffin-like manner. A steady increase in Tm then ensues as
the number of carbons in the side-group increases. The melting temperatures are
close to and parallel the melting temperatures of the corresponding n-alkanes.(23)
For stereoregular polymers the participation of the chain backbone in the crys-
tallization process has been demonstrated.(23,24) In stereo-irregular chains, such
as atactic poly(1-octadecene), side-chain crystallization without backbone parti-
cipation has also been shown.(27) However, a significant reduction in Tm relative
to that of the stereoregular polymer is observed. Side-chain crystallization, without
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the participation of an ordered backbone, has also been found in other polymers
such as atactic poly(n-alkyl acrylates) (28,30) and the methyl/acrylates.(29,31,32)

The introduction of branches on the pendant side-groups of the poly(1-alkenes)
causes significant and systematic changes in the melting temperatures.(22,33–37)
Consider the structural repeat

CH2

(CH2)y

R

CH n

I

In general, the melting temperature of the first member in each homologous se-
ries is always the highest. A continuous decrease occurs in Tm with an increase
in R. When R = 3, or greater, crystallization is difficult unless the side-chain is
sufficiently long. Crystallization then occurs, as in the straight chain branches. For
example, when R = CH(CH3)2 the melting temperature of poly(3-methyl butene-1)
(y = 0) is about 300 ◦C. The melting temperature is reduced to 110 ◦C for poly(5-
methyl-1 hexene).2 Following this generalization, poly(6-methyl-1 heptene) is not
crystalline. The melting temperature of poly(4-methyl-1 pentene 1), is 250 ◦C.
From Table 6.1 we note that the �Hu values for these polymers are low relative to
polyethylene and poly(propylene), while �Su also decreases. The entropy change
on fusion is indicated as the cause for the elevation of the melting temperature.
The closer the branches (or the isopropyl group) are to the backbone the greater the
steric crowding. This in turn influences both the crystal structure and the chain con-
formation in the melt. This steric effect is quite severe for poly(3-methyl-1 butene),
as can be seen from models.

The type and placement of the branch also has a strong influence on Tm. The
melting temperature of poly(3-methyl-1 pentene) is more than 100 ◦C greater than
its isomer poly(4-methyl-1 pentene). Similarly, Tm of poly(4-methyl-1 hexene) is
about 100 ◦C greater than that of poly(5-methyl-1 hexene). Replacing the methyl
substituent by an ethyl group substantially increases Tm. For example, Tm of
poly(3-ethyl-1 pentene) is greater than 425 ◦C as compared to 362 ◦C for poly
(3-methyl-1 pentene). Similarly the melting temperature of poly(4-ethyl-1 pen-
tene) is about 50 ◦C greater than poly(4-methyl-1 hexene). In all of these cases the
influence of the substituent is tempered by the length of the side group.

When the substituent in structure I is C(CH3)3 a substantial increase in Tm re-
sults. The melting temperatures of both poly(4,4-dimethyl-1 pentene) and poly(4,4-

2 The melting temperatures given in this section are taken from the sources cited and do not represent equilibrium
melting temperatures. However, despite the uncertainty in the equilibrium melting temperatures, the discussion
still reflects the change in melting temperature with chain structure. When polymorphism exists the highest
melting crystalline structure is again used.
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dimethyl-1 hexene) are reported to be greater than 380 ◦C. Steric effects, influencing
the chain conformation, would be expected to be the major influence in elevating
the melting temperatures.

Polymers with cyclic substituents show similar trends in melting temperatures.
For example, when R is a phenyl group Tm varies from about 250 ◦C for polystyrene
(y = 0) to 160 ◦C for poly(4-phenyl-1 butene) (y = 2). Poly(5-phenyl-1 hexene),
y = 3, has not been crystallized. Following the established pattern, Tm of poly(3-
phenyl-1 butene) is about 200 ◦C greater than that of poly(4-phenyl-1 butene). When
R is a cyclohexyl group in structure I, Tm decreases continuously from 372 ◦C for
y = 0, poly(vinyl cyclohexane), to 170 ◦C for poly(4-cyclohexyl-1 butene), y = 2.
When R is a cyclopentyl group, Tm of poly(vinyl cyclopentane) is 270 ◦C. The
Tm’s of poly(allyl cyclopentanes) and poly(allyl cyclohexanes) have similar melt-
ing temperatures in the range 225–230 ◦C. The melting temperature of poly(vinyl
cyclohexane), 372 ◦C, seems to be abnormally high when compared to the next
member of the series, poly(allyl cyclohexane) as well as to poly(styrene). The reason
for those differences can be explained by the crystal–crystal transition that is ob-
served in this polymer. This transition increases the entropy of the crystal and hence
reduces the entropy of fusion. In summary, a wide range in the melting tempera-
tures of hydrocarbon polymers can be achieved by altering the side-group structure.
The major reason is the steric effect in influencing the chain conformation and the
resultant change in the entropy of fusion.

Hydrocarbon polymers with aromatic rings in the backbone have high melting
temperatures due to the extended chain conformations that approach those of liquid
crystals. For example, poly(p-xylene) based on the repeat unit

CH2 nCH2 II

displays several low temperature polymorphic transitions. Melting to the isotropic
state takes place in the vicinity of 430 ◦C.(38–41a) This very high melting tem-
perature is a dramatic example of the influence of chain rigidity. As the num-
ber of methylene groups increases the melting temperature is reduced. The melt-
ing temperature of poly(p-phenylene butylene) is reported to be in the range of
200–215 ◦C.(41b) The introduction of ring substituents can cause large variations
in the melting temperature.(41a) The placement of two methyl groups in the meta
positions of poly(p-xylene) reduces the melting temperature to about 355 ◦C.(39)
The insertion of a chlorine atom into the ring reduces the melting temperature to
284 ◦C.(40) However, introducing ring substituents into meta poly(xylene) results
in a polymer that melts at 135 ◦C. The high melting temperatures of the para substi-
tuted polymers are most likely caused by relatively low entropies of fusion, based
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on the �Hu values generally observed for hydrocarbons. The naphthalene analogue
of II melts at 310 ◦C.(41a)

Vinyl polymers have high melting temperatures accompanied by low enthalpies
of fusion. A case in point is isotactic poly(styrene) that has a relatively high melt-
ing temperature with a low heat of fusion. On a weight basis its heat of fusion is
comparable to the much lower melting poly(cis-isoprene). Poly(acrylonitrile) and
poly(vinyl alcohol) are examples of polar, high melting polymers whose heats of fu-
sion are low when compared to those of hydrocarbon polymers. The corresponding
low entropies of fusion are characteristic of these polymers. They are the basis for
the high melting temperatures and indicate significant restraints in conformational
freedom in transferring a structural unit from the crystalline to the liquid states.
Crystallizable polymers prepared from esters of acrylic and methacrylic acid are
also high melting with low heats of fusion.

It is of interest to compare the melting temperatures and thermodynamic pa-
rameters that govern fusion of isotactic and syndiotactic polymers that have the
same chemical repeating unit. However, in order to make a meaningful comparison
between a given pair, it is necessary that the polymers have the same level of struc-
tural irregularity and be crystallized under similar conditions. The reported melting
temperatures for stereo-irregular poly(methyl methacrylates), each polymerized in
its own way, illustrates this problem. In one case the melting temperature of the
isotactic polymer is reported as 160 ◦C, while that of the syndiotactic polymer is
given as greater than 200 ◦C.(42) In another report the melting temperature of the
syndiotactic polymer is given as 190 ◦C while that of the isotactic one is 160 ◦C.(43)
It is tempting to conclude that the melting temperature of the syndiotactic poly-
mer is greater than the isotactic one. However, since these studies were done prior
to the availability of NMR analysis the chain microstructures are not known. In
an isotactic polymer, containing 94% triads, the melting temperatures range from
140 to 160 ◦C after isothermal crystallization from the melt.(44) Extrapolation of
this data leads to an equilibrium melting temperature of 220 ◦C. Until compara-
ble studies are carried out with the syndiotactic polymer, a rational comparison
cannot be made between the poly(methyl methacrylates). The available data for
poly(isopropyl acrylate) indicate that the melting temperature of the isotactic form
is about 60 ◦C greater than the syndiotactic counterpart.(45)

According to the compilation given in Table 6.1 the melting temperature of
syndiotactic poly(styrene) is much greater than that of the isotactic polymer. The
situation for poly(propylene) is not as clear. As is indicated in the table, the
reported equilibrium melting temperatures of isotactic poly(propylene) range from
185 to 220 ◦C. Possible reasons for these large differences have been given.(26)
The equilibrium melting temperature of syndiotactic poly(propylene) is reported to
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lie between 140 and 170 ◦C. It is complicated by polymorphism and low levels of
structural regularity.(46) However, a sample of relatively high stereoregularity, 96%
pentads, gives an extrapolated equilibrium melting temperature of 172 ◦C. Extrap-
olation of melting point data of polymers with 92–76% pentads leads to an equilib-
rium melting temperature of 182 ◦C for completely syndiotactic poly(propylene).

The reported melting temperature of 120 ◦C for isotactic 1,2 poly(butadiene)(47)
can be contrasted with 154 ◦C for the syndiotactic polymer.(48) It should be noted
that these melting temperatures are for polymers, without any determination of the
stereo structure. The equilibrium melting temperature of poly(4-methyl-1 pentene)
is given as 250 ◦C in Table 6.1. The melting temperature of an as prepared syndio-
tactic polymer is reported to be 220 ◦C.(49) This fragmentary data suggests that
the equilibrium melting temperatures of the two stereo isomers are comparable to
one another. The equilibrium melting temperature of the polymorphs of iso-
tactic poly(1-butene) range from 106 ◦C to 135 ◦C. In contrast the observed
melting temperature of a syndiotactic sample of the polymer (93% pentads) is
50 ◦C.(50)

Poly(vinyl alcohol) is another example where relating the melting temperature
and stereoisomerism is difficult.(51,52) High degrees of structural regularity have
not been achieved with either the isotactic or syndiotactic polymer. The determi-
nations of �Hu and �Su suffer from the same problem.(51,52,52a) The level of
stereo regularity, based on triads, is in the order of 75%. The available evidence
indicates that the melting temperatures of the isotactic and syndiotactic polymers
are comparable to one another.

The data summarized above does not allow for any conclusions to be reached
with respect to the influence of stereoisomerism on the melting temperature. The
available evidence is conflicting and does not allow for the assessment of any
general trends. Clearly, melting temperatures for polymers having the same chain
defect concentration and crystallized under comparable conditions are needed.

The melting temperatures of the diene type polymers follow the same general
trends that are found in their monomeric analogues. It is well known that the
cis isomers of hydrocarbon derivatives are lower melting than the corresponding
trans ones. It is not surprising, therefore, that poly(1,4-trans-isoprene) is higher
melting than the 1,4 cis polymer. Similarly poly(1,4-cis-butadiene) has a melting
temperature of +1 ◦; that of the corresponding trans polymer is 148 ◦C. The isomers
of poly(1,4 2,3-dimethyl butadiene) show a difference of about 70 ◦C between the
isomers. This difference in melting temperatures is also observed between the cis
and trans poly(pentenamers) and poly(octenamers).(53–55) The cis–trans effect is
quite general. It is also found among poly(esters) and poly(urethanes) containing the
CH——CH group in the main chain.(56) The melting temperature of the cis isomer of
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the poly(urethane) prepared from 1,4-cyclohexanediol and methylene bis(4-phenyl
isocyanate) is substantially less than the corresponding trans isomer. However, when
1,4-cyclohexane dimethanol is used as the glycol, comparable melting temperatures
are observed for the two isomers.(57)

When examining the thermodynamic parameters that govern the fusion of the
poly(1,4-isoprenes) it can be noted that both the enthalpy and entropy of fusion of
the higher melting polymorph of the trans form are greater than that of the all cis
chain. In contrast, although the melting temperature of the high melting trans form
of poly(butadiene) is about 150 ◦C greater than the cis structure, it is accompa-
nied by a significant decrease in both the enthalpy and entropy of fusion. Based
on the rotational isomeric state theory, there is no reason for any unusual chain
conformations in the melt to be the source of the low entropy of fusion. Therefore,
the origin of this low entropy of fusion must reside in the crystalline state. This
possibility was pointed out by Natta and Corradini (58) who demonstrated that there
is a certain element of disorder in the chain conformation within the crystal of the
high temperature form of poly(1,4-trans-butadiene). This partial disorder of the
chain in the crystalline state is thus the basis for the low entropy of fusion. We should
also note from Table 6.1 that the entropy of fusion of poly(1,4-cis-polyisoprene)
is substantially less than that of poly(1,4-cis-polybutadiene). It has been suggested
that this difference can be attributed in part to a disorder in chain packing. However,
in analyzing the entropy of fusion account must also be taken of the volume change
on melting. (cf. seq.)

The melting temperatures of the trans poly(alkenamers) increase with the num-
ber of carbon atoms in the repeating unit for the same crystal structure. In the limit
of an infinite size repeat the melting temperatures approach that of linear polyethy-
lene.(59) Differences in melting temperatures are found between polymers having
either an even or odd number of carbons in the repeating unit, reflecting differences
in the crystal structure.(59,60) The thermodynamic quantities in Table 6.1 indicate
that there is a steady increase in the enthalpy of fusion, on either a mole or weight
basis, with an increase in the size of the repeating unit. Although the entropy of fu-
sion per repeating unit also increases, the value per single bond remains effectively
constant and is similar to that for polyethylene.

There are several groupings of polymers that are of particular interest. Poly-
mers commonly considered to be elastomers at ambient temperature must have
low glass temperatures and be either noncrystalline or, if crystallizable, have low
melting temperatures. Some typical polymers in this category are poly(1,4-cis-iso-
prene), natural rubber, poly(isobutylene), poly(dimethyl siloxane), and poly(1,4-
cis-butadiene). Their melting temperatures are 35 ◦C, 5 ◦C,(61) −38 ◦C and 0 ◦C re-
spectively. Poly(1,4-cis-isoprene), poly(1,4-cis-polybutadiene) and poly(dimethyl
siloxane) are all characterized by low values of �Hu. We can assume that
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poly(isobutylene) will follow the same pattern. Poly(dichlorophosphazene) is also
an elastomer at room temperature. Tg for this polymer is −65 ◦C. Although its melt-
ing point, 33 ◦C, is above room temperature it only crystallizes at temperatures well
below ambient.(62) This behavior is reminiscent of poly(1,4-cis-isoprene) where
equilibrium melting temperature is 35.5 ◦C but it supercools quite easily. It is esti-
mated that for the phosphazene polymer �Su = 6.5 e.u. mol−1. Therefore, based on
the low melting temperatures of these polymers, their classification as elastomers
resides in the large entropic contribution to the fusion process.

In contrast to the elastomers, polymers with high glass temperatures and high
melting temperatures have been termed engineering, or high performance, plastics.
Included among this group of polymers, along with the respective melting tempera-
tures, are poly(tetrafluoroethylene) 346 ◦C; poly(2,6-dimethyl 1,4-phenylene oxide)
275 ◦C; poly(2,6-dimethyoxy 1,4-phenylene oxide) 287 ◦C; the poly(carbonate),
poly(4,4′-dioxydiphenyl 2,2-propane carbonate) 317 ◦C; poly(ethylene 2,6-naph-
thalene dicarboxylate) 337 ◦C and poly(phenylene sulfide) 348 ◦C, to cite just a few
examples. None of these high melting polymers have large values of �Hu. In fact,
in examining the data in the tables one finds that associated with these polymers are
some extremely low values of �Hu. For example, �Hu for poly(tetrafluroethylene)
is about 1200 cal mol−1, which is about the same as for poly(2,6-dimethyl 1,4-
phenylene oxide). The �Hu value for poly(2,6-dimethoxy 1,4-phenylene oxide)
is only 760 cal mol−1. Poly(2,6-diphenyl 1,4-phenylene ether), with a melting tem-
perature of 484 ◦C has a �Hu of only about 3000 cal mol−1. It is clear that the
high melting temperatures cannot be attributed to enthalpic effects. Rather they are
caused by low values of �Su. Polymers with similar properties, whose fusion pa-
rameters are not available, include the crystalline poly(sulfones) [(CH2)–SO2] and
poly (phenylene sulfide). The melting temperatures of the alkyl type poly(sulfones)
are in the range 220–271◦C. The smaller the number of methylene groups between
the sulfones, the higher the melting temperature.(63) The melting temperature of
poly(phenylene sulfide) is 285 ◦C.(64)

Poly(esters) have many different chemical repeating units and structures. These
in turn are reflected in the observed and equilibrium melting temperatures. The
aliphatic poly(esters) melt at temperatures lower than polyethylene. This finding is
consistent with the melting of the corresponding monomeric system. Monomeric
chain esters melt at lower temperatures than do the n-alkanes of the same chain
length. This observation, and the fact that usually the greater the number of ester
groups the lower the melting point, appear surprising.3(13) A plot of the melting
temperatures against the number of chain atoms in the structural repeating unit

3 The two poly(esters) containing the largest concentration of ester groups in the chain are anomalous with respect
to this generalization. Poly(ethylene succinate) melts at 108 ◦C while poly(ethylene malonate) is a liquid at room
temperature.(65,66)
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of the aliphatic polyesters indicates that, except for the perturbation of the “odd–
even” effect, there is an apparent approach to the melting temperature of polyethy-
lene.(65,66) There is, however, about a 70 ◦C difference in melting temperatures
between the highest recorded values of an aliphatic poly(ester) and of polyethylene.
Thus, whether the trend observed represents a true asymptotic approach to the melt-
ing temperature of linear polyethylene still remains to be established. The fact that
the aliphatic poly(esters) melt lower than polyethylene, and are lower the greater
the number of ester groups, argues against the polarity of the chain having a major
influence on the melting temperature. These results are contrary to what would be
expected if the determining factor were an increase in intermolecular interactions
due to the polar ester groups. However, it is the difference between interactions in
the crystalline and liquid state as well as entropic effects, that are important. The
thermodynamic parameters found in the tables do not give any direct clues as to
the reason for this behavior. It has been suggested (65) that bonds in the region
of the ester group are more flexible in the melt than the CH2–CH2 bond, and this is
the reason for the observed melting behavior.

The data in the tables indicate that the melting temperatures of the aliphatic
poly(esters) with an odd number of CH2 units are lower than those containing an
even number. The alternation of melting temperatures in this particular series is
found throughout the organic chemistry of low molecular weight substances, in-
cluding the n-alkanes. It is also observed in other homologous polymer series such as
poly(amides), poly(urethanes), poly(ureas), poly(ethers) and aromatic poly(esters)
containing an aliphatic chain portion.(66) An example of this effect is given in
Fig. 6.2 for several different polymer series. Curve (a) is the plot for the series of
aliphatic polyesters based on decamethylene glycol. The observed melting temper-
atures are plotted against the number of carbons in the dibasic acid. The well-known
zigzag line is observed. As the number of carbon atoms increases the difference
in melting temperatures between successive odd–even polymers decreases. There
is indication that for a sufficiently high number of carbon atoms this effect will be
lost.

The reason for the odd–even effect on the melting temperatures has usually been
attributed to different positions of the ordered planar zigzag conformation resulting
in different alignments of the carbonyl group.(65–68) It has been pointed out (70),
as is evident from the table, that �Hu alternates with carbon number in an opposite
manner to the melting temperature. Consequently enthalpy differences cannot be
the cause of the alternation. The alternation must result from differences in the
entropies of fusion.

The introduction of ring structures directly into the chain backbone results
in substantially higher melting temperatures compared to the corresponding
aliphatic polymers.(70) This behavior has already been described for hydrocarbon
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Fig. 6.2 Composite plot of different homologous series illustrating “odd–even” effect. Plot
of melting temperature against number of carbon atoms. (a) Aliphatic poly(esters) based on
decamethylene glycol; number of carbon atoms in dibasic acid. (b) Aromatic poly(esters)
based on terephthalic acid; number of carbon atoms in diol. (c) Aliphatic poly(amides)
based on hexamethylene diamine; number of carbon atoms in diacid. (d) Poly(urethanes).

polymers. Similar effects are found in other polymers such as the poly(amides),
poly(anhydrides) and poly(urethanes). Although the aromatic poly(esters) have
higher melting points than their aliphatic counterparts the �Hu values are compa-
rable to one another. The significantly higher melting temperatures of the aromatic
polymers must, therefore, result from a lower entropy of fusion per repeating unit
as is indicated in the tables. The melting temperature of poly(ethylene naphthalene
2,6-dicarboxylate) is about 70 ◦C greater than that of poly(ethylene terephthalate),
despite the fact that the enthalpy of fusion of the latter poly(ester) is slightly the
higher of the two. Consequently, and not unexpectedly, the role of the naphthalene
group is to reduce the entropy of fusion, probably by stiffening the chain in the melt.

The importance of the p-phenylene linkage is illustrated by the melting tempera-
ture of the poly(esters) based on terephthalic acid. As the length of the diol increases
the melting temperature decreases.(71–74) For example, the melting temperatures
of the polymers based on ethylene, trimethylene, tetramethyl, hexamethylene and
decamethylene terephthalate gradually decrease from about 300 ◦C to 130 ◦C as the
distance between the ester groups increase. This decrease in melting temperature
is accompanied by an increase in the values of �Hu. The importance of �Su in
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establishing the melting temperature is illustrated once again. The poly(alkylene 2,6-
naphthalene dicarboxylates) follow a similar pattern. There is a progressive decrease
in Tm with an increasing number of methylene groups.(74) In contrast, the melt-
ing temperature of poly(ethylene 1,4-diphenoxy-oxybutane, p,p′-dicarboxylate)
remains high at 252 ◦C, although the spacing of the ester groups relative to
poly(ethylene terephthalate) is doubled. The disposition of the p-phenylene link-
age is the same and thus the melting temperature remains essentially unaltered. The
melting temperature of poly(2-methyl-1,3-propane glycol terephthalate) is reduced
to the range of 73–82 ◦C.(75)

The odd–even effect in melting temperatures is also found in the aliphatic por-
tion of the aromatic poly(esters). An example is also illustrated in Fig. 6.2 for
poly(esters) based on terephthalic acid.(71–73) Here, the difference in the odd–
even melting temperatures is much greater than for the corresponding aliphatic
polymers indicating the entropic influence. The differences in the melting temper-
atures decrease as the number of carbon atoms in the diol increases. The melting
temperatures appear to be approaching those of the completely aliphatic polymers
at a temperature below that of polyethylene.

In analogy to monomers, the position of the ring substituent dramatically influ-
ences the location of Tm. For example, Tm of poly(tetramethylene isophthalate) is
about 80 ◦C less than the corresponding polyester based on terephthalic acid. This
decrease in Tm is accompanied by a 50% increase in �Hu. The difference in melting
points is due to an increase in �Su and reflects the difference in shape and confor-
mational versatility of the two isomers. This difference in melting temperature is
also found in other aromatic poly(esters).(73) Poly(decamethylene terephthalate)
melts 100 ◦C higher than poly(decamethylene isophthalate); the difference between
poly(ethylene terephthalate) and poly(ethylene isophthalate) is about 130 ◦C.

The introduction of branches, such as methyl groups, into the hydrocarbon
portion of either aliphatic or aromatic poly(esters) reduces the melting temper-
ature.(66,74,76) In some cases the polymers have not as yet been crystallized.
Poly(esters) based on terephthalic acid are particularly interesting in this regard.
The introduction of a single methyl group into either poly(ethylene terephthalate)
or poly(triethylene terephthalate) results in a reduction of the melting points
by about 135–140 ◦C. However, the introduction of two symmetrically arranged
methyl groups into poly(triethylene terephthalate) results in a much smaller re-
duction. Another example of disruption of the aliphatic portion of the chain is
the introduction of ether linkages. When ether linkages are inserted into the
aliphatic portion of the chain the melting temperature is reduced considerably.
For initially low melting aliphatic poly(esters) crystallinity can be eliminated. This
effect is also observed with aromatic type poly(esters). Polymers with the repeat
—[OCC6H4—COOCH2CH2OCH2CH2—O]— cannot be crystallized from the
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melt. However, when admixed with diluent crystallization ensues.(77) Extrapo-
lations from polymer–diluent mixtures gives a melting temperature somewhat less
than 180 ◦C. This represents a significant decrease from that of the pure aliphatic
sequence.

The analysis of the melting temperature of poly(esters) has led to the recognition
of certain behavior patterns. These are similar, in many respects, to those involved
in the melting of similarly constituted monomeric systems. There is the “odd–
even” effect well known in n-alkanes and other low molecular weight substances.
The introduction of ring structures into the chain backbone results in a significant
elevation of the melting temperature. Isomerization of the ring alters the melting
temperature. As the subsequent discussion will indicate these patterns are also
found in other type polymers. There is, however, a unique feature to polymer
crystallization. Quantitative analysis of the thermodynamic parameters that govern
fusion has indicated the importance of �Su in determining the melting temperature.
Many examples have been given in the foregoing discussion of the poly(esters). The
influence of �Su on the melting temperatures of polymers is a feature not usually
found in monomeric systems.(65)

The poly(amides) also offer a rich diversity of repeating units and melting tem-
peratures with which to assess the principles that have evolved so far. The aliphatic
poly(amides) melt much higher than the corresponding poly(esters) and polyethy-
lene. A wide range of melting temperatures are observed that depend on the number
and arrangement of the carbon atoms in the repeating unit. The odd–even effect is
again observed as is illustrated in Fig. 6.2 for poly(amides) based on hexamethylene
diamine. It is apparent that the same pattern that was observed with the poly(esters)
is being followed. A set of melting temperature data is compiled in Fig. 6.3 for
poly(amides) prepared from diamines and diacids that each contain an even number
of carbon atoms.(66,78–81) The melting temperatures are plotted against the total
number of carbon atoms in the repeating unit. The polymers in this and similar
figures are designated by the conventional notation. The first digit represents the
number of carbons in the diamine, the second that in the diacid. It is evident that a
smooth curve results.4

Within experimental error, the melting temperatures given in Fig. 6.3 only depend
on the total number of carbons in the repeat, irrespective of their distribution between
the diamine and diacid. For example, the melting temperatures of the polymers
10,10; 8,12; and 6,14 are very close to one another. Other combinations give very
similar results. The melting temperatures of 12,10 and 10,12 are also close to each
other.(82) The melting temperatures decrease very rapidly with increasing size of

4 The general trends found here and in Fig. 6.4 are clear. However, most of the melting temperatures have been
determined by rapid heating and are thus subject to error. The Tm value for a given polymer does not always
agree among different reports. When discrepancies exist, the highest Tm value was selected.
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Fig. 6.3 Plot of observed melting temperatures against the total number of carbon atoms
in the structural repeating unit of poly(amides). Both the diamines and diacids contain an
even number of carbon atoms.

the repeating unit, reflecting the dilution of the amide group. For example, the
melting temperature of the 4,6 poly(amide) is 295 ◦C; in the other extreme, Tm of
the 18,20 poly(amide) is reduced to 146 ◦C. The melting temperatures of 6,24 and
6,34 follow the pattern established by the plot in Fig. 6.3.(82a) Thus, in contrast to
the poly(esters) there is an increase in melting temperature as the proportion of
polar groups in the chain increases. This observation has been explained by the
hydrogen bonding capacity of the amide groups. As the number of carbon atoms
in the repeat increases, the melting temperatures can be thought of as approaching
that of linear polyethylene.

The melting temperatures of the poly(amides) where either one or both of the
diamines or diacids contains an odd number of carbons, are plotted in Fig. 6.4.
The dashed line is a replot of the curve in Fig. 6.3. The data are based on the
series pimelic, azelaic and undecanoic acids. The odd–even effect is made clear
in this figure. For a given diacid, the polymers with an even number of carbons in
the diamine melt higher than the corresponding odd-numbered component. All the
hydrogen bonds are still formed in the crystals of the poly(amides) that have an
odd number of CH2 groups. The crystal structures are different, however, from the
polymers that have an even number. In this series, polymers with a total even number
of carbon atoms melt significantly lower than the corresponding polymer with even
carbon numbers in both species. However, with just one exception, the polymers
with an even number of carbon atoms in the diamine have melting temperatures
close to the dashed line in the figure. Thus, if Tm of these poly(amides) were plotted
in Fig. 6.3 (all even number diamines) they would fall on the solid line in the figure.
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Fig. 6.4 Plot of melting temperatures against the total number of carbons of poly(amides)
where either one or both of the diamine and diacid contain an odd number of carbons.

A close examination of the data in Fig. 6.4 indicates that for most, but not all, of the
polymers, the melting temperatures depend only on the total number of carbons.
As examples, compare the pairs 6,9 and 4,11; 8,9, 6,11 and 10,7 and 9,9 and 7,11.
Deviations from this generalization are observed at the lower carbon numbers. The
poly(amides) 2,5 and 4,3 have been reported to have the same melting temperatures.
However, 1,6 decomposes before melting, at a much higher temperature.(83) This
difference in melting temperatures has been attributed to differences in crystal
structure. The dilution effect is also observed when either the diamine or diacid has
an odd number of carbons. For the series n,3 the melting temperature decreases
from 276 ◦C to 217 ◦C as n values increase from 4 to 12.(84) A smaller, but similar,
effect has been observed in 1,n poly(amides).(85)

Poly(amides) based on ω-amino acids also display a wide range in melting tem-
peratures. The Tm values generally decrease with the number of carbon atoms in
the amino acids.(80,86) For example, the melting temperature of poly(glycine)
(nylon-2) is reported to be 365 ◦C, while that for poly(laurolactam) (nylon-12) is
about 185 ◦C. There is also a distinct alternating effect in Tm. The melting temper-
atures of the poly(amides) formed from ω-amino acids containing an odd number
of carbon atoms are greater than those formed from even numbered ones.

A comparison of the data in Table 6.1 for the aliphatic poly(amides) with the
corresponding poly(esters) indicates that, despite the much higher melting tem-
peratures of the former, their heats of fusion are substantially less. This is true,
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notwithstanding the greater hydrogen bonding capacity of most of the poly(amides).
With the exception of poly(N,N′-sebacoyl piperazine) the poly(amides) listed
in the tables all form hydrogen bonds. However, despite the differences in melting
temperatures, the heats of fusion on a weight basis are all comparable to one an-
other. It is quite obvious that the straight chain aliphatic poly(amides) can, and
in fact do, form hydrogen bonds. However, this bonding is not manifested in the
enthalpy of fusion. Any significance in the role of hydrogen bond formation in caus-
ing the high melting temperatures must be reflected in its influence on the entropy
of fusion. Studies have shown that a significant concentration of hydrogen bonds
are maintained in the melt.(87–90) Minimal influence on the enthalpy of fusion
would then be expected. However, a local ordering in the melt can be attributed to
hydrogen bonding. This factor will lower the entropy of fusion relative to that of
corresponding poly(esters).

Substitution of one of the hydrogens in the aliphatic portion of a poly(amide)
reduces the melting temperature in a manner analogous to that observed in the cor-
responding poly(esters). The substitution of the hydrogen in the —NHCO— group
by methyl, or other alkyl groups, has an even more pronounced effect.(67,91,92) For
example, the polymer of N-methyl undecanoic acid (N——CH3—(CH2)10CO) melts
at 60 ◦C, while the unsubstituted polymer melts at 188 ◦C. Although poly(N-methyl
laurolactam) is partially crystalline, the homopolymers poly(N-ethyl laurolactam)
and poly(N-benzyl laurolactam) are completely amorphous.(93) The reductions in
Tm have been ascribed to the decreased capacity for hydrogen bond formation when
the H atom is replaced by an alkyl group.

The melting temperatures of poly(amides) of the type

CO NH N(CH2)6

(CH2)n

CHCO H

CH3

III

have been determined for odd values of n that range from 3 to 17.(94) Initially,
there is a large decrease in Tm with increasing n. A minimum in Tm is observed for
n = 7–9 followed by a continuous increase with n. This result is similar to what
was already noted for the poly(1-alkenes). It is a general phenomenon for polymers
with side-chain branches.

Poly(thioamides) have much lower melting points than the corresponding
poly(amides).(95) For example, the difference in melting points is about 100 ◦C
for polymers that have 12 CH2 groups in the repeating unit. This difference be-
comes progressively smaller as the number of methylene groups is increased. This
difference is only about 25 ◦C for 22 CH2 groups.
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The introduction of ring structures into the chain backbone results in a sub-
stantial increase in the melting temperature. Although this is a general pheno-
menon for all polymers it manifests itself in extremely high melting temperatures
for poly(amides).(67,96,97) This behavior is similar to that of monomeric di-
amides.(98) The introduction of an aromatic group, or groups, can be accomplished
in several different ways. The poly(amides) can be synthesized from either aliphatic
diamines and diaromatic acids, or phenylenediamines and aliphatic diacids (or
diacid chlorides). Polymers in the latter category are geometrically asymmetric and
form liquid crystals. For the poly(amides) prepared with either aromatic acids or
aromatic diamines melting temperatures increase in going from the ortho to meta to
para derivatives.(97) The melting temperature of poly(amides) derived from pheny-
lene diamine and sebacic acid increases from 135 ◦C to 332 ◦C with the change in
isomers. For the corresponding polymers based on phthalamides, Tm increases from
115 ◦C to 316 ◦C. The melting temperatures also increase as the chain length of the
aliphatic sequence decreases. Suggestions of the odd–even effect are also found.

The introduction of cyclohexane rings into the chain results in a number of
structural differences. In addition to position isomers and geometric cis and trans
isomers, chair, boat and twist conformations are also possible. There are large num-
bers of possibilities for copolymeric behavior from the point of view of crystalliza-
tion. The crystallization behavior of this group follows the principles elucidated
in Chapter 5.(99,100) The discussion here will be restricted to homopolymers and
consideration of the influence of position and geometric isomers on the melting
temperature.

Studies of poly(amides) prepared from cyclohexane bis(alkyl amines) have
focused on the role of 1,4, 1,3, and 1,2 linkages and the type and length of the di-
carboxylic acid. Comparison of properties with polymers based on p-xylene-α, α′

diamine and p-phenylene bis(ethyl amine) have also been reported.(99,101) For
each series the expected alternation in Tm with the number of carbon atoms in
the dicarboxylic acid is observed.(99,101) In a series based on 1,4-cyclohexane
bis(methyl amine), 1,4-CBMA, and diacids of varying length the melting tem-
perature of the trans isomer is about 100 ◦C greater than the corresponding cis
polymer.(99) This difference has been attributed to the greater symmetry and rigid-
ity of the trans form. The melting temperatures of poly(amides) based on trans
1,4-cyclohexane bis(ethyl amine), 1,4-CBEA, are about 16 ◦C higher than those of
the corresponding trans CBEA polymers. The nature of the linkage has a profound
effect on the relation of Tm to the geometric isomers. The cis isomers of the 1,3
disubstituted cyclohexanes are generally more thermodynamically stable than the
trans ones. In turn, this fact is reflected in the melting temperatures. As examples,
the melting temperature of the trans isomer of the poly(amide) formed with adipic
acid and 1,4-cyclohexane bis(methyl amine) (1,4-CBMA-6) is 340 ◦C, while that of



290 Thermodynamic quantities

the corresponding cis isomer is reduced to 240 ◦C. However, for the 1,3-CBMA-6
the situation is reversed. The cis isomer melts at 240 ◦C, while the trans conformer
melts at 150–160 ◦C. In the 1,4-CBMA-6 polymer the two bonds connecting the
substituent to the ring are parallel to one another in the trans conformation. The
situation is reversed for 1,3-CBMA-6 and the two bonds are parallel in the cis
structure. When the size of the alkyl group is increased to ethyl as in 1,4-CBEA-6,
Tm of trans is 340 ◦C and that of cis 120 ◦C.

Poly(amides) based on 1,2-cyclohexyl rings should have larger melting point
depressions relative to the 1,4 structure than is shown by the 1,3 ring. For 1,2
rings the more stable isomer is the trans configuration. Therefore, Tm of the trans
polymer should be higher than the corresponding cis structure. Although the pure
isomers having the 1,2 linkage have not been synthesized, only short extrapolations
are needed on available data for geometric copolymers based on 1,2-CBEA-6 for
a reliable estimate of Tm of the pure species.(100) These expectations are in fact
found. For the pure polymers Tm of trans is 140–150 ◦C while that of the cis is
120 ◦C.

A comparison of melting temperatures can also be made between 1,4-CBMA,
poly(amides) based on p-xylene-α,α′ diamine and on p-phenylene bis(ethyl amine)
with a series of dicarboxylic acids. The melting points of the poly(amides) based
on p-xylene-α,α′ diamine and on p-phenylene bis(ethyl amine) differ by only about
20–30 ◦C for polymers whose dicarboxylic acids have the same number of methy-
lene units. The melting temperatures of the trans CBMA’s are about 10–15 ◦C higher
than the p-xylene-α,α′ diamine poly(amides).

The poly(urethanes) are similar to the poly(amides) in that hydrogen bond
formation is possible between the functional group —(O—CO—NH)—. How-
ever, the O—CH2 bond typical of polyesters is also present. It is, therefore,
not surprising that the melting temperatures of the poly(urethanes) fall between
those of the poly(esters) and poly(amides). The generalizations established for
the poly(esters) and poly(amides) are also applicable to the melting temperatures
of the poly(urethanes). Melting temperatures progressively decrease with increas-
ing length of the hydrocarbon portion.(65,102,103) The poly(urethanes) with the
lowest concentration of O—CO—NH groups have melting temperatures somewhat
less than that of polyethylene.(65) The odd–even effect is also observed, as is illus-
trated in Fig. 6.2. Introduction of ring structures, either aromatic or cycloaliphatic,
substantially raises the melting temperature.(66,102–104)

Specific details that illustrate these generalizations are found in Tables 6.1 and
6.3. The data are based on two series of polyurethanes, hexamethylene diisocyanate
and 4,4′-diphenyl methane diisocyanate each with a variety of diols. The number
of methylene sequences in the hydrocarbon portion of these polymers varies from
2 to 10.(102,103) The enthalpies of fusion per mole are qualitatively similar to
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those of the aliphatic polyesters. The ring containing polymers in the two series
have higher melting temperatures. When compared with poly(amides) based on
hexamethylene diamine, the values of �Hu are within 10% of one another. The
entropies of fusion per rotatable bond are in the range 1.5–1.9 e.u. so that there is
no major difference between the two classes of polymers. A similar situation was
observed for the aliphatic and aromatic poly(esters) and indicates that the simple
comparison is not adequate when a ring is present in the backbone.

An interesting comparison in the fusion parameters can be made between the
aliphatic poly(urethanes) and the corresponding poly(amides) based on either 1,6
hexamethylene diamine, or hexamethylene diisocyanate each with similar dicar-

boxylic acids.(102,103) The difference is in the replacement of the
O H

O --- || --- |
C N

group

by
O H

--- || --- | ---
C N

. The melting points of the poly(amides) are about 70–90 ◦C greater than
the corresponding polyurethanes. Where quantitative comparisons can be made, the
�Hu values are virtually identical. The melting point differences can again be at-
tributed to the entropy of fusion. The slightly enhanced entropy of fusion of the
poly(urethanes) is due to the oxygen in the chain backbone.

The thermodynamic properties governing fusion for a series of poly(esteramides)
are given in Table 6.1.(105) As would be expected from the structure of the repeating
unit, all of these polymers are high melting. It can also be anticipated that the melting
temperatures decrease monotonically with an increase in the number of methylene
units in the repeat. Concomitantly, �Hu increases by a factor of about one and a
half. There is then a corresponding increase in �Su.

The relation between the melting temperature and structure of the poly-
(anhydrides) essentially follows the same principles found with other polymer
types. The melting temperatures of the aliphatic poly(anhydrides) are lower than
that of polyethylene.(106) For example, poly(sebacic anhydride) melts at 83 ◦C.
The melting temperatures of rings containing poly(anhydrides) can be varied
over wide limits by changing the ring type, the phenylene linkage and the
length and type of the intervening groups.(93,107,108) Polymers containing aro-
matic rings in the chain backbone melt substantially higher than the aliphatic
poly(anhydrides). Poly(terephthalate anhydride), for example, melts at 410 ◦C,
while poly(isophthalate anhydride) melts at 259 ◦C. Changing the nature of the in-
tervening group can cause a large variations in Tm. The introduction of methylene
units into the chain can reduce melting temperatures to as low as 92 ◦C. Replacing
the aromatic rings by heterocyclic ones, such as furan, tetrahydrofuran and thio-
phene causes a substantial decrease in Tm. For example, with furan in the chain Tm

is reduced from 410 ◦C to 67 ◦C.(107)
The crystalline, aromatic poly(imides) are high melting polymers. Even within

this class of polymers significant changes in Tm occur with different repeating units.
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Some examples are given in the following. A class of poly(imides) was synthesized
by the reaction of aromatic dianhydrides with diamines and contained carbonyl
and ether connecting groups between the aromatic rings.(109) One of the repeating
units has the structural formula

C

C

O

O

CN N
C

C

O

O

O
C

O
Ar

O

C

O

O n

IV

The melting temperature of this polymer is 350 ◦C when Ar, an aromatic ring, is in-
serted in the meta position; Tm increases to 427 ◦C when the para isomer is formed.
A dependence of Tm on the ring isomer is usually observed.(109,110) Melting tem-
peratures can also be altered by introducing flexible species into the chain backbone.
A case in point is found in poly(imides) of the type described in Table 6.3.(111) In
these polymers, ethylene glycol sequences have been incorporated into the chain.
Polymers with n = 1, 2 and 3 have been studied. The thermodynamic parameters
governing fusion are listed in the table. As the number of glycol groups increases,
T 0

m decreases as would be expected. Concomitantly, �Su increases. Again, it is
the increase in �Su that governs the decrease in T 0

m. Similar behavior has been
found in other polymers. The increase in �Su can be attributed to the enhanced
molecular flexibility of the chain backbone in the melt as the concentration of
—O—CH2—CH2—O— groups is increased.

The melting temperature of the LARC-CPI poly(imide) listed in the table is about
50 ◦C higher than the polymers just described, with n = 1.(112) Both �Hu and �Su

are greater for the higher LARC-CPI polymer. Similar influences of structure are
found in alkyl–aromatic poly(imides)based on

OC

OC
N R

CO

CO
N (CH2)n V

as the repeating unit.(113) The R group is one of the following:

O

The melting temperatures of the polymers based on 3,3′, 4,4′-diphenyl oxide
tetracarboxylic acid decrease from 352 ◦C for n = 4 to 202 ◦C for n = 8; a
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substantial change in melting temperature. Polymers with n = 9 to 12 have low lev-
els of crystallinity and are difficult to crystallize, indicating a further reduction in Tm.

The aliphatic poly(lactones) are low melting and have relatively low values of
�Hu (see Table 6.1). However, by inserting a dimethyl substituent, as in poly(α,α′-
dimethyl propiolactone), Tm is raised to 269 ◦C. This increase in melting tempera-
ture, above that of poly(β-propiolactone), is accompanied by about a 50% increase
in �Hu and a modest increase in �Su. One might have expected that the steric
hindrance due to the two methyl groups on the same carbon would restrict the
chain conformation in the melt and be the cause of the melting point elevation. The
melting temperature of poly(α,α′-diethyl propiolactone) is 258 ◦C with, however,
slightly higher values of �Hu and �Su than the dimethyl polymer.

In examining the fusion properties of the poly(ethers), it is found that the equilib-
rium melting temperature of poly(methylene oxide), 206 ◦C, is much greater than
that of polyethylene and the other members of the poly(oxyalkane) series. There is
a difference of more than 100 ◦C in melting temperatures between poly(methylene
oxide) and poly(ethylene oxide). Figure 6.5 illustrates that as the length of the
aliphatic group increases a minimum in Tm is reached in the vicinity of the three
and four methylenes. The melting temperatures then increase with the number of
carbons in the alkane group. However, the values of the hexa, octa and decamethy-
lene polymers are very close to one another. The fusion parameters characteristic
of poly(methylene oxide) do not directly explain its high melting temperature. Its
heat of fusion is less than that of poly(ethylene oxide) on a mole basis, but greater
on a weight basis. The entropy of fusion per repeating unit is less than that of

Fig. 6.5 Plot of melting temperatures, Tm, against number of CH2 groups in poly(ethers)
� and poly(thioethers) �.
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poly(ethylene oxide). The situation is reversed, however, when compared on the
basis of rotatable single bonds. Bearing on this matter is the fact that the charac-
teristic ratio of poly(methylene oxide) is about two and half times greater than that
of poly(ethylene oxide). The larger spatial expanse of the poly(methylene oxide)
chain should affect the entropy of fusion, and appears to play an important role
in causing its high melting temperature. The enthalpies of fusion of poly(ethylene
oxide) and poly(trimethylene oxide) are very close to one another. The decrease in
melting point that occurs here can be attributed to an enhanced entropy of fusion.
As the series progresses to poly(tetramethylene oxide) and poly(hexamethylene
oxide) a large increase occurs in �Hu that is accompanied by a modest increase
in the melting temperature. What might be expected to be a substantial increase
in the melting temperature, based on �Hu values, is tempered by the concomitant
increase in �Su.

The melting temperatures, as well as the entropies and enthalpies of fusion are
virtually identical for poly(ethylene oxide) and isotactic poly(propylene oxide).
Bulkier side groups do, however, have a significant influence on the melting tem-
perature. For example, the melting temperature of poly(t-butyl ethylene oxide)
is 149 ◦C;(114) that of poly(isobutylene oxide) is 177 ◦C;(115) and that of poly-
(styrene oxide) is 162 ◦C.(114) A wide range in melting temperatures can be
achieved by varying the nature of the side group.(116) It can be surmised that
changes in �Su are involved.

Not surprisingly, the introduction of aromatic rings into the chain backbone
causes a substantial increase in Tm (see Tables 6.1 and 6.3). The melting temperature
of poly(1,4-phenylene ether) is about 290 ◦C. The melting temperature increases
to 484 ◦C when two phenyl groups are substituted in the 2,6 position of the ring.
Indirect measurements of the fusion parameters (Table 6.3) indicate that a large
increase in �Hu, but only a slight increase in �Su accompany this large increase
in Tm. However, when direct fusion parameters are available, as with poly(2,6-
dimethyl 1,4-phenylene oxide), Tm is virtually the same as that of the unsubstituted
polyether. In this case there is a decrease in both �Hu and �Su. In contrast, poly(2,6-
dimethoxy 1,4-phenylene oxide), with a T 0

m of 287 ◦C, is characterized by low values
of �Hu and �Su.

Polyethers of the type

R1

R2

C OCH2 CH2

n

VI

show some interesting melting features.(117) There is only a small difference in
melting temperatures between poly(3,3-dimethyl oxetane) and the corresponding
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3,3-diethyl polymer. The enthalpies and entropies of fusion per mole increase
slightly for this pair. When R1 and R2 differ, as in poly(3-ethyl 3-methyl oxetane) the
melting temperature is reduced relative to the symmetrically substituted polymer,
and is accompanied by a large decrease in �Hu. This difference may reflect packing
difficulties in the crystalline state. The decrease in �Hu is sufficient to offset the
decrease in �Su. When the substituents are more complex, such as in poly(3,3-
bis-ethoxy methyl oxetane) and poly(3,3-bis-azido methyl oxetane), the melting
temperatures are essentially the same for both polymers. However, there is an al-
most sixfold change in �Hu. This pair of polymers represents a classical example of
compensation between�Hu and�Su to yield a constant set of melting temperatures.

A similar pattern in melting temperatures is found in the series poly(3,3-
bis-hydroxy methyl oxetane), poly(3-methyl-3-hydroxy methyl oxetane) and
poly(3-ethyl-3 hydroxy methyl oxetane).(118) The melting temperature of the first
polymer is 303 ◦C; that of the methyl substituted one is reduced to 152 ◦C, while
that of the ethyl substituted polymer increases slightly to 163 ◦C.

The melting temperatures of the poly(formals), —[CH2—O—(CH2)x —O—]n ,
initially decrease with n, reach a minimum value for poly(1,3-dioxepane), n = 3,
and then increase.(119) The thermodynamic parameters that are given in Table 6.1,
for poly(1,3-dioxolane) and poly(1,2-dioxocane) indicate a two-fold decrease in
�Hu as the melting temperature decreases from 93 ◦C to 46 ◦C. At the same time
there is a comparable decrease in �Su, giving another example of compensation in
the two quantities.

The melting temperatures of the poly(alkyl thioethers) are greater than the cor-
responding oxygen containing ones.(13) These differences are also illustrated in
Fig. 6.5, where the melting temperatures for both types of poly(ethers) are com-
pared.(120) As with the oxyethers, the thioethers show a minimum in Tm in the
vicinity of three to four methylene units. For the lower carbon number polymers
there is a large difference, about 140 ◦C, in the melting temperatures between the
two types. However, the melting temperatures of the poly(ethers) containing four
or more methylene units are close to one another. These observations indicate the
importance of the proportions of ether linkage per repeating unit in determining
the melting temperature. The substantial difference in �Hu between poly(ethylene
oxide) and poly(ethylene sulfide) can account for the increased melting temper-
ature of the latter. Steric effects are also manifest by the fact that the Tm for
poly(isobutylene sulfide) is 201.5 ◦C (121) as compared to 67 ◦C for poly(butylene
sulfide).(122) The melting temperature of poly(3,3-diethyl thiotane) is comparable
to that of the corresponding oxygen poly(ether).(122) However, in an anomalous
situation, Tm of poly(3,3-dimethyl thiotane) is 13 ◦C as compared to 76 ◦C for the
corresponding oxygen containing polymer.(123).

The poly(aryl ether ketones) are engineering, or high performance, polymers
that have high glass and melting temperatures. For example, poly(aryl ether ether



296 Thermodynamic quantities

ketone) has an observed melting temperature of about 340 ◦C and an extrapolated
equilibrium melting temperature of 395 ◦C.(124) The observed melting tempera-
tures that have been reported for a given polymer in this group vary. This is probably
due in part to differences in molecular weight and crystallization conditions. For
analysis purposes the highest melting temperature reported will be used. The in-
herent assumption has been that only para linkages are involved. Thus, from a
crystallization point of view we are dealing with a homopolymer. However, this
important structural feature has not been established in many cases.(125) The in-
corporation of isomers into the chain can reduce the melting temperature and can
affect the melting temperature of the all para polymer.(126,126a)

The phenyl rings and the ether and ketone moeites can be arranged in different
ways within a repeating unit. The poly(arylates) of interest have similar crystal
structures. They crystallize in an orthorhombic lattice with the chains aligned par-
allel to the c-axis of the unit cell. There is a definite change in the dimensions of the
unit cell with the composition of the repeating unit.(127) As the concentration of
ketone groups increases the length of the c-axis also increases. Changes also take
place in the basal plane. The length of the a-axis decreases, while the length of the
b-axis increases. The net result is an increase in the volume of the unit cell with
increasing ketone content. The x-ray diffraction patterns suggest that the melting
temperatures be examined in terms of the composition of the repeating unit. This
suggestion is carried out in the plots shown in Fig. 6.6. Here, both the observed and
extrapolated equilibrium melting temperatures are plotted against the mole frac-
tion of ketone linkages.(127) For either set of melting temperatures, a straight line

Fig. 6.6 Plot of observed melting temperatures � and extrapolated equilibrium melting
temperatures � of poly(aryl ether ketones) as a function of mole fraction of ketone linkage.
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results that extrapolates to the respective melting temperatures of poly(phenylene
ether), i.e. the poly(aryl ether) devoid of ketone groups. As orginally noted by
Harris and Robeson (128) the melting temperature depends only on the concen-
tration of ketone groups, irrespective of how they are arranged in the repeat-
ing sequence. For example, the melting temperatures of poly(ether ketone) and
poly(ether ether ketone ketone) are the same. Similarly poly(ether ketone ether
ketone ketone) and poly(ether ketone ketone ether ketone) have the same melting
temperatures.

It has been surmised that the increase in melting temperature with ketone content
is due to a decrease in the entropy of fusion because of an enhanced rigidity of the
chain.(129) It is further argued that the isomorphism in the lattice of the diphenyl
ether and diphenyl ketone groups results in an essentially constant enthalpy of
fusion over the composition range of a repeating unit. Although these arguments
may be plausible, the determination of the full set of enthalpies and entropies of
fusion is necessary to explain the variation in melting temperatures.

The halocarbon polymers are good examples of chain molecules that have rela-
tively high melting temperatures and low heats of fusion. The high melting tempera-
tures are thus caused by low entropies of fusion and are exemplified by the fluorine
substituted polymers. Taking polyethylene as a reference, the melting tempera-
ture smoothly increases from 145.5 ◦C to 346 ◦C with the systematic replacement
of a hydrogen atom by a fluorine until poly(tetrafluoroethylene) is reached. This
change represents a rather substantial increase in the melting temperature. At the
same time the enthalpy of fusion decreases from about 1960 cal mol−1 of ethylene
to 1219 cal mol−1 of the completely fluorinated repeat. Obviously the entropy of
fusion is the major factor in determining the melting temperature. Replacing one of
the fluorine atoms by a chlorine, in the repeat of poly(tetrafluoroethylene), reduces
Tm by more than 100 ◦C. The enthalpy of fusion remains unaltered, so again there
is a significant decrease in �Su.

The fusion parameters that govern poly(vinyl chloride) are difficult to analyze.
The polymers that have been studied, in this regard, have a low level of stereoreg-
ularity, small crystallites and low levels of crystallinity.(130,131) An extrapolated
value of 385 ◦C has been given to the melting temperature of the completely stere-
oregular syndiotactic poly(vinyl chloride).(132) This value is to be compared with
157 ◦C that is given for poly(vinyl fluoride) in Table 6.1. In contrast, the reported
melting temperature of 195 ◦C for poly(vinylidene chloride)(133) appears low
relative to that listed for poly(vinylidene fluoride) and the extrapolated value for
poly(vinyl chloride). Since values of �Hu and �Su are not available for most of
these polymers it is difficult to give a rational interpretation of their melting temper-
atures. Stereoregularity, and regio defects, can make an important difference when
comparing the melting temperatures of this class of polymers.
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Cellulose, and its derivatives, are polar polymers that are characterized by very
high melting temperatures. However, these polymers possess extremely low heats
of fusion. For example, cellulose trinitrate and cellulose 2,4 nitrate have the highest
reported melting temperatures of any polymer. Their enthalpies of fusion are only
in the range of about 700 to 1400 cal mol−1. The entropy of fusion, reflecting the
chain structure, governs the high Tm values. The characteristic low values of �Hu

of cellulose derivatives and their low levels of crystallinity have made it difficult
to experimentally determine latent enthalpy effects. Therefore, it is not surprising
that at one time these polymers were not considered to be crystalline.(134–137)
The melting temperature of cellulose tributyrate is about 120 ◦C less than that of
cellulose triacetate.(138) There is a further decrease in melting temperature be-
tween cellulose tributyrate and cellulose tricaprylate from 207 ◦C to 116 ◦C, with
essentially no change in �Hu. This change is clearly due to concomitant increase
in �Su. This increase in �Su can be attributed to an additional gain in the config-
urational entropy of the ester side groups. As the length of the side group of the
tri-substituted derivatives increases, the melting point initially decreases, reaches a
minimum value, and then increases.(139) This behavior, due to the side-chain crys-
tallization, is similar to what has already been noted for other homologous series.
Qualitatively similar results have been reported with hydroxy propyl cellulose with
appended alkyl substituted branches.(140)

The symmetrically substituted polysiloxanes,

(
R
|

−−− Si −−− O −−−
|
R

)
n

, display some differ-

ent and interesting fusion characteristics.(141) Although poly(dimethyl siloxane)
displays classical behavior, the polymers containing longer alkyl substituents are
different. Poly(dimethyl siloxane) has a glass temperature in the vicinity of −120 ◦C
and, depending on molecular weight and crystallization conditions, an observed
melting temperature of about −40 ◦C.(142–147) It is not surprising that with these
characteristics poly(dimethyl siloxane) behaves as an elastomer over a wide temper-
ature range. The thermodynamic parameters governing the fusion of this polymer
are given in Table 6.1.5 The relatively small �Hu value can be attributed in part
to the cohesive energy density that is characteristic of the silicone polymers. Thus
the low enthalpy of fusion and somewhat higher entropy of fusion lead to the low
melting temperature.

When the two methyl groups are replaced by longer alkyls such as ethyl, propyl
and butyl the fusion process becomes more complex. An example of the thermo-
gram, obtained by differential scanning calorimetry, is given in Fig. 6.7 for the
fusion of poly(dipropyl siloxane).(148) Two of the endotherms, labeled A and B

5 The value of �Hu was originally reported in terms of calories per mole of chain atoms and was misinterpreted.
It was subsequently amended so as to be expressed in terms of repeating units.(145)
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Fig. 6.7 Thermogram from differential scanning calorimetry of poly(dipropyl siloxane).
(From Godovsky et al.(148))

respectively, are sharp. The other, a broader endotherm, is labeled C. The identifica-
tion of these transitions can be made by wide-angle x-ray diffraction. The transition
at A (218 K) corresponds to a crystal–crystal transition of two well-defined forms.
The number of Bragg reflections is reduced after this transition indicating the devel-
opment of a more symmetrical crystalline system. On heating to point B the crystal
transforms to an inhomogeneous phase. All the Bragg crystalline reflections disap-
pear, with the exception of the 100 reflection. The intensity and half-width of this
reflection remain unchanged. Thus, only order in the lateral direction of the chain
persists through this transition. This phase is heterogeneous, birefringent and hence
anisotropic. It is said to be mesomorphic and displays liquid-crystal behavior. In
the temperature region between B and C, the chain backbone is partially disordered
throughout its length. Conformational disorder along the chain, following a crystal–
crystal transformation, is not uncommon.(149,150) Such behavior was evidenced
quite early in poly(1,4-trans-butadiene)(151) as well as in other polymers. The
poly(dipropyl siloxane) sample becomes homogeneous and isotropic after passing
through point C at about 480 K. At this point the Bragg reflection disappears and
a typical amorphous x-ray diffraction pattern results. The temperature interval for
the mesophase is about 100 K in this case. The enthalpy change characteristic of
the anisotropic–isotropic transition is about 10% of that at the melting transition at
B, and is typical of all polymers of this type.6(144)

The fusion of poly(diethyl siloxane) follows a path similar to that of poly(dipropyl
siloxane). There are, however, some differences in the specifics.(146,152–155) The
main difference is that poly(diethyl siloxane) exists in two different low temper-
ature modifications each having similar chain structures but differing in packing
characteristics. Each of the polymorphs undergoes a crystal–crystal transition at
similar temperatures, 260 K and 214 K respectively (corresponding to point A

6 The conventional melting point–composition relation, Eq. (3.9), cannot be used for the higher dialkyl substituted
poly(siloxanes) because the equilibrium is between a crystalline phase and an anisotropic melt. Thus, the Flory–
Huggins relation is not applicable.
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in Fig. 6.7). The chain backbones are disordered in the high temperature crys-
talline forms.(144,152,154) The melting of each form to a birefringent, anisotropic
mesophase occurs on further heating, with no change taking place in the average
disordered conformation of the chain backbone. The properties of this mesophase
are similar to those of poly(dipropyl siloxane). This polymer undergoes a broad tran-
sition to a homogeneous isotropic state when the temperature is raised above 50 ◦C.
This transition is also characterized by a very small change in enthalpy.(141,153)
Thus, except for the two low temperature crystalline modifications the diethyl and
dipropyl substituted siloxanes behave similarly.

Poly(di-n-butyl siloxane) shows one sharp endothermic peak at 217 K repre-
senting the transformation from a crystalline to birefringent anisotropic state.(156)
Calorimetric measurements of this polymer indicate that the loss of anisotropy,
and the formation of the isotropic state, take place over a very broad temperature
range of approximately 190 ◦C. Only one crystalline form is reported by differential
calorimetry for this polymer.7 Other symmetrically substituted poly(dialkyl silox-
anes), such as pentyl, hexyl and decyl side-groups, show two endothermic peaks.
The systems eventually become isotropic as they melt into the liquid or amor-
phous state.(157) The temperatures of the two endothermic peaks increase with
the number of carbon atoms in the substituent. The temperature for isotropy also
increases. There is, however, evidence from birefingence measurements that the
temperature for isotropy levels off, although this temperature has not been reported
for poly(dodecyl siloxane). Poly(methyl alkyl siloxane) with long alkyl groups
(8–20 carbon number) show side-chain crystallization in a standard manner.(158)
An extrapolation of the available data for the symmetrically substituted poly(dialkyl
siloxanes) indicates that for poly(dimethyl siloxanes) the transition temperature
from the anisotropic phase to the isotropic one would be considerably below its
melting temperature.(141) In a formal sense this is the reason why the anisotropic
phase is not observed with this polymer.

The poly(diphenyl siloxane) chain is a rigid molecule because of the interac-
tion of the phenyl substituents. Only a single melting temperature in the range
of 247 ◦C to 260 ◦C has been reported for the homopolymer.(141,159,160) Other
diaryl siloxane and aryl methyl siloxane polymers also have relatively high melting
temperatures.(161)

As has been indicated, the type of anisotropic mesomorphic phase that is ob-
served in the poly(dialky siloxanes) is also observed in other polymers. In particular
this type of phase structure is generally observed in poly(dialkyl silylenes)(162)
and poly(dialkyl oxy phosphazenes).(141) The classification of this type of phase

7 There are conflicting reports as to how many crystalline endothermic peaks are observed for poly(di-n-butyl
siloxane).(151,152)
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structures and their relation to conventional liquid-crystal phases has been discussed
in detail.(163).

The fusion of the poly(siloxanes) presents some unusual problems. The iso-
lated chains are relatively flexible as manifested by their low glass and melting
temperatures. Calculations of the characteristic ratios differ only slightly with the
nature of the side-groups and confirm the flexibility.(164) Yet, with no traditional
mesogens in their chain structure, these flexible chains are able to form thermody-
namically stable anisotropic phases in the solid state.(165) Polarizing microscopy
and small-angle neutron scattering have indicated that in the anisotropic state the
chains are in a highly extended rodlike conformation.(141,166–168) A minimum
molecular weight needs to be exceeded in order for the anisotropic phase to be
formed.(160,167,168) The common feature of the group of polymers that display
this behavior is their inorganic backbone and predominantly organic side-groups. In
a condensed system one can expect that the interactions between these two different
moieties will favor a very strong preference for one another. The numbers of con-
tacts between like groups will be enhanced by elongated rodlike molecules rather
than random coils. It can then be postulated that as the melt is cooled a temperature
is reached where the enthalpic interactions are such that the decrease in entropy
that occurs when a random coil spontaneously transforms to a rodlike extended
structure is overcome. The interaction between like groups can be optimized with
only lateral order between the chains. Upon further lowering of the temperature
the full three-dimensional order will develop. We thus have the specific situation
where a collection of flexible chain molecules can exhibit behavior that is similar
to that of liquid crystals.

A different type of silicone polymer containing a ring in the chain, poly(tetra
methyl-p-silphenylene siloxane), has a melting temperature of 160 ◦C, due in part to
the aromatic ring in the backbone. There is, however, no indication that this polymer
forms an anisotropic phase and the fusion parameters are normal ones.(169)

The backbones of the poly(silylenes) consist entirely of silicon atoms, to which
are appended different substituents. The structural formula of the polymers of in-
terest can be represented as

R1

R2

Si

n

VII

We limit consideration to the case where R1 and R2 are alkyl groups. Hydro-
dynamic and thermodynamic studies in dilute solution have shown that isolated
chains of these polymers are substantially more extended than those of carbon
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backbone polymers with similar degrees of polymerization. Their characteristic
ratios are relatively high.(170,171) Because of the catenated silicon chain these
polymers display interesting electronic, photochemical and spectroscopic proper-
ties.(162,172) The dialkane substituted poly(silylenes) are characterized by a first-
order phase transition from a low temperature crystalline form to an anisotropic,
birefringent mesomorphic form.(173–175) This transition strongly influences prop-
erties. The formation of a mesomorphic phase is typical of a chain with an inorganic
backbone and organic side groups. Essentially, a conventional three-dimensional
well-ordered phase is transformed to one with intermolecular disorder but with a
high degree of intramolecular organization. The wide-angle x-ray patterns are sim-
ilar to those found with the poly(dialkyl siloxanes).(173) It has been shown that
poly(di-n-alkylsilanes) that contain up to 14 carbon atoms show this type of transi-
tion to a liquid-crystalline type phase.(174) Poly(dimethyl silylene) appears to be
an exception, in that the chain conformation is maintained. However, the packing
is transformed to hexagonal while the three-dimensional order is maintained.(176)

A plot of the temperature of transition from the crystal to anisotropic phase is
given in Fig. 6.8 for a series of poly(dialkyl silanes).(174) The alkyl side-chains
range from butyl to tetradecyl. Initially, as the length of the alkyl group increases
there is a significant drop in the transition temperature. However, beyond eight
carbons there is an increase in the transition temperatures with only a small change
for the higher carbon numbers. This pattern is similar to that observed for other
polymers that display side chain crystallization. On heating through the anisotropic

Fig. 6.8 Crystal to mesophase transition temperatures plotted as a function of the number
of carbon atoms, p, in the alkyl group in poly(dialkyl silanes). (From Weber et al. (174))
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Fig. 6.9 The enthalpy change at the crystal to mesophase transition as a function of the
number of carbon atoms in the alkyl group in poly(dialkyl siloxanes). (From Weber et al.
(174))

phase, birefringence measurements indicate that the mesomorphic phase is trans-
formed to an isotropic liquid. The temperatures for this transition to isotropy de-
pend on the length of the side-groups. This temperature is 245 ◦C for poly(dipentyl
silylene); 260 ◦C for poly(dihexyl silylene); and 210 ◦C for poly(ditetradecyl
silylene).(175)

The enthalpy change involved in the transition to the mesomorphic phase is
plotted, in Fig. 6.9, against the number of carbon atoms in the alkyl group.(174)
The enthalpy change for the polymer with the butyl side-group is 2 kJ mol−1. It
increases very rapidly with increasing length of the alkyl group, reaching a value
of 35 kJ mol−1 for the polymer with the largest alkyl group. It is clear that the
ordered structure of the alkyl groups plays a major role in the transformation to the
mesomorphic phase.

Asymmetric substituted poly(silylenes), such as R1 = butyl and R2 = hexyl,
show similar behavior.(177) In many cases the anisotropic mesophase is present at
room temperature so that the typical first-order phase transition occurs on cooling
below ambient temperature.(178)

The linear poly(phosphazenes), having the structure formula,

N

R1

R2

P

n

VIII
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are another class of inorganic-organic polymers whose fusion behavior is similar
to that of the poly(siloxanes) and poly(silylenes). Polymers have been synthesized
with a variety of R groups such as alkyl, aryl, alkoxy, aryloxy and amino groups and
amino acid esters. Polymers with directly bonded carbons have also been synthe-
sized.(141,180,181) Contrary to expectation, the isolated poly(phosphazene) chain
is relatively flexible, as manifested by its intrinsic viscosity in dilute solution and its
low glass temperature.(144,181) The barriers to internal rotation are relatively low.
The backbone flexibility is similar to that of the poly(siloxanes) and is governed by
steric interactions between nonbonded groups.

Two first-order phase transitions are observed in most of the poly(phosphazenes).
Wide-angle x-ray diffraction patterns indicate that a well-defined three-dimensional
ordered structure exists below the low temperature transition.(141) The transition
involves melting into an anisotropic, birefringent mesomorphic phase, as was found
in other inorganic-organic polymers. Major changes in the x-ray pattern accompany
this transition. There is a rich diffraction pattern at low temperatures that is typical
of crystalline polymers. However, after the low temperature transformation to the
anisotropic state the crystalline reflections disappear. They are replaced by a single
sharp reflection at small angles and a diffuse halo at the larger ones. In the isotropic
state, only the amorphous halo characteristic of the liquid state is observed.(182)
These changes are similar to those that have been described for the poly(siloxanes)
and poly(silylenes). The nature of the transitions is illustrated in Fig. 6.10 by

Fig. 6.10 Plot of specific volume against temperature for poly(bis trifluoroethoxy phosp-
hazene). (From Masuko et al. (183))
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Table 6.4. Selected examples of transition temperatures and
enthalpy changes in the poly(phosphazenes)(185–189)

Group Tm �H (cal g−1) Ti (◦C)

F −68, −40
Cl
Br 270
CF3CH2O 92, 83 8.6 240, 240
C6H4O 160 10.0 390
OP-FC6H4O 125 4.0
m-FC6H4O 122 8.5
p-FC6H4O 169 10.8 345
m-Cl C6H3O 90 5.8 370
p-Cl C6H4O 169, 165 6.6 365, 405
m-CH3 C6H4O 90 8.3 348
p-CH3 C6H4O 152 3.7 340
p-CH3 O C6H4O 106 2.2
p-CH3CH2C6H4O 43 1.1
p-C2H5(CH3)CH C6H4O 103 0.2
p-(CH3)3C C6H4O 237 345
p-C6H5CH2C6H4O 109 10.4
p-C6H5C6H4O 160 398
3,4-(CH3)2 C6H3O 96 4.6 325
3,5-(CH3)2C6H3O 67 1.2 320
3-CH3ClC6H3O 123 5.2
5-CH3C6H4O 142
N(CH3)2C6H4O 203

dilatometric studies of poly(bis trifluoroethoxy phosphazene).(183) The existence
of two first-order transitions in this polymer is quite clear. The onset and termination
of each of the transitions appear quite distinct by this experimental technique.

Table 6.4 is a compilation of the transition temperatures for selected poly-
(phosphazenes).(185–189) Here Tm is the transition temperature from the ordered
to the anisotropic phase; Ti is the transition temperature from the anisotropic to
the isotropic phase and �H is the enthalpy change between the isotropic and the
anisotropic phase. The exact value of these parameters will depend on the specific
crystallization conditions.(186) However, the general trends shown in the table are
still important. The two transitions are separated by more than 100 ◦C, depending
on the nature of the substituent. Their values depend specifically on the nature of
the substituent on the phosphorus atom. In many cases the transition between the
anisotropic and isotropic states is close to the decomposition temperature. The melt-
ing temperature, Tm, is sensitive to small changes in the composition and structure
of the substituent. The enthalpy change at Tm is small. The change at the high tem-
perature transition is only about one-tenth that of the low temperature one.(186) An
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estimate has been made of the fusion parameters that govern the low temperature
transition in poly(dichlorophosphazene) (Table 6.3). �Hu has been estimated to
be 2000 cal mol−1 corresponding to a value of �Su of 6.5 e.u. mol−1. This entropy
change is consistent with the elastomeric properties of this polymer.

A series of poly(amino acid ester phosphazenes) have also been studied.(188)
Many of these polymers show a single first-order transition. Heating just a few de-
grees above this transition temperature leads to decomposition. Hence, the possible
existence of an anisotropic phase could not be established for this polymer.

It is well established that isotopic substitution alters the melting temperatures of
monomeric substances. Polymers behave in a similar manner. This phenomenon is
particularly evident when deuterium is substituted for hydrogen. The difference in
melting temperatures between the two species, and the resulting phase diagram, are
especially important in interpreting small-angle neutron scattering(190) and certain
aspects of vibrational spectroscopy.(191,192) When interpreting experimental data
type a crucial issue to be resolved is whether the two species are uniformly dis-
persed, or if there are concentration fluctuations. It is not appropriate at this point
to discuss, or interpret, scattering and vibrational spectroscopic results. However,
the melting temperatures play a pivotal role in analyzing these types of data and
thus fit into our present discussion. The basic reason is that the phase diagram of a
binary mixture of hydrogenated and deuterated components depends on the melt-
ing temperatures of the pure species, as does the crystallization kinetics from the
melt. Both of these factors play important roles in establishing the homogeneity of
the crystalline phase. It also should be noted that phase separation in the melt, or
in solution, can occur between two isotopically different species.(193) For these
reasons we examine the difference, if any, between hydrogenated and deuterated
polymers.

The melting temperatures of hydrogenated and deuterated n-alkanes, and of
linear polyethylene, have been studied in detail. A summary of the results is given
in Fig. 6.11.(194) Here, the melting point difference between the hydrogenated and
deuterated species is plotted against the melting temperature of the hydrogenated
component, which increases with carbon number. The numbers of carbons in the
n-alkanes are listed on the right side of the figure. The data in this plot obey a
linear relation. The 5–6 ◦C difference in linear polyethylene is consistent with the
results for the lower molecular weight analogues.(195,196) The molecular packing
in a hydrogenated n-alkane and polyethylene crystal are essentially the same. The
main difference is that the a and b dimensions of the unit cell of the deuterated
species are slightly smaller.(194,197) The melting temperatures of hydrogenated
and deuterated poly(butadiene) have also been reported.(198) These polymers are
random ethylene copolymers with ethyl branches. Since the addition of either the
hydrogen or deuterated atoms was made with the same precursor, poly(butadiene),
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Fig. 6.11 Plot of isotope melting point difference, �Tm against T H
m for some n-alkanes and

linear polyethylene. The number of carbon atoms in the n-alkanes is indicated on the right
side of the figure. (From Dorset, Strauss and Snyder (194))

the microstructure of both copolymers is the same. Hence, a rational comparison of
melting temperatures can be made. In this case Tm of the hydrogenated species is
about 2 ◦C greater than the deuterated polymer. This reduction, relative to the linear
homopolymers, can be expected since the isotopic substitution is limited to 40% in
the deuterated copolymer. The melting temperature of hydrogenated poly(ethylene
oxide) depends on molecular weight and crystallization conditions. It is 2 ◦C to
5 ◦C higher than the corresponding deuterated polymer.(199)

In comparing melting temperatures of polymers that have stereo and or regio
defects it is important that the level of structural regularity be the same in order
for a meaningful comparison to be made. The melting temperatures of isotactic
poly(hydrogenated propylene) and a companion deuterated polymer have been
reported to be the same.(200) The level of isotacticity was in the 97–99% range.
Possible differences in chain structure can result in melting temperature differences
of the magnitude of interest here. Hydrogenated isotactic poly(styrene) has a 5.5 ◦C
greater Tm than the deuterated counterpart, under the tacit assumption that the
stereoregularity is the same for both polymers.

Deuterated poly(vinylidene fluoride) is reported to have a 6–8 ◦C greater melt-
ing temperature than the hydrogenated polymer.(201) It is difficult to prepare this
polymer in a pure regiospecific form. The polymers cited are not regiospecific and
each has a different content of reverse monomer addition. The reversion for the
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deuterated polymer is less (2.8%) than that for the hydrogenated one (3.5%). This
difference is sufficient to cause an inversion in melting temperatures.(202)

The general trend found in the available data, with perhaps isotactic poly-
(propylene) as an exception, is that the hydrogenated polymers have small, but sig-
nificantly higher melting temperatures than their deuterated counterparts. A similar
behavior is found in low molecular species. Several reasons have been proposed
for this difference.(194) For the n-alkanes, including polyethylene, it is shown by
corresponding state theory that the melting point differences between the isotopic
species are directly proportional to Tm of the hydrogenated polymers. This is in
agreement with observations. In a more detailed analysis, it has been theorized that
for nonpolar polymers, Tm (deuterated) is less than Tm (hydrogenated) because of
the same isotopic effects that lead to phase separation in liquid mixtures of the
same two polymers.(203) These factors are reduced bond lengths and molar vol-
ume. In addition, the reduced bond lengths lead to reduced bond polarizability and
thus molecular polarizability. Using these results, and invoking corresponding state
theory, the melting point differences can be approximated. They are in reasonable
agreement with experimental results.

When certain crystalline cyclic monomers are subject to high energy ionizing
radiation in the solid state, they can be polymerized to high molecular weight
crystalline polymers. A unique feature of polymers prepared in this manner is that
they can be studied in their native crystalline state without being rendered molten
and then crystallized. Thus, problems involving crystallization mechanism from
the melt, and the attendant morphological features, are avoided. Such polymers
have the outward appearance of large single crystals. It is not surprising, therefore,
that polymers prepared in this manner have much higher melting temperatures and
crystallinity levels than the corresponding polymers synthesized in the conventional
manner and subsequently crystallized from the melt.(204–206)

The solid-state polymerization of trioxame to poly(methylene oxide) is a classical
example of this procedure. The observed melting temperature of poly(methylene
oxide) prepared by the solid-state polymerization is 198 ◦C. It is comparable to
the extrapolated equilibrium melting temperature of 206 ◦C attributed to the con-
ventionally synthesized and crystallized polymer.(204) It is significantly higher
than the usual, directly measured value. Similarly, the melting temperature deter-
mined for poly(β-propiolactone), 122 ◦C, is much greater than the value of 84 ◦C
that is directly observed for the melt crystallized polymer. Polymers prepared from
3,3-bis-chloromethyloxycyclobutane and diketene follow a similar pattern.(204)

The melting–crystallization of naturally occurring macromolecules of biolog-
ical interest can also be analyzed within the framework that has been developed
here. A good example is found in the behavior of the fibrous protein collagen.
Present in major proportions of the repeating units in the collagen molecule are the
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amino acid glycine, and the imino acids proline and hydroxyproline. Although the
concentration of amino and imino acid residues varies both in vertebrate and inver-
tebrate species the glycine content remains essentially constant. It comprises about
a third of the total amount. Hence, the chain repeat can be represented as the triplet
(Gly–X–Y) where X and Y are residues other than glycine. Depending on the spe-
cific collagen, the sum of the proline and hydroxyproline residues ranges from 150
to 300 units per thousand.

Flory and Garrett have analyzed the fusion of a particular collagen, rat tail
tendon, in detail.(207) The appropriate thermodynamic quantities involved in fusion
are given in Table 6.1. These quantities, characteristic of this naturally occurring
polymer, are similar to those characteristic of synthetic polymers. Both the heat
and entropy of fusion appear to be normal. The heat of fusion, on a weight basis,
is similar to that of the synthetic poly(amides). Any enhanced stability endowed to
the crystalline state of the polymer by virtue of hydrogen bond formation is not in
evidence, unless this contribution is much smaller than believed.

In order to analyze the dependence of the melting temperature on composition
for the wide variety of collagens that exist, the specific triplets that participate in
the ordered structure, as well as their sequence distribution, need to be specified. In
addition, the role played by proline, or hydroxyproline, in positions X or Y, in the
ordered state is important, as are the changes in melt structure with composition. In
a formal manner the collagens exemplify a complex problem in copolymer melting.
Despite the compositional, and presumably sequence variations, that occur among
the collagens certain correlations exist between the melting temperature (deter-
mined at fixed total polymer concentration) and the imino acid content. However, it
should be noted that exceptions have been found to all correlations that have been
proposed, reflecting in part the complexity of the problem. Gustavson noted that
the melting temperatures of the collagens increased with increasing concentration
of hydroxyproline.(208) The increased stability was attributed to hydrogen bond
formation involving the hydroxyl groups of hydroxyproline. Thus, the increase in
Tm is presumed to be due to an increase in �Hu. Possible changes in �Su were
ignored. However, it has been subsequently pointed out that a correlation also exists
between melting temperature and the total concentration of imino acid residues.
Garrett has suggested that the reason for the increased melting temperature may be
a decrease in �Su which accompanies the increase in total proline and hydroxypro-
line content.(209) The increasing concentration of pyrrolidine rings in the chain
backbone will suppress the conformational freedom of the chains in the molten
state. A lower entropy of fusion would result even if the crystalline phase was
unaffected. Consequently the melting temperature would increase. In principle, in-
creased stability can be obtained, even in a fibrous protein, by suitably altering the
conformational structure of the melt. The development of thermodynamically more
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stable structures does not necessarily require an increased concentration of hydro-
gen bonds in the crystalline state. A good correlation in melting temperatures has
also been obtained with hydroxyproline in the Y position in the triplet. The melting
temperature increases with hydroxyproline content. Theoretical calculations have
shown that hydroxyproline in the Y position will enhance the stability of the triple
stranded ordered collagen structure.(210) The enhanced stability, however, does
not appear to come from hydrogen bonding involving water molecules but rather
from the conformational properties of the hydroxyproline residues.(211)

The collagens as a class represent a classical example of the natural selection of
species. The melting temperature of a particular collagen, as manifested in shrinkage
temperatures (see Chapter 8) correlates with the environmental temperature of the
particular collagen.(208,212,213) For example, cold-water fish collagens are low
in pyrrolidine content and have low melting temperatures, in the range 10–20 ◦C.
The melting temperature and pyrrolidine content of the collagens progressively
increase with increase in environmental temperature. Collagens found in the cells
of animals have the highest melting temperatures.

6.3 Entropy of fusion

The basis for the relation between the melting temperature and polymer struc-
ture as embodied in the quantitaties �Hu and �Su can now be examined. The
entropies and enthalpies of fusion in both the liquid and crystalline states need to
be considered. Attempts to correlate the melting temperatures of polymers with
intermolecular interactions, based on cohesive energy densities, have been unsuc-
cessful.(13,65,214,215) In this kind of analysis attention is focused solely on �Hu.
It is evident from the discussion of the thermodynamic parameters that there is no
obvious, or simple, relation between T 0

m and �Hu. Many polymers with low values
of �Hu are high melting. Conversely many low melting polymers have relatively
high values of �Hu. There are several homologous series where T 0

m increases while
�Hu decreases. From the survey of melting temperatures and thermodynamic quan-
tities it is evident that the entropy of fusion is the major, but not necessarily the sole,
factor in establishing the value of the melting temperature. A causal relation can be
developed between �Su and T 0

m. This relation is particularly striking for very high
melting polymers where low values of �Su are invariably observed.

The crystalline state is one of high three-dimensional order. Thus a low entropy
is usually assigned to a repeating unit in this state. There are, however, exceptions to
this generalization. As was pointed out earlier, there are classes of polymers that are
conformationally disordered to some degree before the transformation to the com-
pletely isotropic, liquid state. Examples were found in the poly(siloxanes), poly-
(silylenes) and poly(phosphazenes) among others. The departure from structural
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regularity in these chains will increase the entropy of the crystalline state. With
other factors being equal, this will result in decrease in the value of �Su.

Poly(trans-1,4-butadiene) is polymorphic and undergoes a crystal–crystal phase
transition prior to complete melting.(151) The low temperature crystalline form has
a conventional, highly ordered crystalline structure. There is a regular repeat of the
internal rotational angles between the carbon atoms adjacent to the double bonds. In
contrast, in the high temperature crystalline form the degree of three-dimensional
order is reduced due to disordering along the chain backbone. This disordering has
been attributed to the random distribution of the rotational angles along the chain.
Table 6.1 indicates that the structural difference between the two polymorphs is
manifested in the thermodynamic parameters governing the fusion to the isotropic
state. The higher melting polymorph has lower values of �Hu and �Su relative to
the lower melting form. Thus, the decrease in �Su results from the higher entropy
in the crystalline state prior to melting, because of the disorder.

Certain poly(amides) undergo a polymorphic transition from triclinic to hexago-
nal form at elevated temperatures.(216,217) Hexagonal packing allows for a greater
amount of rotational freedom about the chain axis and thus an increase of the en-
tropy in the crystalline state. The suggestion has been made that this phenomenon
accounts in part for the higher melting temperatures of the aliphatic poly(amides) as
compared with the corresponding poly(esters).(218) The poly(esters) do not exist
in hexagonal form. The examples cited represent just a few cases where �Su is
reduced as a consequence of partial disorder in the crystalline state. It cannot be
tacitly assumed that the crystalline state of a polymer necessarily represents one of
perfect three-dimensional order.

The entropy in the liquid state, where the polymer molecules assume a multitudi-
nous number of conformations, must also be taken into account. The conformations
assumed depend on the specific nature of the chain repeating unit and their mutual in-
teractions. The potentials that hinder the rotation of one chain unit relative to another
are governed by steric repulsions and the interactions between neighboring chain
substituents. The entropy of the liquid state depends on the conformation and rela-
tive extension of the individual polymer molecules. Depending on the polymer, con-
formations can vary from random or statistical coils to elongated rodlike molecules.
The entropy of fusion reflects, in part, the conformational properties of the chain in
the molten state. A large variation in the entropy of fusion among different classes
of polymers can be expected based on their known conformational differences.

The conformational properties of a chain are reflected in dilute solution proper-
ties, and in particular its characteristic ratio, C∞ which was defined in Chapter 1.
The characteristic ratio can be determined experimentally by straightforward meth-
ods, or calculated theoretically using rotational isomeric state theory.(219) The
characteristic ratios of a large number of polymers have been determined and it is
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instructive to ascertain what relation, if any, exists between the melting temperatures
and characteristic ratios. A plot of the melting temperature against the characteristic
ratio is given in Fig. 6.12 for a variety of polymers. Although some trends may be
discerned in this plot, there is clearly no correlation between the two quantities.
Most of the high melting polymers have high values of C∞. Calculated values of
C∞ for p phenylene poly(amides) and poly(esters) are the order of 200.(220) These
polymers are obviously very highly extended and show liquid-crystal behavior. A
definite pattern is also found for the poly(alkane oxides),(221) (nos. 17–22 in the
figure). However, in the main no pattern has emerged. For example, in the vicin-
ity of C∞ of 6–7 the melting temperatures of many polymers range from 270 ◦C
to −40 ◦C. In another example, the characteristic ratios of poly(ethylene sulfide)
(no. 26) and poly(ethylene oxide) (no. 18) are 4.5 and 6.2 respectively. Yet the
melting temperature of the former is about 130 ◦C greater than the latter. This dif-
ference has been attributed to intermolecular interactions (222) and is supported by
the differences in �Hu between the two polymers. Poly(acrylonitrile) and isotac-
tic poly(styrene), (nos. 29 and 28) display similar behavior. Both have very similar
characteristic ratios but melting temperatures that differ by 130 ◦C. An examination
of the data for the poly(dienes), (nos. 10–13), shows that C∞ for the cis isomers is
less than that of the corresponding trans one. Yet Tm of the former is substantially
less than that of the latter. The calculated characteristic ratios of corresponding
aliphatic poly(amides) and poly(esters) are very similar to one another.(223) How-
ever, there is a substantial difference in their melting temperature. Poly(ethylene
terephthalate) has a relatively low value for C∞. Similarly poly(bisphenol-A
carbonate) has a low value of C∞ and a melting temperature of 300 ◦C.(224) Based
on this extensive set of data, it can be concluded that, except for a few special cases,
there is no correlation between Tm and C∞. In retrospect this is not a surprising
conclusion. Although there are good reasons to believe that the chain conformation
plays an important role in determining the melting temperature, the conformational
entropy is not the sole contribution to the entropy of fusion.

To proceed further with the analysis it is necessary to isolate the contribution of
the conformational entropy change from the total entropy of fusion. A simplifying
assumption that can be made is that �Su is the sum of two parts: the entropy change
due to the latent volume change in melting, �Sv, and entropy change that takes
place at constant volume (�Sv)v.(225,226) Thus, in this approximation

�Su = �Sv + (�Sv)v (6.2)

The first term on the right can be expressed formally by the Maxwell relation(
∂Sv

∂V

)
T

=
(

∂ P

∂T

)
V

= −α

β
(6.3)
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Fig. 6.12 Plot of melting temperature against characteristic ratio for indicated poly-
mers. (1) Polyethylene; (2) i-poly(propylene); (3) i-poly(isopropyl acrylate); (4) s-
poly(isopropyl acrylate); (5) i-poly(methyl methacrylate); (6) s-poly(methyl methacry-
late); (7) poly(dimethyl siloxane); (8) poly(diethyl siloxane); (9) poly(dipropyl siloxane);
(10) poly(cis-1,4-isoprene); (11) poly(trans-1,4-isoprene); (12) poly(cis-1,4-butadiene);
(13) poly(trans-1,4-butadiene); (14) poly(caprolactone); (15) poly(propiolactone);
(16) poly(pivalolactone); (17) poly(oxymethylene); (18) poly(ethylene oxide); (19)
poly(trimethylene oxide); (20) poly(tetramethylene oxide); (21) poly(hexamethylene
oxide); (22) poly(decamethylene oxide); (23) poly(hexamethylene adipamide); (24)
poly(caprolactam); (25) poly(ethylene terephthalate); (26) poly(ethylene sulfide); (27)
poly(tetrafluoroethylene); (28) i-poly(styrene); (29) poly(acrylonitrile); (30) poly(1,3-
dioxolane); (31) poly(1,3-dioxopane); (32) poly(1,3-dioxocane); (33) bisphenol A-
poly(carbonate).
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Here α is the volume–temperature coefficient at constant pressure and β is the
volume–pressure coefficient at constant temperature.8 Thus at T 0

m, the equilibrium
melting temperature at 1 atm, the change in entropy due to the latent volume change
can be expressed as

�Sv = �Vv

(
∂ P

∂T

)
v

= −α

β
�Vv (6.4)

The thermodynamic data necessary to evaluate �Sv are available for a number of
polymers. Estimates of this quantity, as well as that of (�Sv)v, are given in Table 6.5.
For almost all the polymers listed, the change in entropy due to the latent volume
change �Sv is a significant portion of the total entropy of fusion, �Su. However, the
major contribution to �Su is (�Sv)v the entropy change at constant volume. This
quantity can be identified with the change in conformational entropy upon melting.
Other nonconformational contributions to the constant volume entropy that have
been proposed, effectively cancel one another.(227–232) Thus, the approximation
made by Eq. (6.2) is adequate for present purposes. The entropy change at constant
volume can then be expressed as

(�Sv)v ≡ �Sc = Sl,c − Sc,c (6.5)

Here Sl,c is the conformation entropy of the liquid and Sc,c that of the crystal. For the
perfectly ordered crystal Sc,c is approximately zero, so that (�Sv)v will equal Sl,c.
When there is an element of disorder in the crystal, as exists for some polymers, a
finite value needs to be assigned to Sc,c and the value of �Sc will be correspondingly
reduced. The values of �Sc, calculated in this manner are listed in the sixth column
of Table 6.5. In order to better compare different polymers, �Sc per bond is given
in the fifth column of the table. Among all the polymers listed, all but five have
�Sc values per bond that are between 1.0 and 1.6 e.u. With only this small range in
values of �Sc per bond for most polymers, it is extremely difficult to quantitatively
relate the change in conformational entropy to the melting temperature.

The remaining five polymers have extremely low values of �Sc. These values can
be related to some element of disorder within the crystal structure. The low value of
�Sc per bond found for poly(tetrafluoroethylene) can be attributed to the room tem-
perature polymorphic transition and the associated entropy change.(233,234) On
the other hand, poly(cis-1,4-isoprene), natural rubber, is not known to undergo any
polymorphic transitions at atmospheric pressure. Yet �Sc per bond is only 0.43 e.u.
There is, however, some disagreement in interpreting the x-ray diffraction pattern
of this polymer. Nyburg has concluded that the crystal structure is statistically

8 Strictly speaking the pressure–temperature coefficient, (∂p/∂T ), should be integrated with respect to the volume,
between the limits of the completely crystalline and liquid polymer.(227) Equation (6.3) however suffices for
present purposes.
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Table 6.5. Contributions to entropy of fusiona

�S(5)
c

Polymer �S(1)
u �Sv (�Sv)(3)

v �Sc/bond(4) (calc) References

Ethylene 2.29 0.52 1.77 1.77 1.76 a,b,c,d,e
2.36 0.46 1.90 1.90 1.83
2.53 0.91 1.62 1.62

1,4-cis-Isoprene 3.46 1.80 1.70 0.43 5.41 f,g
(natural rubber)

1,4-trans-Isoprene 8.75 3.7 5.1 1.28 5.47 g,h,l
(gutta percha) 8.00 2.8 5.2 1.30

i-Propylene 4.37 0.88–1.30 3.07–3.49 1.54–1.75 1.92 j,k,l

Methylene oxide 3.55 0.77 2.73 1.37 3.00, 2.80 b,d,g

Ethylene oxide 5.91 1.13 4.78 1.59 5.10, 4.28 c,d,g,m,n,
6.12 1.68 4.44 1.48

i-Styrene 4.00 1.30 2.70 1.35 o

Tetrafluoroethylene(2) 1.91 0.55 1.36 0.68 3.20 p

Ethylene adipate 14.77 q,r
13.83 3.55 10.28 1.10 9.72

Ethylene suberate 17.39
17.15 4.35 12.80 1.12 13.26 g,r

Ethylene sebacate 20.32 5.02 5.30 1.16 16.36 q,r

Ethylene 10.20 1.74 8.46 1.41 6.42 r,s,t,u
terephthalate(4) 11.67 5.02 6.65 1.10

1,4-cis-Butadiene 8.03 1.72 6.31 1.58 5.52 g,t

4,4′-Dioxy diphenyl 15.40 6.10 9.30 1.16 — v
2,2-propane
carbonate

β-Propiolactone 5.72 2.45 3.27 0.93 3.36 w

�-Caprolactone 11.55 3.50 7.98 1.14 8.75 v,w

Pivalolactone 6.92 2.89(6) 4.03 1.01 4.30 x

Butene-1 I 4.45 3.11 1.34 0.67 u
II 4.97 4.19 0.78 0.39 —

4-methyl Pentene-1 2.46 2.07 0.39 0.20 — y

Hexamethylene- 19.08 16.37 2.71 0.18 25.75 z,aa
adipamide α2 19.21 13.56 5.56 0.38 15.05

Ether ether ketone 18.53 6.43 12.10 1.72 — bb
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Table 6.5. (cont.)

�S(5)
c

Polymer �S(1)
u �Sv (�Sv)(3)

v �Sc/bond(4) (calc) References

Ester amides 6-6 42.2 15.70 26.50 1.30 28.70 cc
12-2 47.4 17.80 29.60 1.40 33.30
12-6 57.1 20.10 37.00 1.40 39.70
12-12 71.3 25.60 45.70 1.40 50.70

a Units cal mol−1

(1) From Tables 6.1, 6.2 and 6.3. (2) Average between virgin sample and melt crystallized.
(3) From Eq. (6.2). (4) Phenyl ring taken as single bond. (5) Calculated from rotational

isomeric state theory. (6) Estimate.
a. Quinn, F. A., Jr. and L. Mandelkern, J. Am. Chem. Soc., 80, 3178 (1958).
b. Starkweather, H. W., Jr. and R. H. Boyd, J. Phys. Chem., 64, 410 (1960).
c. Tonelli, A. E., J. Chem. Phys., 53, 4339 (1970).
d. Sundararajan, P. R., J. Appl. Polym. Sci., 22, 1391 (1978).
e. Tsujita, Y., T. Nose and T. Hata, Polym. J., 3, 587 (1972).
f. Roberts, D. E. and L. Mandelkern, J. Am. Chem. Soc., 77, 781 (1955).
g. Tonelli, A. E., Anal. Calorimetry, 3, 89 (1974).
h. Mandelkern, L., F. A. Quinn, Jr. and D. E. Roberts, J. Am. Chem. Soc., 78, 926 (1956).
i. Naoki, M. and T. Tomamatsu, Macromolecules, 13, 322 (1980).
j. Fatou, J. G., Eur. Polym. J., 7, 1057 (1971).
k. Fortune, G. C. and G. N. Malcolm, J. Phys. Chem., 71, 876 (1967).
l. Tonelli, A. E., Macromolecules, 5, 563 (1972).

m. Malcolm, G. N. and G. L. D. Ritchie, J. Phys. Chem., 66, 852 (1962).
n. Tsujita, Y., T. Nose and T. Hata, Polym. J., 6, 51 (1974).
o. Dedeurwaerder, R. and J. F. M. Oth, J. Chim. Phys., 56, 940 (1959).
p. Starkweather, H. W., Jr., P. Zoller, G. A. Jones and A. J. Vega, J. Polym. Sci.: Polym.

Phys. Ed., 20, 751, (1982).
q. Hobbs, S. Y. and F. W. Billmeyer, Jr., J. Polym. Sci., Pt. A-2, 8, 1387 (1970).
r. Tonelli, A. E., J. Chem. Phys., 54, 4637 (1971).
s. Roberts, R. C., Polymer, 10, 113 (1969).
t. Allen, G., J. Appl. Chem., 14, 1 (1964).
u. Starkweather, H. W., Jr. and G. A. Jones, J. Polym. Sci.: Polym. Phys. Ed., 24, 1509

(1986).
v. Jones, L. D. and F. E. Karasz, J. Polym. Sci.: Polym. Lett., 4, 803 (1966).
w. Crescenzi, V., G. Manzini, G. Calzolari and C. Borri, Eur. Polym. J., 8, 449 (1972).
x. Borri, C., S. Brückner, V. Crescenzi, G. Della Fortuna, A. Mariano and P. Scarazzato,

Eur. Polym. J., 7, 1515 (1971).
y. Zoller, P., H. W. Starkweather, Jr. and G. A. Jones, J. Polym. Sci.: Polym. Phys. Ed., 26,

257 (1988).
z. Starkweather, H. W., Jr., P. Zoller and G. A. Jones, J. Polym. Sci.: Polym. Phys. Ed., 22,

1615 (1984).
aa. Tonelli, A. E., J. Polym. Sci.: Polym. Phys. Ed., 15, 2015 (1977).
bb. Zoller, P., T. A. Kehl, H. W. Starkweather, Jr. and G. A. Jones, J. Polym. Sci.: Polym.
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disordered with respect to chain packing.(235) Natta and Corradini have concluded
from conformational analysis, and consistent with the x-ray diffraction analysis,
that although the chains in the crystal maintain the same approximate shape there
are statistical fluctuations in the ordered conformation.(236–238) These factors will
contribute to the total entropy of fusion and a reduced value of �Sc. The value of
�Sc for poly(hexamethylene adipamide) is extremely low, irrespective of which
data set is used. The data are for the α2 form which has a less ordered structure
relative to the other crystalline forms.(239) The sensitivity of �Sc to disorder within
the crystal structure is also manifested by the results for poly(4-methyl pentene-
1).(240) Calorimetric and wide-angle x-ray measurements confirm that there is a
structural change between the glass temperature and melting temperature of this
polymer. The low value of �Sc for poly(butene-1) can also be attributed to the
polymorphism of this polymer.

The change in the conformational entropy of a chain on fusion, at constant
volume, can be evaluated from the partition function of the disordered chain, if
it is assumed that there are no contributions from the ordered structure. Thus, the
conformational entropy on fusion is identified with the entropy of the isolated chain
in the pure melt. This entropy can be written as

S1 = R[ln Z + (T/Z )(d Z/dT )] (6.6)

where Z is the partition function that describes the conformational characteristics
of the isolated chain.

The partition function can be evaluated by adopting the rotational isomeric state
model.(219,241). This method has been eminently successful in a variety of appli-
cations.(219) It has been adapted to the present problem by Tonelli.(232,242) In
this procedure, each bond in the backbone of the chain is allowed to adopt a small
number of discrete rotational states. The probability of the occurrence of a given
state will usually depend on the rotational state of the adjoining bonds. A statisti-
cal weight matrix for each bond can be constructed from the Boltzman factors of
the energies, uα,β that are involved. Thus, uα,β = exp(−Eα,β/RT ), where Eα,β is
the energy difference appropriate to the pairwise rotational states α and β. As an
example, consider a system with three rotational states designated as α, β and γ,
respectively. The statistical weight matrix Ui for the i th bond in the chain can then
be written as

i −1
α uα,α uα,β uα,γ

uβ,α uβ,β uβ,γ
uγ,α uγ,β uγ,γ

β

i α β γ

γ

Ui �
(6.7)
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Here the element uβ,α represents the statstical weight of the i th bond in the α state
following the i − 1 bond in the β state, and so on. The sum of the statistical weights
over all possible chain conformations gives the chain partition function Z . This sum
can be obtained by sequential matrix multiplication.(242) For a chain of n bonds,
each with ν rotational states

Z = J ∗
(

n−1∏
i=2

Ui

)
J (6.8)

Here Ui is the appropriate statistical weight matrix for a specific bond type, J ∗ and J
are 1 × ν and ν × 1 row and column vectors respectively. They can be represented
as

J ∗ = |1000 . . . 0| and J =

1
1
1
.

.

.

1

(6.9)

The temperature coefficient dZ/dT can be expressed as

d Z

dT
= G∗

(
n−1∏
i=2

Û T,i

)
G (6.10)

Here G∗ and G are the 1 × 2ν and 2ν × 1 row and column vectors given by

G∗ = |J ∗ 0 . . . 0|; G =

0
0
0
.

.

.

J

(6.11)

The 2ν × 2ν matrix ûT,i is given by

ûT,i = Ui U ′
T,i

0 Ui
(6.12)

where U ′
T,i = dUi/dT . Thus, using the matrix formulation the conformational

entropy partition function of the disordered chain can be calculated as long as the
values of the statistical weights are available. These values can be obtained from the
parameters that have been used to calculate a variety of configurational properties
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of chains.(219) The values of �Sc calculated in this manner are listed in the next
to last column in Table 6.5. They can be compared with the experimental values,
given in the fourth column.

For most of the polymers listed there is remarkably good agreement between
the values of �Sc, calculated by invoking the methods of rotational isomeric state
theory, and the entropy change at constant volume deduced from experiment. This
agreement validates the approximation of separating the observed entropy of fu-
sion into the two specific contributions, and identifying the entropy of fusion at
constant volume with the average chain conformation in the melt. In this way the
chain structure can be related to the melting temperature. The same parameters
used in this calculation have also been used to calculate the characteristic ratio of
many polymers.(219) Very good agreement has been obtained with experiment.
The melting temperature depends on �Su and thus on the volume change as well
as the conformational contribution.

For a small number of polymers, the calculated values of �Sc are greater than
those expected from the experimental data. As was indicated, these polymers show
some element of disorder in the crystalline state prior to melting. The entropy in
the crystalline state of these polymers cannot be neglected in the calculation.

Based on the role of chain conformation it is possible to envisage the development
of three-dimensional order from the disordered state. Hypothetically, crystallization
can be thought of as a two-step process. The first of these involves the cooperative
intramolecular ordering of the individual chains. Successive bonds adopt a set of
rotational angles that represent a low energy state and are perpetuated along the
chain. As examples, the perpetuation of the trans bonds in linear polyethylene leads
to a planar zigzag chain; or in the case of isotactic poly(propylene) the gauche–trans
sequence leads to a helical chain structure. The crystallization process is completed
by the further decrease in free energy that occurs as the chain atoms and substituents
from the different molecules are suitably juxtaposed relative to one another so
that order is developed in the lateral direction. The low energy form of the chain
can be tempered and modified by the intermolecular interactions.(243–245) Chain
conformation in the melt, prior to crystallization, can also be modified.(246) There
is the general expectation, therefore, that there will be both intramolecular and
intermolecular contributions to the free energy of fusion. However, a significant
contribution from intramolecular interactions is to be expected.

6.4 Polymorphism

Polymers, in analogy with low molecular weight substances, can crystallize in
different structural modifications. Different crystal structures can develop dur-
ing crystallization from the pure melt by variations in temperature, pressure, and
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deformation in tension or shear. Different crystalline structures can also evolve from
polymer–diluent mixtures. In this case the crystalline structure will depend on the
nature of the diluent and its concentration. Polymorphism is not limited to synthetic
polymers. It is also observed in proteins (247) and synthetic polypeptides.(248) The
widespread observation of polymorphism in polymers precludes a discussion of
each specific situation.(249) Rather, we shall set forth the main principles that are
involved and use selected examples to illustrate these concepts. Polymorphism in
polymers can be divided into two broad categories. In one group, the chain assumes
a distinctly different conformation in the unit cell. In the other, the chain confor-
mation and repeat distance along the chain axis is unaltered. However, the ordered
chains are packed differently in the unit cell.

A classical example of chain molecules that have the same ordered conforma-
tion, but pack differently, is found in the crystallization of the n-alkanes. Either
monoclinic, orthorhombic or hexagonal unit cells can be observed with many alka-
nes, depending on the chain length and crystallization conditions. However, the all
trans planar zigzag chain structure is maintained despite the transformation from
one type unit cell to another. In a similar manner, isotactic poly(propylene) ex-
hibits three different, well-defined crystallographic forms. The chain conformation
in each, however, is the 3/1 helix. The difference in the crystallography is the man-
ner in which the chains are packed in the unit cell. The crystallographic habits of
the three polymorphs have been described in detail.(250) The most commonly ob-
served crystalline form has a monoclinic, or α, unit cell. The β, or hexagonal form,
is found either after crystallization under stress or by adding specific nucleating
agents to quiescent melts. This form transforms to α upon heating. In the third
polymorph, the γ, the chains are packed in an orthorhombic unit cell. The structure
of the unit cell for the γ form is very unusual for a crystalline polymer.(250,251)
The chain axes in the unit cell are not parallel to one another. Furthermore, this
crystal structure only develops when small crystallizable sequence lengths are
available.

Some aliphatic poly(amides) exhibit similar packing behavior. For example, in
poly(hexamethylene adipamide) (216) and poly(hexamethylene sebacamide) (252)
the asymmetric packing present in the basal plane of the triclinic cell shifts to hexag-
onal as the temperature is increased. The planar zigzag chain conformation is, how-
ever, maintained. A latent enthalpy change is observed when poly(hexamethylene
adipamide) undergoes this transition.(253) This type of crystal–crystal tran-
sition has been observed in many even–even type poly(amides).(254) Poly-
(undecanamide) displays a similar polymorphism in that a transition from a
triclinic to hexagonal structure occurs at an elevated temperature with the ordered
chain conformation being maintained.(255) The even poly(amides) also have
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different crystal structures. These are usually monoclinic and hexagonal.(254,256)
Although the details of the transition from one form to the other have not been
completely clarified, the ordered chain conformation is maintained.

An interesting example of polymorphism without a change in chain structure,
is given by poly(p-phenylene vinylene).(257) This polymer becomes conducting
when oxidized, or doped, with appropriate reagents. In the neutral state the unit
cell is monoclinic. It is transformed into the orthorhombic form in the conducting
state. It has been suggested that this process represents a first-order crystal–crystal
transition. Of particular interest is the fact that although major changes take place
in the crystal structure and electrical properties, the repeat distance and the or-
dered conformation remain unaltered. The change in the crystal structure involves
alterations in the lateral dimensions to accommodate the dopant.

Polymorphism that reflects different ordered chain conformations in the unit
cell is also well documented. This type of polymorphism is exemplified by the
trans dienes and the α and β ordered structures that are observed in the polypep-
tides and fibrous proteins. The basic reason for the formation of different ordered
chain structures in a given polymer is the existence of more than one minimum in
the conformational energy surface.(219) Ordered chain conformations in a three-
dimensional unit cell almost always correspond, or are close, to one of the low
energy minima. As examples, the polymorphs of syndiotactic poly(propylene) and
of syndiotactic poly(styrene) correspond to the repeat of a set of dihedral angles
that correspond to low energy minima in each case.(258) These choices result in
either extended or helical forms. Another example is given by poly(butene-1). Here
the different ordered conformations correspond to the same broad minimum in
the conformation energy surface. For this polymer, three different ordered helical
structures are known, each of which have similar dihedral angles and form different
unit cells.(259,260)

The polymorphism in poly(1,4-trans-isoprene) (gutta percha) has been studied in
detail. Based on a detailed analysis of chain stereochemistry Bunn (261) predicted
the possibility of four different crystalline modifications of this polymer, each with
a different chain structure. Two of these, crystallized solely by cooling the polymer
to an appropriate temperature, have been identified and their crystal structures
determined.(261–263) A third form, that crystallizes upon stretching, has also been
identified.(264) However, its structure has been questioned.(264)

Similarly, isotactic poly(4-methyl pentene) has been crystallized with several
different unit cells with different ordered conformations in some cases.(264)

Polymorphic transitions are also observed in polymers as a result of a crystal–
crystal transition. This behavior is similar to that observed in low molecular weight
systems. A classical, and important, example is found in linear polyethylene. A new
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Fig. 6.13 Composite phase diagram for linear polyethylene. (From S. Rastogi et al. (271))

ordered phase initially appears at about 3 kbar and 215 ◦C.(265–268) Only the 100
and 110 reflections are found in the wide-angle x-ray pattern of this phase, indicating
a hexagonal structure.(266,267) The suggestion has been made that this structure
represents a continuity of the rotator phase that is found in low molecular weight
n-alkanes.(269) Nuclear magnetic resonance studies of the hexagonal phase show
a very high chain mobility and rapid axial reorientation similar to that observed in
the “rotator” phase of the n-alkanes.(270)

A composite phase diagram for high molecular weight linear polyethylene, il-
lustrating this polymorphism, is given in Fig. 6.13.(271–274) At low temperatures
and pressures the conventional orthorhombic to liquid transition is observed. At
higher temperatures and pressures the hexagonal form appears. The temperature–
pressure curve that defines the transition from orthorhombic to hexagonal phase is
indicated. The transition from the hexagonal form to the melt is also defined. There
is a relatively narrow region in pressure–temperature space where the hexagonal
structure is the stable form. A well-defined triple point appears in the diagram at
about 215–220 ◦C and 3.3 kbar. It represents the pressure and temperature where the
orthorhombic, hexagonal and liquid phases co-exist. Using statistical mechanical
methods, Priest has been able to reproduce the pressure–temperature relation for the
transition from the hexagonal to orthorhombic structure.(275) The entropy change
between the hexagonal and orthorhombic form is calculated to be 1.70 e.u. mol−1
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at 5 kbar. The corresponding enthalpy change is 880 cal mol−1. These quantities
are comparable to the experimentally observed values.(274)

According to Raman spectroscopy the chains in the hexagonal form are confor-
mationally disordered with an appreciable concentration of gauche bonds.(276,277)
These results are consistent with the interpretation of the wide-angle diffraction pat-
tern of this phase which requires an element of conformational disorder.(278,279)
The gauche content of the pure melt of low molecular weight alkanes is known to
increase with increasing applied hydrostatic pressure.

Different crystal structures can also be developed in polymers by the applica-
tion of an external stress. The classical example is the reversible α to β trans-
formation in fibrous proteins and synthetic polypeptides.(280) By the application
of a tensile force the α-helical ordered structure is transformed into one of the
extended β forms. This reversible process is accompanied by dimensional changes
that reflect the difference in repeat length between the two crystalline forms. Sim-
ilar transformations are also observed with synthetic polymers. For example, the
poly(lactones) with the structural formula (CH2CR1R2COO)n , exhibit a polymor-
phic transformation when undergoing a tensile deformation that is analogous to the
α → β transition of the fibrous proteins.(281) In the α form, synthetic polymer is
characterized by a helical structure, while in the β form a planar zigzag conformation
is assumed. The poly(β-hydroxy alkanoates) show a similar transition under tensile
deformation.(282) Many of the aromatic polyesters display polymorphism upon
stretching.(283–288) For example, the uniaxial extension of poly(butylene tereph-
thalate) is accompanied by a reversible crystal–crystal phase transition.(283–285)
In the undeformed state the chain repeat distant is about 10% shorter than the repeat
in the stretched state. These dimensional changes are manifested in macroscopic
dimensional change.

Syndiotactic poly(styrene) displays a complex polymorphic behavior that re-
flects the specific role played by solvents. Four crystalline forms have been
reported.(289,290) The α and β forms can be obtained from the melt (or glass),
depending on the crystallization conditions.(291) Both structures comprise planar
zigzag chains that have the same identity period of 5.1 A

�

. The α form has a trigonal
unit cell while the β form is orthorhombic. The β form can also be produced by crys-
tallization from solution.(292,293) The γ and δ structures develop after interaction
with solvent. In contrast to the all trans bond orientation of the α and β structures,
the chains in the γ and δ crystals adopt a ttggttgg sequence of bond orientation. Thus
a helical ordered structure evolves. This structure is similar to the crystalline chain
conformation of syndiotactic poly(propylene).(294) The difference between the γ
and the δ polymorphs is that in the former the sample is completely dried, while the
solvent is included in the δ form. It therefore represents a clathrate type structure.
The formation of these structures is, thus, solvent specific.(292,293,295,296) The
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Fig. 6.14 Pseudo phase diagram of syndiotactic poly(styrene) in trans decalin. � crystal-
lization of helix conformation; � crystallization of zigzag conformation; � melting of helix
conformation; � melting of zigzag conformation. (From Deberdt and Berghmans (292))

crystal–crystal phase transition between the helical and planar zigzag structures is
irreversible and takes place in the vicinity of 190–200 ◦C.

An example of the role of a solvent in polymorphism, a pseudo phase diagram
of syndiotactic poly(styrene) in trans decalin is given in Fig. 6.14.(292) Here the
crystallization temperatures of two of the polymorphs, obtained at a cooling rate
of 5 ◦C min−1, are represented by the open symbols. The filled symbols represent
the melting of the β polymorph at high temperature and the helical δ form at lower
temperatures. The more stable β structure can form over the complete composition
range, while the formation of δ only occurs over a limited concentration range
in this solvent. The invariance in both of the melting temperatures in the less
concentrated polymer region could be indicative of liquid–liquid phase separation.
Alternatively, the invariance could result from the coexistence of the two phases
and solvent. Figure 6.14 is a pseudo phase diagram because, among other reasons,
although the δ phase is transformed to the β phase on heating, it is not regenerated
on cooling. The γ phase can only be developed by removing the solvent. It cannot
be obtained by quenching the pure polymer to low temperature.

The examples that were described illustrate the different conditions under which
polymorphism can occur. It is important to understand the underlying thermody-
namic basis for polymorphism. Changes in the temperature, pressure, stress, type
and solvent concentration can favor the development of one form and also affect
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the conversion of one crystalline structure to another. The transformation can occur
either by direct conversion of one to the other or by the melting of one polymorph
and the subsequent recrystallization of the other from the melt. These two processes
may not be easily distinguishable by direct experimental observation. The deter-
mination of the free energy of fusion for each of the forms, as a function of the
intensive variable involved, is necessary to decide their relative stabilities, and the
thermodynamic basis for the transformation. However, it does not necessarily fol-
low that the interconversion from one form to the other will follow the equilibrium
path prescribed. The crystalline modification that is actually observed is a result of
crystallization conditions and will be governed to a large extent by kinetic factors.

Figure 6.15 is a schematic representation of two possible modes for the trans-
formation of one polymorphic structure to another. The temperature is taken as

L

CI

CII

L

CI

CII

F

F

T

T
(b)

(a)

Fig. 6.15 Schematic diagram of the free energy (at constant pressure) as a function of
temperature for two crystalline modifications and the liquid state of the same polymer.
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the sole intensive variable in this example. Therefore, the free energy of each of
the phases can be represented by curves in the planar diagram. The liquid phase
is designated by L and the two crystalline phases by C1 and CII, respectively. In
Fig. 6.15a, form II is higher melting than form I (as evidenced by the intersections of
their free energy curves with that of the liquid phase) and has the lower free energy
at all temperatures below its melting temperature. Hence, it is the thermodynam-
ically more stable crystal structure at all temperatures. Form I must, therefore, be
a metastable variety that will melt below form II. The system depicted does not
undergo a crystal–crystal transformation. Figure 6.15b describes a different situa-
tion. Although form I is now the higher melting polymorph, the inverse situation of
Fig. 6.15a does not exist. Rather, at low temperatures, form II is most stable (now
the lower melting form). As the temperature is increased, its free energy curve first
intersects that for form I so that a crystal–crystal transformation occurs. At inter-
mediate temperatures form I becomes the more stable crystalline species until its
melting temperature is reached. If a common intersection point exists for all three
phases, it will represent a triple point.

For systems involving other intensive variables, such as the pressure, force, or
composition, the free energy surfaces of the individual phases are treated in a similar
manner. For example, the addition of diluent to the liquid phase results in a decrease
in its free energy at all temperatures and a concomitant alteration in the stability
conditions of each of the crystalline phases.

The melting temperatures and enthalpies of fusion for the polymorphic forms of
several polymers are given in Tables 6.1 and 6.2. The enthalpies of fusion of the
two structures are not usually far apart from one another. With these data the free
energies of fusion of each of the modifications can, in principle, be calculated in
the vicinity of their respective melting temperatures. However, in order to make
comparisons at a given temperature accurate equilibrium melting temperatures are
needed. Hence, it is not too surprising that for the few cases that have been analyzed
in detail, conflicting conclusions have been reached.(297–299) For example, in the
case of poly(trans-1,4-isoprene) it was concluded that the transformation of the low
melting polymorphs takes place by complete fusion followed by recrystallization.
This is consistent with the lower melting form being metastable at all temperatures
at which it exists. However, a contrary conclusion has also been reached.(299)

A similar type analysis can be applied to the orthorhombic–hexagonal polymor-
phism that is observed in linear polyethylene at high temperature and pressure. The
two schematic representations in Fig. 6.16 represent the situation at atmospheric
pressure (upper plot) and at elevated pressure (lower plot).(300) For simplicity, it
has been assumed that in the upper diagram the entropies of each of the phases are
independent of temperature. In this diagram, the orthorhombic form is the most
stable one up to its melting temperature, T or

m . In order for the hexagonal form to
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Fig. 6.16 Schematic diagram of the effect of pressure on the free energy functions and
melting temperatures of two crystalline modifications of linear polyethylene. Upper graph,
atmospheric pressure. Lower graph, elevated pressure. (From Asai(300))

appear, its free energy curve must intersect that of the orthorhombic structure at a
temperature T h

or less than that of T h
m. This condition can be satisfied by the applica-

tion of hydrostatic pressure as is schematically represented by the lower diagram in
Fig. 6.16. Here T h

or < T or
m < T h

m. Utilizing the available, but sparse, thermodynamic
data, Asai was able to reproduce T h

or and T h
m at 5 kbar.(300)
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7

Fusion of cross-linked polymers

7.1 Introduction

Chain units that are involved in forming intermolecular cross-links require spe-
cial attention as far as crystallization is concerned. When a sufficient number of
intermolecular cross-links are imposed on a collection of linear polymer chains,
a three-dimensional network structure reaching macroscopic dimensions is deve-
loped. Such structures are termed infinite networks. According to theory (1,2) the
initial formation of a network occurs when the fraction of cross-linked units ρ

exceeds a critical value ρc that is expressed as

ρc = 1

ȳw − 1
∼= 1

ȳw

(7.1)

where ȳw is the weight-average degree of polymerization of the initial polymers.
At this critical value called the gel point, not all the polymer chains are attached
to the insoluble network. Depending on details of the initial molecular weight
distribution, the further introduction of cross-links into the system results in the
incorporation of the remaining chains into the network.(3) In the usual cases of
interest, complete network formation requires that only a small percentage of the
chain units be involved in intermolecular cross-linkages. If the only effect of the
cross-linkages on crystallization was through their concentration, then the previous
discussion of copolymers could be generalized to include such structural variables.
However, further theoretical insight and experimental observations do not justify
this conclusion.

In contrast to other types of structural irregularities, chain units involved in inter-
molecular cross-linkages act in a unique manner since they actually join together
portions of different chains. There is, therefore, the distinct possibility that the
cross-linked units could be restricted from participating in the crystallization for
steric reasons. In addition, the fact that a network structure is formed can lead

337
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to alterations in the crystallization pattern as compared to that of a collection of
individual polymer chains.

In the theoretical treatment for the formation of networks, it is customary to
assume that the points of cross-linkage are randomly distributed over the com-
plete volume of the sample. It is not necessary, however, to make any restrictive
assumptions with regard to the disposition of the polymer chains at the time of
network formation. Networks are commonly formed from randomly coiled chains.
However, this represents a special case among several possibilities. Networks can
also be formed from either deformed systems or systems where the chains are in
ordered or partially ordered array when the cross-links are introduced. Theory has
shown(4) that properties of a network are strongly influenced by the nature of the
chain arrangement when the cross-links are introduced. Therefore, in discussing the
properties of networks in general, and their crystallization behavior in particular,
careful distinction must be made as to their mode of formation.

Intermolecular cross-linkages can be introduced into a collection of polymer
chains by either chemical reaction, as, for example, the vulcanization of natu-
ral rubber,(5) or in favorable cases by the action of high-energy ionizing radia-
tion.(6,7,8) In many cases the efficacy of the cross-linking process depends on the
state of the polymer when the linkages are introduced.(7) Many naturally occurring
macromolecular systems develop a sufficient number of intermolecular cross-links
during the course of their synthesis so that in the molten state they display the
characteristics of an infinite network.

A network in the liquid or amorphous state can be given a quantitative descrip-
tion(4,9,10) by defining a chain as that portion of the molecule which traverses
from one cross-linked unit to a succeeding one. It is convenient to characterize
each chain by a vector r which connects the average position of its terminal units,
namely, the cross-linked units. The number of chains ν must be equal to the number
of intermolecularly cross-linked units. If N0 is the total number of chain units in
the network, then ρ is equal to ν/N0. The network can then be characterized by the
number of chains and their vectorial distribution. When the network is deformed, a
common assumption made is that the chain vector distribution is altered directly as
the macroscopic dimensions. An affine transformation of the average position of the
coordinates of the cross-links occurs. It is also usually assumed that the individual
chains obey Gaussian statistics.

A reference state for the network is conveniently taken as one which represents
the isotropic network with mean-square vector components, x2

0 = y2
0 = z2

0 = r2
0/3.

The reference state is chosen so that the mean-square chain vector length r2
0

is identical with the corresponding unperturbed length of the free chain. For any
given state of the network, where x2, y2, z2 are the average squares of the Cartesian
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components of the chains, the entropy of the network contains a term

kν

2

[
− 3

r2
0

(x2 + y2 + z2)

]
(7.2)

for the internal configurations.(4,9) The contribution to the total entropy of the
random distribution of cross-linkages over the volume V of the sample is(4,11)

kν

2
ln V + const (7.3)

for tetrafunctional cross-links (four chains emanating from a junction). Therefore,
the entropy difference between a given specified state and the reference state can
be expressed as

�S = 3kν

2

[
− (x2 + y2 + z2)

r2
0

+ 1 + ln 〈α〉
]

(7.4)

where 〈α〉 = (x2 y2 z2 / x2
0 y2

0 z2
0)1/6. The parameter 〈α〉 measures the geometric

mean of the linear dilation in the actual state relative to that in the reference state.
It is not necessary that the volume of the reference state and the actual state under
consideration be the same.

For a network formed from polymer chains in the isotropic randomly coiled
state, 〈α〉 equals unity at the same temperature and network volume as prevailed
during cross-linking. On the other hand, for a network formed by the cross-linking
of chains that are not randomly arranged, the value of 〈α〉 depends on the details
of the chain organization. For the network at its initial volume and temperature,
〈α〉 may be either less than or greater than unity. With this brief description of
the formation and characterization of networks, attention can now be given to the
melting of crystallizable networks.

7.2 Theory of the melting of isotropic networks

The melting temperature of an unstressed isotropic network, T i
m, can be expressed

quite generally as the ratio of the enthalpy of fusion to the entropy of fusion.
The entropy of fusion can be treated conveniently as the additive contribution of
three terms. These are �S0, the entropy of fusion in the absence of the constraints
imposed on the chain conformation by the cross-linkages; �S0

x , the alteration of the
chain configurational entropy in the reference state, 〈α〉 = 1, that results from the
presence of the cross-linkages; and �Si

el the entropy change that occurs in going
from the reference state to the real isotropic state. In the latter, 〈α〉 assumes a value
characteristic of the network structure. The melting temperature of the isotropic
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network can therefore be expressed as (4)

1

T i
m

= �S0 + �S0
x + �Si

el

�H
(7.5)

and depends on the network constitution and the mode of its formation.
If the network structure is such that the crystallization of the cross-linked units is

not restricted, �H and �S0 can be taken to be independent of the fraction of units
cross-linked. Under these conditions, �S0 is identified with the entropy of fusion
of the pure non-cross-linked polymer, and the ratio of �S0 to �H is identified with
the equilibrium melting temperature T 0

m of the pure polymer. If, however, steric
requirements are such that cross-linked units are excluded from the crystalline
regions, an alteration will occur in these quantities. The presence of cross-linked
units in the molten phase and not in the crystalline phase results in an increase in
�S0 (when compared with the non-cross-linked polymer) of an amount Rρ per
mole of chain units. The melting temperature must accordingly be depressed for
this reason, as long as �H is unaffected by the presence of cross-links.

For networks formed from randomly coiled chains, �S0
x must be essentially

zero since the units cross-linked are selected at random. This type of cross-linking
process does not influence the configurational entropy characteristic of random
non-cross-linked chains. For this case �Si

el must also be zero. However, if polymer
chains, initially arranged in parallel array, are cross-linked to form a network, the
above factors must be greatly modified. If 〈α〉 is known, �Si

el can be calculated
from theory.(4) Its contribution to Eq. (7.5) is shown to be small. However, because
of the nature of the chain disposition at the time of network formation, a certain
element of the high degree of order that is initially present will be imposed on
the network. This element of order will be maintained throughout any subsequent
transformations that the network may undergo as long as the initially imposed
cross-links are not severed.

When cross-linking occurs in this initial state of axial order, it is required that
the unit of a molecule that is being cross-linked be joined to a neighboring pre-
determined unit. Thus, even though the cross-links are randomly distributed in
space, units to be paired can no longer be selected at random. Since this pairing of
units is maintained even in the liquid state, a decrease in the configurational en-
tropy of the liquid occurs as a consequence of the introduction of cross-links in
the prescribed manner. This conclusion should be contrasted with the random cross-
linking of random chains. This decrease in the configurational entropy of the liquid
manifests itself in a decrease in the total entropy of fusion, which is embodied in
the term �S0

x .
To calculate �S0

x for networks formed from perfectly axially ordered chains, it
is necessary to compute the probability that the units involved in cross-linkages
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will occur in suitable juxtaposition. The results of such a calculation can be ex-
pressed as (4)

�S0
x = kν

(
ln C

2
− 9

4
+ 3

4
ln

ν

N0

)
(7.6)

Here C is a dimensionless quantity of the order of unity and N0 is the number
of statistical elements in the network.1 A similar expression has been derived by
Schellman for the effect of intramolecular cross-linkages in stabilizing ordered
polypeptide chains.(12)

From the foregoing, quantitative expressions can be developed for the isotropic
melting temperature of various types of crystallizable networks. For networks
formed from random chains, if the cross-linked units participate in an unrestricted
manner in the crystallization, i.e. if the cross-linked and non-cross-linked units
are indistinguishable, then no change in the melting temperature in comparison
with the non-cross-linked polymer should be observed. On the other hand, if the
cross-linked units do not enter the crystal lattice, then

1

T i
m

− 1

T 0
m

= R

�Hu
(1 − ρ) (7.7)

For small values of ρ, Eq. (7.7) becomes

1

T i
m

− 1

T 0
m

= Rρ

�Hu
(7.8)

and a decrease in the melting temperature should occur. Equation (7.7) is recognized
as the limiting form of Eq. (5.42), that describes the melting temperature of a random
copolymer containing the fraction ρ of noncrystallizable chain units.

When a network is formed from perfectly axially ordered chains and the cross-
linked units participate as equals in the crystallization process the isotropic melting
temperature can be expressed as

1

T 0
m

− 1

T i
m

= Rρ

�Hu

(
9

4
− 3

4
ln ρ k0

)
(7.9)

to a good approximation. Here k0 is the number of chemical repeating units that can
be identified with a statistical element. According to Eq. (7.9), the isotropic melting
temperature of such a network should increase relative to the melting temperature
of the initially non-cross-linked system. If the cross-linked units are restricted from
participating in the crystallization, however, this effect would be partially offset by
the necessity of introducing into Eq. (7.9) a term equivalent to the right-hand side

1 A statistical element of the network bears the same relation to a chain unit as the statistical element of an
“equivalent statistical chain” does to the repeating unit of a real chain. See Ref. (9), pp. 410 ff.
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of Eq. (7.7). Experimentally determined melting temperatures for networks formed
under different conditions can be examined in terms of the above analysis.

It is important when treating semi-crystalline polymers that the state of the sys-
tem at the time the cross-links are introduced be specified. This point cannot be
overemphasized since the network properties are affected in a very significant way.

7.3 Melting temperature of networks formed from random chains

The simplest case of network formation is the random introduction of cross-linkages
into a system of randomly arranged chains. This type network can be illustrated by
several examples. These include, among others, the usual vulcanization of natural
rubber by chemical means, the cross-linking of natural rubber at room temperature
by high-energy ionizing radiation, and the irradiation cross-linking of polyethy-
lene at temperatures above its melting temperature. Such networks can be crystal-
lized from the melt merely by cooling and the isotropic melting temperatures sub-
sequently determined. A summary of results for some typical networks formed
by these methods is given in Fig. 7.1. Here the networks were formed by either

Fig. 7.1 Plot of melting point depression (�T ) as a function of fraction of units cross-
linked, ρ, for polymer networks formed from random chains. � molten polyethylene
cross-linked by ionizing radiation; � natural rubber cross-linked with sulfur; � natural
rubber cross-linked with di-t-butyl peroxide. (Data from Refs. (13) and (14))
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irradiating linear polyethylene above its melting temperature (13) or by cross-
linking natural rubber by chemical means.(14) The latter type networks were formed
by reaction with either sulfur or di-t-butyl peroxide. The melting temperatures were
determined by utilizing slow heating rates subsequent to crystallization in all cases,
in an effort to approach equilibrium values. The depression of the melting tem-
perature, relative to that of non-cross-linked polymer, is plotted in the figure as a
function of the fraction of units cross-linked.

For the two different natural rubber networks illustrated, the melting point de-
pression depends only on the fraction of units cross-linked and not on the chemical
process by which the cross-links were introduced. The most significant observation
here, however, is the fact that a substantial depression of the melting temperature
occurs when only a very small number of chain units are cross-linked. For the nat-
ural rubber networks the melting temperature is depressed 20 ◦C when 1% of the
units are involved in cross-linkages. For the polyethylene networks a depression
of 30 ◦C is observed when only about 0.5% of the chain units are cross-linked.
Comparable results have been reported for other polyethylene networks (15–17)
as well as those formed by both cis and trans poly(butadiene) (18–20) and
poly(tetrahydrofuran) (21,22) among others. Melting point depressions larger than
expected are typical of networks formed from random chains.

If the melting point depression results solely from the fact that cross-linked units
are excluded from the crystalline phase, then Eq. (7.7) should be applicable to the
data of Fig. 7.1. According to this equation, when values of �Hu for natural rubber
and polyethylene are utilized, a melting point depression of, at most, only about
2 to 3 ◦C is expected. This theoretical expectation is clearly not in harmony with
the experimental observations. Thus, the applicability of Eq. (7.7), and those that
follow from it, can be seriously questioned. In deriving this equation, the inherent
assumption is made that equilibrium conditions prevail. It is, therefore, implied that
the development of crystallinity in the chain direction is impeded only by the random
distribution of the noncrystallizing cross-linked units. The lateral development of
crystallinity is unrestricted. If these conditions are not fulfilled, so that a less perfect
crystalline state is generated, Eq. (7.7) cannot be applied, and a more severe melting
point depression results. Several lines of evidence indicate that the crystallization
of the type of networks under discussion results in a state that does not adhere to
the rigid specifications set forth. The results with copolymers, that were discussed
previously, anticipate such a conclusion.

Wide-angle x-ray diffraction studies of crystalline networks of both polyethylene
and natural rubber show that with increasing cross-linking density there is a progres-
sive broadening of the reflections from various crystalline planes.(13,14,23) This
broadening can be attributed to either a decrease in crystallite size, the development
of further imperfections in the crystals, or to strain. Irrespective of which of these
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effects causes the broadening of the reflections, they each can make a contribution
to the melting point depression. Therefore, one of the major reasons for the large
melting point depression that is observed in polymer networks is that the perfection
of the crystallinity that can be developed is severely restricted, even after careful an-
nealing procedures are adopted. Permanent type cross-links act to prevent the lateral
accretion of polymer chains, a necessary step in the formation of larger crystallites.

Units that neighbor those cross-linked may also be prevented from crystalliz-
ing. Hence the longitudinal development of crystallinity is restricted to an extent
greater than would be expected solely by the concentration of cross-linked units
themselves. To account for this effect, empirical modifications have been made to
Eq. (7.7).(15,20) The fraction of cross-linked units ρ is replaced by the quantity Kρ,
where K represents the number of chain units per cross-link unit that are excluded
from the crystallization process. Thus Eq. (7.7) can be rewritten as

1

T i
m

− 1

T 0
m

= R

�Hu
(1 − Kρ) (7.10)

The fractions of the chain units that are cross-linked can be expressed in terms of
Mc, the molecular weight between points of cross-links as

ρ = M0/2Mc (7.11)

where M0 is the molecular weight of the repeating unit. This expression can then
be substituted into Eqs. (7.7) and (7.10).

Figure 7.2 is a plot of the extrapolated equilibrium melting temperatures against
the molecular weight between crosslinks for poly(tetrahydrofuran) networks.(21)
Unimodal and bimodal networks are represented by the filled and open circles re-
spectively. There is, thus, no obvious effect of network architecture. The solid line
represents Eq. (7.10) (Mc substituted for ρ) with the best fit value of K . This value
of K turns out to be 33. Thus, according to this analysis there are 33 noncrystallizable
monomer units per cross-link. For a tetrafunctional junction this corresponds to 8
adjoining units. For trans poly(1,4-butadiene), K was found to be 10 by a similar
analysis.(20) However, here observed melting temperatures were used. The K value
for linear polyethylene was found to be 60.(15) This analysis indicates that a signifi-
cant number of repeating units are restrained from participating in the crystallization
due to their proximity to the intermolecular cross-links. The K values thus esti-
mated may represent an overestimate because of other factors. For example, the
perfection of the crystallites could also cause a depression of the melting tempera-
ture from that expected. The analysis can be generalized to include other types of
imperfections.(15)

It follows from Eq. (7.1) that only a small fraction of intermolecular cross-
linked units are required for network formation at the gel point. For example, for a
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Fig. 7.2 The extrapolated equilibrium melting temperature of poly(tetrahydrofuran) net-
works as a function of molecular weight between cross-links. Filled and open circles rep-
resent unimodal and bimodal networks respectively. Solid curve calculated from Eq. 7.10.
(From Roland and Buckley (21))

polyethylene having Mw = 14 000, ρc = 10−4. The further introduction of cross-
links results in the partitioning of the system into sol and gel. With the introduction
of intermolecular cross-links branch points must develop in both the pre and post
gelation system. Such branching will also contribute to a reduction in the melt-
ing temperature. Studies of chemically cross-linked polyethylene (in an undefined
initial state) show that there are no major differences in melting temperatures be-
tween the gel and sol portions and the nonextracted whole polymer.(23) There is
essentially no difference in melting temperatures between the three at small cross-
linking levels, after isothermal crystallization. For increased levels of cross-linking,
M0 between 3600 and 1900, the difference is no more than 1 to 2 ◦C.

Since the melting temperatures of networks are depressed well beyond that ex-
pected, based on the concentration of cross-linkages, it can be anticipated that
the level of crystallinity will be influenced in a similar manner. This expectation
is fulfilled due to the crystallization restraints placed on units adjacent to network
junction points. In polyethylene networks there is a twofold decrease in the enthalpy
of fusion for the networks studied.(15) This can be directly related to the decrease
in the level of crystallinity. Similar results were found with poly(tetrahydrofuran)
networks.(21)

Kuhn and Majer (18,24–26) have shown that in a polymeric network swollen
with diluent the freezing point of the monomeric liquid component is significantly
depressed when compared to that of the pure liquid. In both natural rubber networks
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swollen with benzene and poly(acrylic acid)–poly(vinyl alcohol) networks swollen
in water, the magnitude of the depression is related to the fraction of units cross-
linked. The freezing point depression progressively increases as the cross-linking
density of the network increases. As much as a 21 ◦C depression has been observed.
This depression results from the limited size of the crystals formed. The restriction
on crystal size is attributable to the network structure and the presence of cross-
linked units. Thus, not only does the presence of cross-links in relatively small
concentration retard crystallization of the network itself, but the crystallization of
the diluent present in a swollen gel is also severely restricted.

7.4 Melting temperature of networks formed from axially ordered chains

In contrast to those just studied, networks can also be prepared from chains that are
initially in an axially oriented, or fibrous state. A network of this type can be ob-
tained by subjecting fibrous natural rubber to the action of ionizing radiation.(14,27)
After network formation the sample can be retracted, or relaxed, and then crystal-
lized merely by cooling. On subsequent heating the isotropic melting temperature
is obtained. A comparison can be made between the melting temperatures of net-
works thus formed and those when the chains are initially in the randomly coiled
state utilizing the same cross-linking process.(14) The dependence of the melting
temperature on the fraction of units cross-linked for these two extreme types of
natural rubber networks is given in Fig. 7.3. The lower curve represents the results
for the networks formed from random chains. The melting point depression is sim-
ilar to that previously described for natural rubber networks formed by chemical
cross-linking. The upper curve, however, shows only a very small melting temper-
ature depression over an appreciable cross-linking range. The latter data represents
networks formed from axially oriented chains. Consequently, at any cross-linking
level, T i

m is greater for these type networks in comparison with those formed from
random chains. Moreover, the difference in melting temperatures between the two
networks becomes greater as the cross-linking level is increased. These results are
definitive examples of the greater stability that is ultimately imparted to the sys-
tem by imposing the cross-links on ordered chains. The reason for the enhanced
stability is the decreased configurational entropy in the liquid state that accompa-
nies the mode of network formation, although the cross-links are still randomly
distributed.

According to Eq. (7.6), if the cross-linked units participated in the crystalliza-
tion, a progressive increase in the isotropic melting temperature should result.
Since this expectation is not observed it can be concluded that in this case also the
cross-linkages still impede the crystallization process. However, if it is assumed that
the nonconfigurational effects of the cross-links are the same for the two different
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Fig. 7.3 Plot of isotropic melting temperature of natural rubber networks formed by irra-
diation. �, random chains at time of network formation; �, chains axially oriented at time
of network formation.(14)

types of networks, i.e. the number of units restrained from crystallizing in the
isotropic state, a quantitative comparison of the differences in melting tempera-
ture can still be made. By invoking Eq. (7.6), the differences in expected melting
temperatures can be calculated for different values of ρ. The results of such a calcu-
lation are given in Table 7.1 for networks formed from random and oriented chains,
respectively. A value of �Hu = 1050 cal/mol was used in the calculation, and the
parameter k0 was assigned values of 1 and 3. When comparison is made at the same
values of ρ, the differences in the observed melting temperature are in good accord
with theoretical expectations over the cross-linking range in which crystallizable
networks can be prepared. Excellent agreement is obtained when 1% or less of the
units are cross-linked. The slight deviations that occur for the higher values for ρ

can be attributed to the large depression of the melting point observed for networks
formed from random chains in this range. Quantitative support is, therefore, given
to the concept that a significant decrease in the configurational entropy in the liquid
state occurs when networks are formed from axially oriented chains. A partially
ordered liquid can be said to have been developed. It can be surmised that other in-
teresting changes in liquid state properties could be accomplished, that would then
be reflected in the crystalline state that was formed subsequently. The importance
of the chain disposition at the time of network formation is emphasized by these
results.
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Table 7.1. Comparison of isotropic melting
temperatures for natural rubber networks

ρ × 103
(
1
/

T i
m,r − 1

/
T i

m,o

) × 103 a

Observed Theoretical

k0 = 1 k0 = 3

5.0 0.049 0.062 0.052
7.5 0.080 0.084 0.073

10.0 0.110 0.109 0.093
12.5 0.163 0.133 0.113
15.0 0.180 0.155 0.131

a T i
m,r is the isotropic melting temperature for networks formed

from random chains. T i
m,o is the corresponding temprature for

networks formed from ordered chains. Source: Ref. (14).

7.5 Melting temperature of networks formed
from randomly arranged crystallites

Since networks with unique properties result from cross-linking highly axially
oriented polymer chains, the question naturally arises as to what limits there are, if
any, to the degree of intermolecular order required to observe these effects. Partially
crystalline undeformed polymers possess a large amount of intermolecular order,
since significant portions of the polymer molecules are constrained to lie parallel to
one another in three-dimensional array. This order is only on a microscopic scale
since the crystalline regions are randomly arranged relative to one another. The
question as to whether the presence of such order influences the properties of the
resultant isotropic network is a matter to be decided by experiment.

Investigations have shown that the isotropic melting temperatures of networks
formed from crystalline, but nonoriented, linear polyethylene are different from
those of networks of the same polymer but formed when the chains are initially in
the molten state.(13,28) As was illustrated in Fig. 7.1 for the latter type network,
a large and continuous decrease in T i

m is observed with cross-linking. On the other
hand, the melting temperatures of a set of crystalline linear polyethylenes, that were
cross-linked by high energy radiation, are only depressed by about 6.5 ◦C relative to
the non-cross-linked polymer. The melting temperatures remain independent of the
fraction of units cross-linked up to relatively high cross-linking levels.(13) These are
isotropic melting temperatures, determined following melting and recrystallizing,
after the initial introduction of cross-links. The observed melting temperatures of
both types of networks are summarized in columns (a) of Tables 7.2 and 7.3. Each of
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Table 7.2. Properties of polyethylene networks formed
at 17 ◦C by the action of high-energy ionizing radiationa

(a) (b)

v1(130 ◦C) T i
m T ∗

m v1 (at T ∗
m)

0.97 131 102 0.88
0.95 131 104 0.83
0.83 131 105.3 0.77
0.74 131 106.2 0.69
0.61 131 110 0.58
0.39 131 114 0.36
0.28 132

a From Ref. (14).

Table 7.3. Properties of polyethylene networks formed
at 175 ◦C by the action of high-energy ionizing radiationa

(a) (b)

v1(130 ◦C) T i
m T ∗

m v1 (at T ∗
m)

0.93 134 101 0.84
0.91 132.5 100.2 0.85
0.87 130 100 0.80
0.76 128 100.6 0.71
0.70 115.5 94 0.68
0.49 107.5

101

a From Ref. (13).

the networks is characterized by the volume fraction of xylene imbibed at swelling
equilibrium at 130 ◦C, (v1 130 ◦C) in the tables. Decreasing values of v1 indicate
a progressively increasing value of ρ. For the least swollen network formed at
17 ◦C (in the highly crystalline state), it is estimated that approximately 2.5% of the
units are involved in cross-linkages.(13) Despite the large variation in ρ, T i

m does not
change after the slight initial decrease from the value of the pure polymer.(Table 7.2)
In other works a slight but steady increase in the melting temperature with cross-
linking is observed.(28,29) Irrespective of the overall differences between these
studies the major conclusion is clear. Networks formed by cross-linking in the
crystalline, but nonoriented, state are quite different than networks formed from
completely random chains. In the latter case a large decrease in the isotropic melting
temperature is observed with increasing cross-linking density.
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The greater stability of the crystalline state of networks formed from unoriented
but crystalline chains compared with networks formed from amorphous polymers,
can be explained in the same way as for networks formed from axially oriented
natural rubber. Although prior to network formation the crystallites are randomly
arranged relative to one another, portions of chains are still constrained to lie in
parallel array. The cross-linking of the predominantly crystalline polymer cannot,
therefore, involve the random selection of pairs of units. The units that can be paired
are limited by the local chain orientation imposed by the crystalline structure. An
increase in the isotropic melting temperature of such networks would therefore be
expected. It can be concluded that orientation on a macroscopic scale is not required
for partial order in the liquid state to develop. Concomitantly a decrease in the en-
tropy of fusion will result, which reflects the increase in molecular order in the melt.
This is an important concept that must be kept in mind when studying the properties
of networks formed in this manner. This conclusion has important implications in
studying the properties of networks formed from unoriented crystalline polymers.

The manifestation of molecular order in the liquid state, after cross-linking in
the crystalline state, is substantiated by direct microscopic observation of the poly-
mer melt.(13,30) Figure 7.4 illustrates the intense birefringence observed in the
spherulitic pattern of linear polyethylenes that persists at temperatures above the
melting temperature. The pattern on the left is that of the sample after cross-linking
by irradiation, but before heating. The pattern on the right is the same sample after
heating above the melting temperature, to 150 ◦C. The persistence of the bire-
fringence in the melt is quite striking. It can be directly attributed to the unique,
partially ordered, liquid structure that has been developed. In contrast, when poly-
ethylene is cross-linked in the molten state no birefringence or structure is observed
above the melting temperature.

Fig. 7.4 Polarized optical micrographs of linear polyethylene cross-linked at room tem-
perature. (From Hammer, Brandt and Peticolas (30))
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The major influence of high energy ionizing radiation on crystalline polyethylene
is the introduction of intermolecular cross-links into the system. Although the cross-
links are proportioned between the crystalline and noncrystalline regions a sufficient
number of chains within the interior of the crystallite are cross-linked.(7) Conse-
quently the configuration entropy is reduced. With a sufficiently high radiation dose,
a hexagonal structure that only has lateral order is developed prior to complete
melting.(31) This is a manifestation of the reduced configurational entropy and
the persistence of molecular order after complete melting.

The intensity of the electron beam used to examine thin crystalline polymer films
by electron microscopy is usually of sufficient intensity to induce cross-linking. It
is not surprising, therefore, after initial examination in the crystalline state, that
thin films of poly(amides) and polyethylene display ordered structures when sub-
sequently examined in the molten state by this technique. These observations are
to be expected. They cannot be construed as evidence that, in general, the liquid
state in polymers is an ordered one.(33) The partially ordered liquid represents an
interesting, unique situation that results from the nature of the chain arrangement
at the time of network formation.

7.6 Melting of network–diluent mixtures

Polymer networks can also crystallize when in contact with a monomeric liquid or
diluent. The simplest case to analyze is when the crystalline network is in contact
with a large excess of a one-component liquid phase. This case corresponds to a
thermodynamic open system. Upon melting, the network in the amorphous state
imbibes large quantities of the surrounding fluid. The amount of swelling that oc-
curs depends on the network structure, the temperature, and the polymer–diluent
thermodynamic interaction parameter. Conversely, on crystallization, diluent is ex-
pelled from the network. At the melting temperature, the crystalline polymer phase
is in equilibrium with a mixed phase composed of amorphous polymer and im-
bibed liquid. In turn, the latter phase is in equilibrium with the pure solvent. Three
distinct phases must co-exist in equilibrium at the melting temperature. Therefore,
the equilibrium requirements are

µc
u − µ0

u = µm
u − µ0

u (7.12)

µl
1 − µ0

1 = 0 (7.13)

for the components common to each of the phases. In these equations µc
u and µm

u

represent the chemical potentials of the polymer unit in the crystalline and mixed
phases, while µ0

u represents the chemical potential of the pure molten polymer
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unit. Equation (7.13) specifies the equality of the chemical potential of the solvent
component in the mixed and supernatant phases.2

The free energy change �G for the formation of the mixed phase from its pure
components, the pure solvent and the pure isotropic amorphous network, consists
of two parts. One is the free energy of mixing �GM and the other is the elastic free
energy �Gel that results from the expansion of the network structure because of
swelling (4,34)

From the Flory–Huggins theory (34,35) of polymer solutions

�GM = kT (n1 ln v1 + χ1n1v2) (7.14)

where n1 is the number of solvent molecules. Utilizing an idealized theory for
rubber elasticity, where it is assumed that the deformation process accompanying
the swelling involves no internal energy change attributable to interactions between
chains, �Gel can be written as (4)

�Gel = kT ν

2

[(
3〈α〉2α2

s − ln α3
s − 3 − 3 ln 〈α〉)] (7.15)

where αs represents the linear swelling factor for the network–diluent mixture.
From the sum of Eqs. (7.14) and (7.15),

µm
u − µ0

u

RT
= −Vu

V0

(
v1 − χ1v

2
1

) + ρ

2

[
1 − v2〈α〉(v1/3

2 − v
−2/3
2

)]
(7.16)

since α3
s = v−1

2 . As for non-networks, µc
u − µ0

u can be expressed as

µc
u − µ0

u = −�Hu

(
1 − T

Tm

)
(7.17)

where Tm is now identified with the equilibrium melting temperature of a given
network. At equilibrium, T = T ∗

m so that

1

T ∗
m

− 1

T 0
m

= R

�Hu

Vu

V1

(
v1 − χ1v

2
1

) + Rρ

2�Hu

{
2〈α〉[v−2/3

2 − v
−1/3
2 − (1 − v2)

]}
(7.18)

The first two terms on the right-hand side of Eq. (7.18) are identical to those obtained
for the non-cross-linked polymer–diluent mixture at the same composition. The
remaining terms represent the contribution of the elastic free energy of the mixed
phase. For an open system, the composition of the mixed phase v2 is determined
from Eq. (7.13), which specifies the swelling equilibrium.(34) Therefore v2 is an
equilibrium quantity and should be so designated. It can be identified with the
reciprocal of the equilibrium swelling ratio at T = T ∗

m. For a closed system, where

2 The treatment can be generalized to include a multi-component supernatant phase and a partitioning of compo-
nents between it and the mixed phase. The case where diluent enters the crystalline phase can also be treated.
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the composition of the mixed phase is fixed and the supernatant phase is absent,
Eqs. (7.9) and (7.17) suffice to specify the melting point relations.

A comparison of Eq. (7.18) with Eq. (3.2) indicates that the melting point de-
pression should be greater for a network than for just a collection of polymer chains
of the same constitution at the same concentration. This is due to the contribution
from the elastic free energy to Eq. (7.18). However, since the values of ρ usually
encountered are of the order of 0.01 to 0.02 or less, this effect is quite small. It
manifests itself only when v2 of the mixed phase becomes less than 0.5.

The melting temperatures of polyethylene networks immersed in a large excess
of xylene have been measured.(13) The results can be examined in terms of the
equilibrium theory. For networks formed from either random chains or from nonori-
ented crystalline chains, a depression of the isotropic melting temperature relative
to the undiluted system is observed. However, as an examination of columns (b)
in Tables 7.2 and 7.3 reveals, the melting temperatures T ∗

m of the two different
networks depend quite differently on the cross-linking density. When immersed
in xylene, the networks formed in the crystalline state display a continuous and
significant increase of melting temperature with increased cross-linking. However,
in contrast, the melting temperatures of the networks formed from random chains
display a slight decrease in T ∗

m with increased cross-linking. The results for the
networks formed from the crystalline chains immersed in an excess of diluent are
in sharp contrast with the melting points of the undiluted networks of natural rubber
or polyethylene. Irrespective of the chain disposition prior to network formation in
the latter cases, a decrease in Tm with cross-linking is invariably observed.

The melting temperatures of the network–diluent mixtures depend on the nature
of the initial network and on the volume fraction of liquid that is imbibed subsequent
to fusion. Tm for the undiluted networks is constant with cross-linking for the
networks formed at 17 ◦C. However, the equilibrium swelling at T ∗

m (v1 at T ∗
m) in

Tables 7.2 and 7.3 continuously decreases. The melting point depression must be
progressively diminished, with the net result that T ∗

m increases. However, for the
networks formed from random chains, the rate of decrease of Tm is not compensated
by the concentration changes in the mixed phase, so that a decrease in T ∗

m results.
An attempt to quantitatively examine these observations in terms of theory is

given in Fig. 7.5. The solid line in this plot is computed from Eq. (7.18) with χ1 = 0
and neglect of the elastic contribution. For the low values of v1, where neither the
thermodynamic interaction term nor the elastic term make an appreciable contribu-
tion to the melting point depression, the data follows the simplest theoretical expec-
tation. As the polymer concentration in the mixed phase decreases, a contribution
to the melting point depression of the omitted terms is expected. Small deviations
from the simplified theory are observed. A small positive value of χ1, believed to
be appropriate for this system, brings the observed and calculated values very close
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Fig. 7.5 Plot of 1/Tm − 1/T 0
m against volume fraction of xylene imbibed upon melting,

v1. � networks from crystalline chains; � networks from molten chains; theoretical
plot according to Eq. (7.18) with χ1 = 0 and ρ = 0. (Data from ref. (13))

to one another. It is noteworthy that the existing theory can encompass the ap-
parently diverse manner in which the melting points of the two different types of
network–diluent systems vary with increasing amounts of cross-linking. The impor-
tance of accounting for the concentration of the mixed phase in an open system is
emphasized.

7.7 Fibrous proteins

Certain of the fibrous proteins, such as collagen (37) and α-keratin from various
layers of epidermis,(38) display an increase in melting temperature as the number
of intermolecular cross-links are increased. For collagen, increases in melting tem-
perature of up to 35 ◦C have been observed after the introduction of cross-links by
means of specific tanning processes.(37) In various layers of the epidermis of cow’s
lip the melting temperature progressively decreases from the outer to inner layer,
while the cystine content (which can be related to the number of intermolecular
cross-links) also decreases.(38) These examples represent typical findings in the
fibrous proteins.

The fibrous proteins are naturally occurring axially ordered systems, with the
cross-links imposed on the ordered structure. Therefore, according to theory,(4)
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if the cross-linkages do not impede the crystallization, a continuous increase of
melting temperature with cross-linking is expected. However, the melting of the
fibrous proteins is almost invariably determined when they are immersed in a suit-
able liquid medium. Consequently, at equilibrium the polymer concentration in the
mixed phase must also increase with increasing cross-linking density. An eleva-
tion of the melting temperature is also expected from this cause, in analogy to the
results for the polyethylene network–diluent mixtures. Thus both an alteration in
the entropy of fusion and a compositional change of the mixed phase result from
the introduction of cross-links into a fibrous protein system. Both these effects act
to raise the melting temperature and favor the stability of the crystalline phase. As
would then be anticipated, when experiments are carried out in the presence of a
large excess of liquid, a strong correlation exists between the melting of collagen
and the swelling capacity in the mixed phase.(39)
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8

Oriented crystallization and contractility

8.1 Introduction

A characteristic property of amorphous polymers is the ability to sustain large
strains. For cross-linked three-dimensional networks the strain is usually recover-
able and the deformation process reversible. The tendency toward crystallization is
greatly enhanced by deformation since chains between points of cross-linkages are
distorted from their most probable conformations. A decrease in conformational
entropy consequently ensues. Hence, if the deformation is maintained, less entropy
is sacrificed in the transformation to the crystalline state. The decrease in the total
entropy of fusion allows crystallization, and melting, to occur at a higher temper-
ature than would normally be observed for the same polymer in the absence of
any deformation. This enhanced tendency toward crystallization is exemplified by
natural rubber and polyisobutylene. These two polymers crystallize very slowly in
the absence of an external stress. However, they crystallize extremely rapidly upon
stretching.

It is a widely observed experimental fact that crystallites produced by stretching
usually occur with their chain direction preferentially oriented parallel to the axis
of elongation. The extent of the orientation will depend on the type and amount of
the deformation. This is particularly true for crystallization at large deformations.1

These observations contrast with the crystalline texture that results when the trans-
formation is induced in the absence of an external stress merely by cooling. In
the latter case the crystallites are, on the average, randomly arranged relative to
one another. When a portion of a deformed chain is incorporated into a crystallite,
the average stress that it exerts at its end points is reduced. This conclusion can be
reached either by the application of Le Châtelier’s principle or from a more detailed
molecular analysis.(2,3) According to the molecular theory of rubber elasticity,

1 Certain exceptions to this generalization can be noted. These usually result from nonisothermal crystallization
at small deformations. In these instances the chain axes are more preferentially oriented normal to the stretching
directions.(1)
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Fig. 8.1 Stress–elongation curve for natural rubber in the vicinity of room temperature.
(From Mark (5))

the force exerted by the fixed chain ends is inversely proportional to the number
of statistical elements contained in the chain and the magnitude of its end-to-end
distance.(2,4)2 Since only the remaining amorphous units contribute to the resulting
retractive force, the former quantity is decreased somewhat as a result of oriented
crystallization. Moreover, the distance traversed by the remaining amorphous units
is severely reduced because of the disproportionately greater distance taken up
by the crystalline units. Consequently, the retractive force exerted is diminished by
the crystallization process. The conclusion is reached that orientation imposed by
stretching promotes crystallization and that crystallization in an oriented polymer
diminishes the stress.

A stress–strain isotherm for the uniaxial deformation of natural rubber, at ambient
temperature, that was cross-linked in the liquid state is shown in Fig. 8.1.(5) Here
f ∗ is the nominal stress defined as the tensile force, f, in the stretching direction
divided by the initial cross-section, and α is the extension ratio. Using the most
rudimentary form of molecular rubber elasticity theory f ∗ can be expressed as
(6–9)

f ∗ =
(

νkT

V

)
(α − α−1) (8.1)

where k is the Boltzman constant and V is the volume. The initial portion of the
stress–strain isotherm in Fig. 8.1 is that expected from Eq. (8.1). For large values
of α, f ∗ approaches linearity. However, at larger deformation ratios, α ≥ 5, the
large increase in f ∗ that is observed cannot be attributed to the deformation of

2 For a further detailed discussion of rubber elasticity theory, see Refs. (6,7,8,9).
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disordered chain units. Rather, crystallization has been induced by the stretching,
as demonstrated by direct measurements. The oriented crystallites have a much
higher modulus than the disordered chain and introduce an element of rigidity to
the system. In addition, the crystallites act as physical cross-links which will also act
to increase the modulus of the system. On further stretching, the chain segments in
the amorphous regions will be oriented much more than normal. A proportionately
larger decrease in the entropy ensues, resulting in an increase in the retractive force.
Since further crystallization will occur with subsequent elongation these effects will
be enhanced and the increase in force will be accelerated.

These factors, due to oriented crystallization, explain the large upsweep of f ∗

with α in Fig. 8.1. The results shown for natural rubber are typical of different elas-
tomers of reasonably regular structure.(10–13) However, for a structurally irregular
chain, as for example a poly(cis-1,4-butadiene) that only contains about 37% of the
cis 1,4 units, the large upsweep in the stress–strain curve is not observed.(11) These
results support the contention that many of the unusually high modulus values that
are reported are not due to interchain interactions at the high chain extension, but to
the reinforcing effect of crystallization induced by stretching. These results should
not be taken as a shortcoming of rubber elasticity theory. The theory is based on
the deformation of disordered chains. It might appear that these findings are in con-
tradiction to the discussion that was just given above. However, the two processes
that have been discussed are quite different. In the case just discussed crystallites
are found during isothermal stretching. In the previous case an equilibrium process
was considered.

For any stress likely to be borne by amorphous chains, the length of the randomly
coiled molecule projected on the fiber axis is considerably less than its length in
the crystalline state. This statement is in accord with the known crystal structures
of polymers. Hence for axially oriented systems, melting results in contraction and
crystallization in elongation. Macroscopic dimensional changes, as well as changes
in the exerted stress, can be coupled with and related to the crystal–liquid phase
transition. This behavior, which reflects one of the unique properties of polymer
chains, results from their conformational versatility. It is not limited to the simpler
types of chain molecules but should apply equally well to the fibrous proteins and
other macromolecules of biological interest. Many polymers in the latter category
are characterized by the prevalence of an ordered crystalline arrangement in the
native state. Cognizance must be taken of the existence of this state when attention
is given to such properties as thermoelastic behavior and to the mechanism by which
major changes in length are incurred.

In order to properly analyze the melting of an oriented system, it must be ascer-
tained whether the process is reversible, i.e. whether oriented crystallites are formed
on recrystallization. This concern exists since it is possible that the original oriented
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crystalline state will not be regenerated. The possible nonequilibrium aspects of
the melting of an oriented polymer and the complications that result have been dis-
cussed in connection with the melting of “stark” rubber.(14) When natural rubber
is stored in temperate climates, it frequently becomes hard and inelastic because
of the development of significant amounts of crystallinity. Upon initial heating, the
melting point is significantly higher than that assigned to the equilibrium melting
temperature of natural rubber (in the absence of any external force). This apparent
contradiction is resolved when it is observed that in “stark” rubber the crystalline
regions are preferentially oriented despite the absence of any external force. The
maintenance of this orientation during fusion results in an elevated melting tem-
perature. After the initial melting and subsequent recrystallization, melting points
that are normal for natural rubber are observed since oriented crystallization does
not redevelop.

Many polymers can be rendered fibrous, i.e. made to possess a high axial
orientation of the crystallites, by suitable mechanical means. This condition can, in
many cases, be maintained below the melting temperature without application of
an external force. On melting, in addition to the usual changes in properties, an
axial contraction is observed. This transformation temperature has, therefore, been
designated as the shrinkage temperature. However, only under certain unique
conditions (see following) can this temperature be identified with the equilibrium
melting temperature. In general, in the absence of an equilibrium tensile force, the
original crystalline state is not regenerated merely by reversing the melting process.
Even if a tensile force is applied to the system, a distinction must be made between
the shrinkage temperature Ts and the equilibrium melting temperature Tm. The latter
temperature requires the co-existence of amorphous and crystalline phases along
the fiber length, whereas in a well-oriented highly crystalline fiber a significant
amount of superheating may be required to initiate melting and observe shrinkage.
Hence, error may arise by failure to discriminate between Tm and Ts. The shrinkage
temperature by itself is not an appropriate quantity for thermodynamic analyses.

Although irreversible melting is commonly associated with oriented crystalline
polymers, the possibility of conducting the transformation under reversible condi-
tions that approach equilibrium cannot be disregarded. In fact, the treatment of this
problem as one of phase equilibria lead to important relations between crystalliza-
tion, deformation, and dimensional changes.(3,4)

8.2 One-component system subject to a tensile force

Consider a cross-linked fibrous system, composed of highly axially oriented crys-
talline regions co-existing with amorphous zones; the latter being devoid of any
vestiges of crystalline order. The fiber is subject to a uniform tensile force, f, acting
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along its axis. The fibers are assumed to be homogeneous and uniform with respect
to chemical composition, structure, and cross-section, apart from such differences
as may exist in cross-section because of the interspersion of crystalline and amor-
phous regions along the length.3

According to the first law of thermodynamics, the change in internal energy E
of any system can be written with complete generality as

d E = d Q − dW (8.2)

where d Q is the heat absorbed by the system and dW is the work performed by the
system on its surroundings. If xi represents the extensive variables characterizing
the system and yi the conjugate intensive variables,

dW = −
∑

i

yi dxi (8.3)

and

d E = d Q−
∑

i

yi dxi (8.4)

For a one-component system the intensive–extensive pairs p, V and f, L are those of
interest. Here, p and V are the pressure and volume, respectively, and L is the length
of the fiber. For a process that is conducted reversibly, d Q = T d S, where S is the
entropy. Thus

d E = T d S − p dV + f d L (8.5)

Defining the Gibbs free energy by

G = E + pV − T S = H − T S (8.6)

where H is the enthalpy, from Eqs. (8.5) and (8.6)

dG = −S dT + V dp + f d L (8.7)

For present purposes, it is convenient to choose p, T and f as the independent
variables. It is advantageous to utilize the equivalent relation

d(G − f L) = −S dT + V dp − L d f (8.8)

For the system to be in equilibrium at constant p, T and f, the function G − f L
must be a minimum with respect to all permissible displacements. In particular,

3 A tensile force, or stress, is not the only kind that can be applied to a polymeric system.(6,8,9) Other types
of deformation could be treated equally well with, however, more complexity in the analysis. The case being
considered here serves quite well in illustrating the principles involved.
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it must be a minimum with respect to changes in the fraction of the fiber that is
crystalline. Thus [

∂(G − f L)

∂λ

]
p,T, f

= 0 (8.9)

if equilibrium is to be maintained between the two phases. The total free energy of
the fibrous system can be expressed as

G = λGa + (1 − λ)Gc (8.10)

where Ga and Gc are the free energies of the fiber when totally amorphous and
totally crystalline, respectively, under the conditions specified by p, T and f. The
other extensive properties can be expressed in a similar manner. Accordingly, the
requirement for equilibrium becomes

Ga − f La = Gc − f Lc (8.11)

or

d(Ga − f La) = d(Gc − f Lc) (8.12)

From Eq. (8.8) it follows that (
∂ f

∂T

)
p,eq

= −�S

�L
(8.13)

at constant pressure. Here �S and �L are the changes in entropy and length that
occur upon fusion of the entire fiber at constant T, p and f. For the reversible
process being treated, the heat absorbed is expressed as

Q = T �S = �E + �W = �E + p �V − f �L (8.14)

so that

�S = �H − f �L

T
(8.15)

Combination of Eq. (8.15) with Eq. (8.13) yields(
∂ f

∂T

)
p,eq

= f

T
− �H

T �L
(8.16)

or, in more compact form, [
∂( f/T )

∂(1/T )

]
p,eq

= �H

�L
(8.17)

These equations have been derived by Gee (15) and by Flory.(4) Equations (8.16)
and (8.17) are variants of the Clapeyron equation applied to a unidimensional
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system of axially oriented crystalline and amorphous phases. The temperature T
may be regarded as the melting temperature Tm under a force f and a pressure p. The
analogy between this problem in phase equilibrium and the vapor–liquid or solid–
liquid equilibrium of monomeric substances becomes apparent when it is realized
that in Eqs. (8.16) and (8.17) − f and L correspond to the pressure and volume in
the more conventional formulation of the Clapeyron equation. At the temperature of
vapor–liquid equilibrium for a one-component system, the pressure is independent
of the volume of the system, i.e. independent of the relative abundance of each
phase. Similarly, it is implicit in the above formulation that for a one-component
fibrous system, with uniform properties throughout, the equilibrium force f must
be independent of the length over the two-phase region at constant T and p. It will
ordinarily be expected that �L < 0, whereas �H > 0. Therefore from Eq. (8.17),
f/T will increase with T . In other words, the melting temperature increases with
an increase in the applied tensile force at constant pressure.

The integration of Eq. (8.17) between specified limits leads to a relation between
the equilibrium tensile force, feq, and the melting temperature. This is analogous
to integrating the Clapeyron equation for vapor–liquid equilibrium. In this case, if
the equation of state relating the pressure and volume of the liquid is known, the
dependence of the pressure on temperature is obtained. For the present problem the
equation of state relating the applied force to the length of the network is required.
This information can be obtained from the theory of rubber elasticity.(6–9)

When a one-component amorphous network, composed of chains whose distri-
bution of end-to-end distances is Gaussian, is subject to a simple tensile force, the
relation between the force and length is expressed by(4)

f = BT La

(
1 − L3

i

L3
a

)
(8.18)

with

B = kν

(〈α〉
L i

)2

(8.19)

L i is the length of the isotropic amorphous network, i.e. the length under zero
force, La is the length in the amorphous state under the equilibrium tensile force
f and 〈α〉 is a parameter which measures the geometric mean of the linear dilation
of the actual network relative to that in the isotropic state.4 The relation between f
and L is completely general and applies equally to networks formed from polymer
molecules in random configuration and to those formed from highly oriented chains.

4 Equation (8.18) is derived for a Gaussian network from the relation f = (∂�Gel/(∂L)P,T 〈α〉 and the assumption
�Fel = −T �Sel; the expression for �Sel is well known.
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The macroscopic isotropic length of the sample can be related to the number of
chains ν and their mean-square end-to-end distance by

L i = ν

σ ′

(
r2

0

3

)1/2

〈α〉 (8.20)

where σ ′ is the number of chain vectors traversing a plane transverse to the axis of
the sample. For networks formed from highly ordered chains, which are of particular
interest in the present context, L i increases as ν1/2. For such a system, σ ′ can be
identified with the number of chains in a cross-section and hence is independent of
ν. However, r2

0 , the mean-square end-to-end distance, is proportional to the number
of units in the chain and varies inversely as ν. Consequently L i varies as ν1/2〈α〉.
Hence, from Eq. (8.18), B is independent of ν for networks formed in this manner.
It is convenient to introduce the quantity Lm which represents the length of the
amorphous fiber at its maximum extension. Then (4)

B = 3kνn′

L2
m

(8.21)

where n′ is the number of statistical elements in the chain. If La is sufficiently
greater than L i, the retractive force can be expressed as

f ∼= 3kT νn′ L

L2
m

(8.22)

Upon substitution of Eq. (8.18) into (8.16) one obtains

(La − Lc) d

[
La − L3

i

(La)2

]
= �H

B
d

(
1

T

)
(8.23)

when it is recalled that �L = La − Lc. Integration of this equation between the
limits of L i and La and Tm and T i

m yields

2(La − Lc)

[
La − L3

i

(La)2

]
−

[
(La)2 + 2L3

i

La − 3L2
i

]
= 2�H

B

(
1

Tm
− 1

T i
m

)
(8.24)

where T i
m is the equilibrium melting temperature at zero force and Tm is the melting

temperature at a force f such that the amorphous length is La. The implicit rela-
tionship between Tm and the applied tensile force can also be obtained by utilizing
Eqs. (8.18) and (8.19) to eliminate La in the above. For networks formed from
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highly ordered chains, where B is given by Eq. (8.21),

2(La − Lc)

[
La − L3

i

(La)2

]
−

[
(La)2 + 2L3

i

La − 3L2
i

]
= 2L2

m�h′

3R

(
1

Tm
− 1

T i
m

)
(8.25)

where �h′ is the heat of fusion per mole of equivalent statistical elements. For large
deformations, where (L i/La)3 � 1, so that Eq. (8.22) can be employed, the above
simplifies to

(La)2 − 2LaLc

L2
m

∼= 2�h′

3R

(
1

Tm
− 1

T i
m

)
(8.26)

Alternatively, the integration can be carried out between the limits Lc and La,
with the result that

(Lc − La)2

[
1 + 2L3

i

Lc(La)2

]
= 2�H

B

(
1

Tm
− 1

T c
m

)
(8.27)

where T c
m is the melting point when La = Lc. Using the previous expression for B(

Lc − La

Lm

)2[
1 + 2L3

i

Lc(La)2

]
= 2�h′

3R

(
1

Tm
− 1

T c
m

)
(8.28)

For large deformations, this expression further simplifies to

(Lc − La)2

L2
m

∼= 2�h′

3R

(
1

Tm
− 1

T c
m

)
(8.29)

When Tm < T c
m, Eqs. (8.27) and (8.28) yield two solutions for La, one less than and

the other greater than Lc. No real solutions exist when Tm > T c
m. Thus, T c

m plays
the role of a critical temperature above which the crystalline phase cannot exist.

If the deformation is sufficiently large so that (8.27) and (8.29) can be used, then
La can be eliminated from each by means of Eq. (8.22). This manipulation leads to
the results (

f

T

)
eq

∼= 3kνn′

Lm

[
Lc

Lm
±

√
2�h′

3R

(
1

Tm
− 1

T c
m

)]
(8.30)

(
f

T

)
eq

∼= 3kνn′

Lm

[
Lc

Lm
±

√(
Lc

Lm

)2

+ 2�h′

3R

(
1

Tm
− 1

T i
m

)]
(8.31)

The approximate results, embodied in Eqs. (8.30) and (8.31) allow for a con-
cise graphical representation of the phenomenon, as is illustrated in Fig. 8.2.(4)
If the deformation process is initiated at a temperature at which the network is in
the amorphous state and if the equation of state is given by Eq. (8.22), f/T will
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Fig. 8.2 Plot of f/T against length L for polymer networks undergoing a crystal–liquid
transformation according to Eqs. (8.30) and (8.31). (From Flory (4))

increase linearly with L until crystallization sets in at point A. This point represents
the melting temperature of the network under the specified force and elongation. As
crystallinity develops, the length of the specimen increases along the line AB. For
a one-component system the force must remain invariant until the transformation
is complete at point B. The lesser of the two roots of Eq. (8.30) and (8.31) is appli-
cable to this equilibrium. The stress is then assumed to rise almost vertically in the
inelastic highly rigid crystalline state that was developed at point B. If it is possible
to attain a state in which La > Lc, the amorphous phase will be reconstituted along
the line DE. The equilibrium force corresponds to the larger of the two roots in
this case. With increasing temperature, the points A and E are displaced toward C
and a temperature is reached where the equilibrium lines AB and DE vanish. This
temperature corresponds to T c

m, the critical temperature above which crystallization
cannot occur. The regeneration of the amorphous phase along the line DE seems
scarcely to be a physically realizable situation. It is highly unlikely that a polymer
chain could sustain the large deformation required for La to exceed Lc. Atten-
tion should therefore be focused primarily on the path OABD for real systems.
Utilization of the less restrictive equation of state, Eq. (8.18), would not affect the
salient features of Fig. 8.2. The linear stress–strain curve for the amorphous net-
work that passes through the origin would be replaced by a curve starting at L = L i

corresponding to f/T = 0 and which would be asymptotic to a line through the
origin. The force–temperature–length relations expressed above in analytical and
graphical form are general in concept. They do not depend on any details of the
crystallographic structure of the ordered phase. Modification of these relations can
be anticipated, however, with additional refinements in the statistical mechanical
development of rubber elasticity theory.

The experimental investigations of Oth and Flory (16) substantiate the major con-
clusions of the theory outlined above. Their studies of the force–length–temperature
relations for fibrous natural rubber, that was cross-linked in the oriented state, give
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Fig. 8.3 Plot of force required for phase equilibrium against the temperature, for cross-
linked fibrous natural rubber. ρ = 1.56 × 10−2 and T i

m = 302 K. (From Oth and Flory
(16))

strong support to the concept that this problem is a classical one in phase equilibria.
Their basic experiments involved the determination of the equilibrium force feq re-
quired to maintain the two co-existing phases in equilibrium at temperatures above
the isotropic melting temperature. These intricate experiments were accomplished
by initiating melting at a temperature above the shrinkage temperature. The com-
pletion of the transformation was prevented by increasing the force or by lowering
the temperature or by performing both operations simultaneously. Equilibrium is
approached from several directions in these experiments and feq thus established.
In accord with theory, it was found that, as long as the two phases coexist, feq was
independent of the specimen length and increased with increasing temperature. The
variation of the equilibrium force with the melting temperature is shown in Fig. 8.3
for a natural rubber network.(16) Even for the relatively small temperature interval,
within which equilibrium was established, substantial forces were required. Based
on the cross-section of the fiber, large stresses, of the order of 3 to 4 kg cm−2, had
to be imposed to maintain the equilibrium. These stresses would become much
larger if equilibrium were established at still higher temperatures. When the curve
of Fig. 8.3 is extrapolated to zero force, the isotropic melting temperature T i

m is ob-
tained. In this case, T i

m is 6 ◦C lower than the shrinkage temperature that is observed
in the absence of an external force. This result demonstrates the nonequilibrium
character of the latter temperature.

In analogy with monomeric substances, where an analysis of the change in the
transformation temperature with pressure yields either the latent heat of vaporiza-
tion or of fusion, the variation of the transformation temperature with force yields
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Table 8.1. Thermodynamic quantities governing the fusion of
natural rubber

From melting point
From Eq. (8.17) (16) depression (17)

T i
m (K) 302 301

�Hu (cal mol−1) 1280 ± 150 1040 ± 60
�Su (cal deg−1 mol−1) 4.2 ± 0.4 3.5 ± 0.2

the heat of fusion that is involved. The required quantity is obtained by the graphical
integration of Eqs. (8.16) and (8.17). The experimentally determined change in �L
with temperature is utilized, and it is assumed that �S and �H are constant over
the small temperature range of interest. The latent changes �S and �H computed
by this method can be ascribed entirely to the melting of that fraction of the polymer
which is crystalline. Hence, the changes on fusion for the hypothetically completely
crystalline fiber are obtained by dividing the calculated quantity by the degree of
crystallinity. A comparison of the thermodynamic quantities governing the fusion
as determined by this method and those obtained from an analysis of the melting
point depression of natural rubber by monomeric diluents is given in Table 8.1.
The results obtained from the two methods are in good agreement and further
substantiate the analysis.

A compilation of the results for fibrous natural rubber can be represented graphi-
cally as in Fig. 8.4. The equilibrium force is plotted as a function of the length of the
specimen at the indicated temperatures above the isotropic melting temperature. For
the particular network represented by Fig. 8.4 the latter temperature is 302 K. The
horizontal solid lines represent the stresses necessary to maintain the two phases in
equilibrium. The length of the sample upon the completion of melting, at a given
force and temperature, is indicated by the solid circles. The dashed lines represent
the dependence of the force on length at each temperature in the amorphous state,
as calculated from rubber elasticity theory. The force–length relation in the crys-
talline state at 303.2 K is indicated by the vertically rising straight lines. A similar
behavior would be expected at other temperatures as long as the observations are
restricted to the crystalline state. The set of isotherms in Fig. 8.4, which encompass
the axially oriented crystalline and the liquid states, correspond to the isotherms in
a p–v diagram describing vapor–liquid condensation in monomeric substances. It
is to be noted in Fig. 8.4 that in the two-phase region the force is independent of
the length.

The relations between the force, length and temperature when conditions are
varied so that the fiber traverses the two-phase region, are also illustrated in
this figure. Consider, for example, a network that is maintained under conditions
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Fig. 8.4 Composite plot of tension–length relation at various temperatures for fibrous
natural rubber. (From Oth and Flory (16))

specified by point A in Fig. 8.4. This condition corresponds to a sample 8 cm long in
phase equilibrium at 303.2 K, under a tension slightly less than 4 × 105 dyn cm−2.
If a process is prescribed where the temperature is increased while the length is
maintained constant, a path described by a vertical line upward from point A will
be followed. In order to maintain a constant length, it is clear that an external force
must be applied to balance the retractive force developed by the crystalline network.
This additional stress is needed to prevent melting as the temperature is increased.
Otherwise, the original length would not be preserved. If the temperature is raised
to 318.2 K during this process, a tension of 4 kg cm−2 is developed. This tension
is of the same order of magnitude as that developed by the muscle fiber system
in tetanic contraction. For the fibrous natural rubber, a still greater tension could
be developed by merely increasing the temperature. The stress will continuously
increase with temperature as long as the two-phase region is maintained, i.e. un-
til the critical temperature T c

m is reached. The development of such large tensions
with increasing temperature is obviously due to the separation of the horizontal
portions of the isotherms in Fig. 8.4. This separation in turn is a reflection of the
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equation of state characteristics of the amorphous phase. The major contribution to
the retractive force in the amorphous phase is usually a result of entropic changes.
These changes are responsible for the separation of the isotherms in the two-phase
region. We can conclude, therefore, that the large tensions developed are a con-
sequence of the conformational versatility of the polymer chains. It is important
to note that the stress developed at constant length, when the two-phase region is
traversed, is many times greater than the stress that can be obtained by increasing
the temperature of a completely amorphous network whose length is fixed.

The preceding analysis demonstrates a fundamental mechanism by which large
tensions can be developed in axially oriented crystalline macromolecular systems.
This mechanism is an inherent property of polymers that possess these structural
features. It should find applicability to other macromolecular systems, irrespective
of the crystallographic and chemical nature of the polymer chains and the methods
used to induce melting.

Consider next a network that is initially in the completely amorphous state as
represented by point B in Fig. 8.4. If the temperature is lowered while the length is
held consistent, a path vertically downward from point B is traversed. As the two-
phase region is entered, oriented crystallinity will develop and the equilibrium stress
will concomitantly decrease. At 303.2 K the stress will have decreased about tenfold.
A formal basis is thus provided for the experimental results of Smith and Saylor,(18)
Tobolsky and Brown,(19) and Gent (20) who observed a relaxation of the stress
during the oriented crystallization of natural rubber networks held at fixed length.

Processes can also occur where the stress rather than the length is held constant
as the temperature is varied. Consider the system to again be in the crystalline
state at point A of Fig. 8.4. If the stress is now maintained constant while the tem-
perature is raised, a horizontal path will be followed which will terminate at the
appropriate dashed curve representing the completely amorphous state. Accompa-
nying the transformation, in this example, will be a fourfold diminution in length.
This process is reversible as long as the equilibrium stress is maintained. Thus, by
returning to the original temperature a spontaneous elongation will accompany the
transformation from the amorphous to the crystalline state. A spontaneous increase
in length during the crystallization of deformed natural rubber networks held has
been observed.(18)

It was pointed out in Chapter 6 that the polymorphic transitions from one crys-
talline form to another can be induced by the application of an external stress on an
axially oriented crystalline system. Anisotropic dimensional changes usually ac-
company the transformation. Typical examples are the classical α–β transition of the
keratins,(21) and the crystal–crystal transition in poly(1,4-trans-butadienes).(22)
The dimensional changes in these cases reflect the different axial or fiber repeat
distances of the two polymorphs. The dimensional change would be expected to be
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appreciably less than what occurs during a crystal–liquid transformation. Moreover,
since the elastic equations of state of the two crystalline forms will be similar to
one another a large separation of the isotherms in the two-phase region is not ex-
pected. Thus, the development of a large retractive force is not anticipated. However,
the force will still be independent of length in the two-phase crystallite region.
Contractility and tension development will still be observed to some degree. The
force–length relations in the two crystalline states will depend on details of the
structures of each but can be expected to be very steep, i.e. to represent high moduli.

The melting–crystallization cycle of an oriented network that is conducted under
equilibrium conditions results in a reversible contractile system when the force is
held fixed. Alternatively, large changes in the tension are observed when the length is
held constant. These two complementary observations are inherent properties of all
types of macromolecular systems. The above analysis has been limited to a pure one-
component homopolymer of uniform cross-section. However, it can be extended,
in a straightforward manner to include inhomogeneous fibers, copolymers, and
polymer–diluent mixtures.(4)

Variations in either chemical structure or cross-section along the fiber length
result in a broadening of the transition between the crystalline and amorphous states.
The primary effect of varying chemical structure, as in a copolymer, is manifested
in a change of the melting point at a given force. Alterations in the cross-section
will affect the stress. Since the equilibrium depends directly on the stress, different
values of the critical stress occur in various cross-sections. It is, therefore, possible
for the transition to occur over a range in tensile forces, at constant temperature and
pressure, in nonhomogeneous axially oriented polymers. A more detailed analysis
indicates that relations similar to Eqs. (8.24) to (8.31) hold for inhomogeneous
fibers, provided that they are interpreted to apply to the particular element of the
fiber in phase equilibrium.(4) Consequently, the lines AB and BD of Fig. 8.2 are
replaced by sigmoidal curves.

Because the two states available to a polymer network can co-exist in a macro-
scopic sample, unique thermoelastic coefficients are observed. The coefficients of
interest are those of force–temperature and of length–temperature. These are related
to each other by the identity(

∂ f

∂T

)
p,L

= −
(

∂ f

∂L

)
p,T

(
∂L

∂T

)
p, f

(8.32)

Since (∂ f/∂L)p,T is always positive, the sign of (∂ f/∂L)p,L is opposite to that of
(∂L/∂T )p, f . Both coefficients are zero at the same length or force. The depen-
dence of the length on the temperature at constant force is schematically illustrated
in Fig. 8.5a for an idealized homogeneous fiber. At large L a small, positive ther-
mal expansion coefficient typical of a crystalline solid is indicated. The melting
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Fig. 8.5 (a) Schematic length–temperature relations for an idealized homogeneous fiber.
f ′ > f . (b) Same for an inhomogeneous fiber. (From Flory (3))

point appears as a discontinuity in the diagram, and subsequently the molten fiber
exhibits a moderate negative thermal expansion expected for a rubber-like sub-
stance. The melting point, of course, increases with increased force, as indicated by
the dashed lines. The melting range is broadened for fibers that are inhomogeneous
with respect to chemical structure or cross-sectional area. The sharp discontinuity
in length is now smoothed to a continuous curve, as indicated in Fig. 8.5b. The
length–temperature coefficient is still slightly negative for shrunken fibers and pos-
itive at large extensions in the highly crystalline states. At intermediate degrees of
crystallinity, however, the coefficient is strongly negative. It reaches a maximum
negative value with increasing crystallinity and then assumes the normal positive
values. The force–temperature coefficients can be described in a similar manner
by utilizing Eq. (8.32). A wide variation in the behavior of the thermoelastic co-
efficients with extension can be expected as a consequence of the phase change
that occurs and the diffuse melting of inhomogeneous fibers. Thermoelastic be-
havior of the type described has, in fact, been observed for many of the fibrous
proteins.(23–25)

The increase in melting temperature that occurs with the extent of deformation,
is readily discerned by the locus of the solid points in Fig. 8.4. The development of a
theoretical relation between the equilibrium melting temperature and the extension
ratio, that agrees with experiment over the complete deformation range, has been
very elusive. However, there are theoretical analyses that quantitatively account for
portions of the deformation.(2,26–29) Since our interest here is in the equilibrium
condition we must limit ourselves to the formation of extended chain crystallites.
The state of equilibrium is reached by deforming the network at sufficiently high
temperature so that the system is in the completely amorphous state. The tempera-
ture is then lowered, while the network is held at fixed length. Crystallization then
ensues, equilibrium is approached and the melting temperature is then determined
at constant length. This requirement is to be distinguished from the nonequilibrium



8.2 One-component system subject to a tensile force 373

case where crystallization occurs while the network is being stretched. Equilibrium
requires that extended chain crystallites be formed.5 The extended chain crystallites
need to be sufficiently long to satisfy the requirements of equilibrium. Since there
is a kinetic aspect to the crystallization process described,(30) this requirement is
not automatically satisfied. A further assumption that is commonly made is that the
network chains obey Gaussian statistics in both the isotropic and deformed states.

It might be expected that the analysis of this problem merely involves equating
the free energy of the deformed amorphous network with the free energy of fusion
in order to obtain the relation between the equilibrium melting temperature and
the extension ratio.(29) However, the problem being considered presents a very
unique situation. The structure in the crystalline state, particularly the crystallite
orientation, will affect the free energy of fusion. The basic analysis of the problem
has been developed by Flory.(2) Statistical mechanical procedures, similar to those
used in the development of rubber elasticity theory, are employed. The crystalliza-
tion occurs in two distinct steps. The network is first elongated to its final relative
length α, and then allowed to crystallize. This procedure is best accomplished if the
network is elongated at a sufficiently elevated temperature so that crystallization
does not occur and then cooled to a temperature at which crystallization can ensue.
In the analysis some important premises are made. A primary assumption is that
the deformation is affine, i.e. the coordinates of the relative average position of the
junction points change in proportion to the changes in the macroscopic dimensions
of the sample. It is also assumed that a chain only passes through a crystallite once.
The crystallites are taken to be oriented parallel to the stretching direction. A chain
is assumed to traverse a crystallite in the direction of the displacement of its length
with respect to the orientation axis. These assumptions have important ramifications
when analyzing results of real systems. It is assumed that the chain conformation
can be approximated by a hypothetical one that is composed of a large number of
segments joined together by bonds which permit freedom of notation.6

With this model two main changes in the entropy need to be considered. A
segment entering the crystallite sacrifices its orientational and rotational disorder of
the original state. Consequently, the entropy will decrease. This change in entropy
is akin to that which takes place during crystallization of undeformed systems.
A further entropy change, unique to this particular type of crystallization results
from the change in the distance traversed by the remaining disordered portion of
the chain. If we take the z-axis as the elongation axis then the z component of the
chain displacement length is decreased. At the same time the number of amorphous

5 Situations where crystallization under stress leads to some type of folded-chain lamellar structure are not
considered at this point since this represents a nonequilibrium situation.

6 Although in many applications this hypothetical equivalent chain can be replaced by the real chain by using
rotational isomeric theory (31) this simplified concept is maintained at present for illustrative purposes.
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segments that are available to traverse the required distance is diminished. The total
entropy change accompanying the crystallization could be obtained by computing
the separate entropy changes just described. Instead, following Flory, (2) we outline
the calculation of the absolute configurational entropy of the stretched, crystalline
polymers taking the hypothetical totally crystalline polymers as the reference state.

The relative number of conformations of the disordered chain is assumed to
be a Gaussian function of the chain displacement length r. Accordingly,

W (xyz) = (
β/π1/2

)3
exp[−β2(x2 + y2 + z2)] (8.33)

Here x, y, and z represent the coordinates of one end of the chain with respect to
the other. The chain displacement length r = (x2 + y2 + z2)1/2 and 1/β is the most
probable value of r. It is assumed in this model that the cross-linkages are introduced
at random into the undeformed, isotropic polymer. The chains are thus free to
assume random conformations. Hence Eq. (8.33) also represents the distribution of
chain coordinates before stretching.(6,7) After stretching by a factor α, along the
z-axis the distribution of chain coordinates becomes

v(xyz) = σ
(
β/π1/2

)3
exp[−β2(αx2 + αy2 + z2/α2)] (8.34)

assuming that the volume remains constant. Here σ is the total number of chains
under consideration. For the hypothetical chain being considered, which has freely
orienting segments, β can be expressed as

β = (3/2m)1/2/ l (8.35)

where l is the length of each segment and m is the number of segments per chain.
When ζ of the m segments occur in a crystalline region, the relative number of
configurations available to the remaining m − ζ segments becomes

W ′(xyz′) = (
β ′/π1/2

)3
exp[−(β ′)2(x2 + y2 + z′2)] (8.36)

where

β ′ = [const/(m − ζ )l2]1/2 = β[m/(m − ζ )]1/2 (8.37)

and z′ is the algebraic sum of the z displacement lengths of the two amorphous
sections of the chain. The x and y displacements are unaffected by the formation of
crystallites with axes parallel to the stretching direction. However, the z displace-
ment will be altered by the amount ζ l. The assumption that all the chains traverse
the crystallite in the same direction as the z displacement is involved here.

The calculation of the configurational entropy with respect to the totally crys-
talline polymer is carried out in two hypothetical steps. The first is the melting of
m − ζ segments from each of the σ chains each having m segments. In this step
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the ends of the chains are free to occupy most probable locations. The distribution
of displacement lengths, x, y and z′ of the amorphous portion is then given by

v′(xyz′) = σ W ′(xyz′) (8.38)

The second hypothetical step is the assignment of chain ends to the locations of
the cross-linkages within the deformed polymer as is required by Eq. (8.34). The
entropy change for the first step is given by

Sa = σ (m − ζ )�Sf (8.39)

Here �Sf is the entropy of fusion per segment. The entropy change in the second
step arises from the transformation of the chain length distribution in the amor-
phous portion given by Eq. (8.38) to that given by Eq. (8.2). From the Boltzmann
relationship S = k

∑
ln W this entropy change can be expressed as

Sb = k
∑
xyz

v(xyz) ln m W ′(xyz′) − k
∑
xyz′

v′(xyz) ln m W ′(xyz′) (8.40)

After substitution, replacing the sums by integrals, and performing the necessary
integrations Eq. (8.40) becomes

Sb = −σk

[
(ζβl)2m/(m − ζ ) − 2α

(
ζβl/π1/2

)
m/(m − ζ )

+ (α2/2 + 1/α)m/(m − ζ ) − 3

2

]
(8.41)

The total conformational entropy involved is then given by the sum of Eqs. (8.39)
and (8.41).

In order to calculate the free energy change it is assumed that the second step in
the procedure occurs without any change in internal energy. For the first step the heat
change accompanying the fusion of m − ζ segments per chain is σ�Hf(m − ζ ),
where �Hf is the heat of fusion per chain segment. Accordingly, the free energy
change can be expressed as

G = σ RT

[
mθ (1 − λ) + (mβl)2(1 − λ)2/λ − (

2αmβl/π1/2
)

× (1 − λ)/λ + (α2/2 + 1/α)/λ − 3

2
− mθ

]
(8.42)

The perfectly ordered completed crystalline chain has been taken as the standard
state. The fraction noncrystalline is given by

λ = (m − ζ )/m (8.43)

The temperature function

θ = (�Hf/R)
(
1
/

T 0
m − 1/T

)
(8.44)
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can also be introduced. Here, �Hf/�Sf = T 0
m, the equilibrium melting temperature

of the undeformed polymer network. The equilibrium condition with respect to the
longitudinal length of the crystallite is given by (∂G/∂ζ )α = 0, or (δG/δλ)α = 0.
It is found, with appropriate substitution, that

λe =
{[

3

2
− ϕ(α)

]/[
3

2
− θ

]}1/2

(8.45)

where

ϕ(α) = (σ/π )1/2 6/m1/2 − (α2/2 + 1/α)/m (8.46)

The equilibrium level of crystallinity is given by 1 − λe. The dependence of the
equilibrium melting temperature on the elongation ratio α is determined by setting
λe = 1. It is then found that

1/Tm − 1
/

T 0
m = R

�Hu
ϕF(α) (8.47)

The designation, ϕF(α) ≡ ϕ(α), indicates that the Flory function is used here.
It is important to note that there is an inconsistency in Eq. (8.47) at low elonga-

tions.(2) The function ϕF(α) retains a small positive value when α becomes unity.
Therefore, the theory predicts that at α = 1, Tm will be less than T 0

m, rather than be-
ing identical to it. The reason for this anomaly lies in Eq. (8.41). From this equation
it is found that at small degrees of crystallinity and low elongation Sb is positive.
Obviously, Sb should always be zero or negative since the final state cannot have
a higher entropy than the most probable one. The failure of Eq. (8.41) arises from
the assumption made of complete axial orientation of the crystallites along the
stretching direction. Thus, in the crystalline state the chain traverses a crystallite
in the same direction as the z displacement component. It can be presumed that
more accurate theories would replace ϕF(α) with a function that would equal zero
at α = 1 and thus remove the anomaly in Eq. (8.47). In order to overcome the
recognized deficiencies in the Flory theory another approach was taken.

In the approach taken by Krigbaum and Roe it was assumed that the only contri-
bution to the entropy of fusion in the deformed state is the conventional isotropic
one.(29) They found that

1

Tm
− 1

T 0
m

= − R

2Nu�Hu
ϕK(α) (8.48)

where

ϕK(α) = α2 + (2/α) − 3 (8.49)
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Fig. 8.6 Comparison of experimental extrapolated equilibrium melting temperatures of
poly(chloroprene) at various elongation ratios with those predicted. � experimental results;
(- - - -) according to Eq. (8.48); (– – –) according to Eq. (8.47) for two different values of
number of repeating units per statistical segment. (From Krigbaum et al. (32))

Theoretical plots of Tm as a function of α are given in Fig. 8.6 for the two theories
discussed up to this point.(32) The lower dashed curve, representing the Krigbaum–
Roe theory, indicates that for this analysis Tm = T 0

m at α = 1. This agreement is
a consequence of the basic assumption that was made with regard to the entropy
of fusion. However, only a small increase in Tm is predicted at high deformation,
relative to α = 1. This is again a result of the entropy of fusion that was assumed.
In this theory the melting temperature does not change much with deformation, a
statement that is contrary to observation. The two upper dashed curves are theo-
retical plots based on the Flory theory for two different values of the parameter
that relates the repeating unit to the statistical segment. The Flory theory predicts
much higher melting temperatures for α greater than unity. Illustrated by the open
circles in this figure are extrapolated equilibrium melting temperatures as a func-
tion of elongation for poly(trans chloroprene).(32) The melting temperatures obey
the Flory relation for α values greater than about 1.5. Similar results are obtained
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with networks that have different type repeating units.(32) Agreement between the
Flory theory and experiment is good for the higher values of α. However, signifi-
cant improvement in theory is needed for the low values of α. The dependence of
the crystallite orientation on α needs to be expressed in analytical form. Clearly,
having the crystallites preferentially oriented along the stretching direction is an
oversimplification at low values of α.(2)

A theoretical analysis has been given by Allegra to rectify the discrepancy in the
melting temperatures at low elongations.(26,27) The main modification made was
the removal of the restriction that the chain axes in the crystallites were oriented
in the stretching direction at all elongations. In this more realistic approach, it
was assumed that the crystallites were oriented parallel to the vector connecting
the junction points at the beginning and end of the chain. In another variation,
different constraints were imposed on the junction fluctuation.(33) The results can
be expressed as

1

TM
− 1

T 0
m

= −3

2

R

�Hu
ϕA(α) (8.50)

where

ϕA(α) =
(

32

3π

)1/2
α

m1/2
− α2

m
(8.51)

Despite the more realistic distribution of crystallite orientation that was assumed,
ϕA(α) still does not equal zero at α = 1. Although the theory does not reduce to
Tm = T 0

m at α = 1, the difference from experiment is fairly small. When this theory
is compared with the observed melting temperature of poly(cis-1,4-butadiene) the
calculated value is only about 3◦C lower.(34) At higher elongations the agree-
ment with experiment does not appear to be as good as is obtained with the Flory
theory.

A more sophisticated and realistic rubber elasticity theory (applicable to the
amorphous polymers) was also applied to the problem of strain induced crystalliza-
tion.(28,35) The theory is based on the constrained junction model as developed by
Flory and Erman.(36–38) A major premise of the theory is that local intermolecular
entanglements and steric constraints on the junction fluctuations contribute to the
modulus and network deformability. Two parameters are introduced. The parameter
κ is a measure of the severity of the entanglement constraints and is proportional
to the degree of chain interpenetration. The parameter ζ accounts for the possible
nonaffine nature of the transformation with increasing strain of the constrained do-
mains. The deformation process, prior to crystallization, is not taken as an affine
process. The crystallite orientation was the same as originally used by Flory. In
effect, this treatment generalizes the initial Flory treatment by taking into account a
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more realistic deformation process. The relation between the melting temperature
and the extension ratio for this model can be expressed as (28,35)

1

Tm
− 1

T 0
m

= − R

�Hu
ϕM(�x , �y, �z) (8.52)

where

ϕM(�x , �y, �z) =
(

6

πm

)1/2

�z − 1

−2m
(
�2

x + �2
y + �2

z

) (8.53)

The quantities �x , �y and �z represent the molecular deformation tensors
in the three principal directions. For the undeformed network the function
ϕM(�x , �y, �z) is identical to the Flory ϕF(α). Hence, according to this theory, at
α = 1, Tm does not equal T 0

m. This result is to be expected based on the crystallite
orientation that was assumed. Plots comparing the theoretical melting temperature–
elongation ratios deduced from both the constrained junction and the Flory model
are given in Fig. 8.7.(9) The same parameters pertinent to poly(cis-1,4-butadiene)
were used in the calculations. A value of κ = 10 was taken for the constrained
junction model; while κ = ∞ corresponds to the Flory model. The two models
give very similar results at the smaller values of α. There are however, significant
differences in the melting temperatures that are predicted for the higher elongations.

The foregoing analysis of stress-induced crystallization has deliberately been
limited to equilibrium concepts. By definition, therefore, only extended chain crys-
tallites are being considered. Even with this restriction, theory and experiment
are not in as complete harmony with one another as would be desired. Several

Fig. 8.7 Plot of the theoretical dependence of the melting temperature on elongation ratio
for κ = 10 for constrained junction model and κ = ∞ for Flory model. (From Erman and
Mark (9))
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Fig. 8.8 Plot of reciprocal of extrapolated equilibrium melting temperature against ϕF(α)
according to Eq. (8.47) for cis-poly(isoprene).(39)

shortcomings in theory are apparent. Despite the deficiencies, particularly at low
elongations, it is still of interest to examine experimental data in terms of the the-
oretical base available. It is found in general, for the different networks studied,
that the extrapolated equilibrium melting temperatures increase with the extension
ratio. However, it is not surprising that when examined in detail there are distinct
differences between networks of different type repeating units as well as those of
the same type prepared in a different manner. Irrespective of the detailed theoreti-
cal analysis, the melting temperatures, at a fixed value of α, should depend on the
network structure and the thermodynamic quantities that govern fusion.

An analysis of a typical set of melting temperature–elongation ratio data is given
in Fig. 8.8.(39) Here, melting temperatures of natural rubber were obtained up to
α = 5. The solid line is the theoretical expectation calculated from Eq. (8.47). There
is very good agreement with experiment at the higher values ofα. However, as would
be expected, at the lower values of ϕF(α) the observed melting temperatures are
greater than the theoretical values. This discrepancy can be directly attributed to the
shortcomings in the theory that have already been discussed. Similar comparisons
between theory and experiment are found for many other polymeric networks. For
networks of trans-poly(chloroprene) it has been found that the crystallite orientation
condition is satisfied at α ≥ 2.5. For this and larger extension ratios, Eq. (8.47) is
obeyed.

The straight line drawn in Fig. 8.8 corresponds to �Hu = 620 cal mol−1. This
value is significantly lower than that determined by other methods. The �Hu value
deduced by this method is sensitive to small errors in the experimentally determined
melting temperatures. For example, in analyzing another set of data for natural



8.3 Multicomponent systems subject to a tensile force 381

rubber, Candia et al. only found an 18% deviation in �Hu. The value of �Hu

deduced from deformation experiments for poly(ethylene oxide) networks is in
good agreement with those obtained by the diluent method.(40)

Only crystallization induced by a tensile type deformation has been discussed
here. Other types of deformation such as biaxial extension, shear and torsion should
also be considered. Such deformations have been studied and analyzed for amor-
phous networks. However, there is a paucity of experimental data, as well as analy-
sis, of the equilibrium aspects of crystallization induced by these deformations. In
one available report the observed melting temperature of natural rubber networks
increased substantially when subject to biaxial deformation.(41) An increase in
melting temperature of about 50 ◦C was found for a biaxial stretching ratio of three.
This increase is much larger than that observed for natural rubber when crystallized
in simple extension.

8.3 Multicomponent systems subject to a tensile force

Melting and crystallization of oriented polymers also occurs when in contact with
either diluent or a solution containing monomeric solutes. Although the introduction
of additional components and phases results in some alterations of the analyses, the
fundamental physical processes involved are not changed. These conditions hold
for the fibrous proteins since the necessary experiments can only be carried out
either in the presence of diluent or by appropriate chemical reactions.

The appropriate relation for a multicomponent system that corresponds to
Eq. (8.7) is

d(G − f L) = −S dT + V dp − L d f +
∑

i

µi dni (8.54)

The requirement for equilibrium between the crystalline and amorphous phases
is that the function G − f L be a minimum when δni moles of component i are
transferred from one phase to another at constant p, T, f . Hence

δ(G − f L) = δniµ
a
i − δniµ

c
i = 0 (8.55)

or

µa
i = µc

i (8.56)

for each of the components present in both polymer phases. When the simplifying
assumption is made that the crystalline phase is pure, Eq. (8.56) becomes

µc
u = µa

u (8.57)

Similarly, when a supernatant phase (designated by the superscript s) comprised of
monomeric components is present, then for the amorphous portion of the fiber to
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be in equilibrium with this phase it is required that

µa
i = µs

i (8.58)

for each of the monomeric components present in the amorphous or mixed phase.
In the two polymer phases, the chemical potential of the polymer unit is a function

of T, p, f and composition. If the crystalline phase is assumed pure then

dµc
u = −Sc

u dT + V c
u dp − Lc

u d f (8.59)

For the amorphous phase containing r components

dµa = −S̄a
u dT + V̄ a

u dp − L̄a
u d f +

r−1∑
i=1

(
∂µu

∂xi

)
T,p, f

dxi (8.60)

where S̄a
u, V̄ a

u and L̄a
u are the respective partial molar quantities of the polymer unit

in this phase and xi is the mole fraction of the i th component. For equilibrium
between the two phases, at constant p

dµa
u = dµc

u (8.61)

and (
L̄a

u − Lc
u

)
d f = −(

S̄a
u − Sc

u

)
dT +

r−1∑
i=1

(
∂µi

∂xi

)
T,p, f

dxi (8.62)

If the composition of the amorphous phase is held fixed, then(
∂ f

∂T

)
p,n

= − S̄a
u − Sc

u

L̄a
u − Lc

u

(8.63)

The subscript n denotes that the concentrations of all components are held constant.
The invariance in composition required by Eq. (8.63) implies not only a fixed poly-
mer concentration but also a constant concentration of the monomeric constituents
present in this phase. The entropy change per polymer unit that occurs on melting,
at constant p, T, and n, is then given by

S̄a
u − Sc

u =
(
H̄ a

u − H c
u

) − f
(
L̄a

u − Lc
u

)
T

(8.64)

so that [
∂( f/T )

∂(1/T )

]
p,n

= H̄ a
u − H c

u

L̄a
u − Lc

u

(8.65)

It is convenient to multiply the numerator and denominator of the right-hand side
of Eq. (8.65) by nu, the total number of structural units in the fiber. Equation (8.65)
then becomes [

∂( f/T )

∂(1/T )

]
p,n

= �H̄

�L̄
(8.66)
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where �H̄ = H̄ a − H c and �L̄ = L̄a − Lc. H c and Lc are the enthalpy and length
of the totally crystalline fiber at p, T, and f. H̄ a and L̄a are the partial derivatives
in the amorphous phase of the total entropy and length with respect to the fraction
λ of the polymer in this phase. Thus, �H̄ consists of the heat of fusion plus the
differential heat of dilution. The quantity �L̄ is similarly defined.

Two cases must now be distinguished. In one, the total quantity of the nonpoly-
meric components is fixed. In the other, the amorphous portion of the fiber is in
equilibrium with a supernatant phase containing a large excess of the monomeric
species. In the former case the fiber and its contents operate as a closed system. If
only a one-component diluent is present, the system is bivariant at constant pres-
sure. As melting progresses, the length of the fiber decreases. The composition
of the amorphous phase changes since the polymer concentration increases while
that of the diluent is fixed. The differential coefficient of Eq. (8.66) is for constant
composition, a condition that can be identified with the constancy λ. Hence[

∂( f/T )

∂(1/T )

]
p,n

=
[
∂( f/T )

∂(1/t)

]
p,λ

= �H̄

�L̄
(8.67)

In contrast to the pure one-component polymer system, �S̄, �L̄ , and �H̄ are now
dependent on the composition. Therefore, the force–temperature derivative depends
on λ. The force in this instance is not uniquely determined by the temperature, and
total melting does not occur at constant force.

When a supernatant phase is present, the fiber and its contents operate as an open
system since there can be an exchange of matter between the supernatant and amor-
phous polymer phase. If the supernatant consists of a single component, the system
is univariant at constant pressure. The equilibrium force is thus uniquely determined
by the temperature. Total melting now occurs at constant force, independent of
the length of the specimen, in analogy to a pure one-component system. Since an
excess of diluent is present in the supernatant phase, equilibrium swelling in the
amorphous phase can be established at the given f and T for all values of L. Thus,
as melting proceeds the composition of the mixed phase remains constant so that(

∂ f

∂T

)
p,n

≡
(

∂ f

∂T

)
p,λ

≡
(

∂ f

∂T

)
p,L

= −� ¯̄S

� ¯̄L
(8.68)

and (
∂( f/T )

∂(1/T )

)
p,L

= � ¯̄H

� ¯̄L
(8.69)

The double-barred quantities represent the sum of the latent change that occurs
on fusion of the polymeric component and the integral change for mixing the
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required amounts of each component to arrive at the equilibrium composition of
the amorphous phase.

When the supernatant phase is multicomponent, the system is no longer uni-
variant. Although the conditions of Eq. (8.68) must still be satisfied, this does not
ensure that the composition of the amorphous phase will remain fixed with changes
in λ. At constant pressure the equilibrium force need no longer depend solely on the
temperature. Consequently, total melting does not have to occur at constant force,
in analogy to the behavior of a closed system.

Since the crystal–liquid equilibrium can also be regulated by chemical processes,
the force–length–temperature relations of axially oriented crystalline systems will
be influenced accordingly. The formal analysis of the problem is similar to that for
a nonreacting system with

(
∂ f

∂T

)
p,n

= −
[
∂
(
µa

u − µc
u

)/
∂T

]
p, f,n[

∂
(
µa

u − µc
u

)/
∂ f

]
p,T,n

(8.70)

Attention must now be given to the changes in the chemical potential of the polymer
unit caused by the specific chemical reaction and to the phase(s) in which the
reaction occurs. When these conditions are specified, the differential coefficient
(∂ f/∂T )p,n can be evaluated.

For purposes of illustration, and for simplification, it will be assumed that the
chemical reaction is restricted to the amorphous polymer phase, so that the crys-
talline phase remains pure. Furthermore, we shall assume that the composition of
the amorphous phase is invariant with λ even if the supernatant phase is multicom-
ponent. Then

(
∂ f

∂T

)
p,n

= − S̄a
u − S̄c

u

L̄a
u − L̄c

u

= −�
¯̄̄S

�
¯̄̄L

(8.71)

and [
∂( f/T )

∂(1/T )

]
p,n

= �
¯̄̄H

�
¯̄̄L

(8.72)

The triple-barred quantities represent the sum of three terms: the fusion of the pure
polymer; the integral mixing of components to the composition specified by n; and
the change in the quantity resulting from the change in the chemical potential of
the structural unit caused by the chemical reaction. Thus, for example, under the
assumption of the constancy of composition of the amorphous phase with L , �

¯̄̄H
can be written as

�
¯̄̄H = �H + �HM + �HR (8.73)
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where �H is the heat of fusion, �HM is the integral heat of mixing, and �HR the
enthalpic change per structural unit caused by the chemical reaction at the total
composition specified by n.

For a simple complexing reaction, of the type discussed in Chapter 3, the change
in chemical potential can be expressed as (42)

µu − µ0
u = −RT ln (1 + K a) (8.74)

Hence

�HR = RT 2 a

1 + K a

(
∂K

∂T

)
p, f

= T
a

1 + K a
�H 0 (8.75)

Where �H 0 is the standard state enthalpic change for the complexing reaction.
Whether the corresponding term �LR differs from zero depends on whether the
equilibrium constant for the reaction is a function of the applied stress. Other
possible chemical reactions can be treated in a similar manner (43) as long as the
changes that occur in the chemical potential of the polymer unit can be specified.

When Eqs. (8.68) and (8.69) are integrated, relations similar to those for the
one-component system are obtained. The � ¯̄H term now includes the additive con-
tributions of the heats of dilution and of reaction. The integration must be carried
out at constant composition of the amorphous phase. The equation of state used
must take cognizance of the polymer concentration in this phase. The integration
constants L i and T i

m or Lc and T 0
m refer to this fixed composition. Thus, not only are

the enthalpy and length terms affected by changes in composition but the isotropic
length and melting temperature are as well.

A study involving a multicomponent fibrous system can now be examined in
terms of the above analysis. The tension required to maintain equilibrium between
the crystalline and amorphous phases of cross-linked collagen has been deter-
mined.(44) In these experiments the fiber is immersed either in a large excess of
pure water or in an aqueous KCNS solution. The experiments were conducted over
a wide temperature range. The equilibrium force at a given temperature was ap-
proximately independent of the total sample length and consequently the extent of
the transformation. When the supernatant phase consists solely of pure water, the
system is univariant and the aforementioned result is to be expected. However, the
results obtained when the supernatant phase contains two components indicates
that the single-liquid approximation is also valid in this particular case.

Some results for the change in the equilibrium stress with temperature for this
fibrous system are illustrated in Fig. 8.9. The change in the required stress with
temperature is quite substantial. Extremely large stresses can be developed by this
process, as has been previously noted for fibrous natural rubber. These changes in
stress with temperature are in contrast with those observed during the deformation
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Fig. 8.9 Equilibrium stress τ ∗
eq divided by Tm plotted against 1/Tm for collagen fibers

immersed in pure water and in 1 M KCNS. (From Flory and Spurr (44))

of the completely amorphous collagen fiber.(44) When the length of the completely
amorphous fiber is kept constant, only relatively small increases in the stress are
observed with increasing temperature. Figure 8.9 also demonstrates the changes that
occur at fixed temperature as the composition of the supernatant phase is varied. For
example, in pure water at 70 ◦C a stress of 4.4 kg cm−2 is required to keep the two
phases in equilibrium. However, if the supernatant phase is made 1 M in KCNS,
the stress required is increased to about 11.5 kg cm−2. Thus substantial changes in
the tension are developed solely by changing the composition of the supernatant
phase. Since the slopes of the two curves in Fig. 8.9 are approximately the same at
all temperatures, the major reason for the increase in the equilibrium stress resides
in the change in T i

m from 60 ◦C in pure water to 43 ◦C in 1 M KCNS. These changes
in T i

m are a result of the specific chemical processes involved. It should also be
noted that a collagen fiber immersed in a 2 M mercury–potassium iodide solution
(a medium known to promote the melting of fibrous proteins) develops a tension
of 100 kg cm−2 when the length is maintained constant.(45)

According to Eqs. (8.71) and (8.75), the quantity �
¯̄̄H/�

¯̄̄L can be obtained
from the slopes of the curves given in Fig. 8.9. If Lc is treated as a constant,
�

¯̄̄H can be calculated. Proper decomposition of �
¯̄̄H into its constituent parts

allows for an evaluation of �Hu, the heat of fusion of the polymer. This involves
calculation of the integral heat of solution �Hsol and an estimation of �HR, the
contribution from the chemical reaction. With neglect of the latter term, the results
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Table 8.2. Thermodynamic parameters for the fusion of collagena

Supernatant T i
m �H̄ u �Hsol �Hu �Su

phase (◦C) (kcal mol−1) (kcal mol−1) (kcal mol−1) (cal deg−1 mol−1)

Water 60 1.2 −0.15 1.35 4.1
1 M KCNS 43 0.87 0.10 0.97 3.1
3 M KCNS 14 0.43 0.03 0.46 1.6

a Source: Ref. (44).

of these experiments are summarized in Table 8.2. The enthalpy changes cited in
Table 8.2 refer to changes per mole of peptide units present in the native fiber,
rather than per mole of peptide units that are crystalline. Similar values for �Hu

have been obtained by direct calorimetric measurement for a variety of different
collagens.(46) Flory and Garrett (47), utilizing the diluent method, found that for
the system collagen–ethylene glycol �Hu = 2.25 kcal mol−1 crystalline units. The
smaller value in water, determined by the method described above, can be attributed
to an appreciable amorphous content of the native collagen fiber. Water entering
the crystal lattice forms a hydrate with the polymer so that the melting behavior of
identical species is not being compared. The reduction in the enthalpy of fusion as
the KCNS concentration is increased may be more apparent than real, since any
contribution to �

¯̄̄H from the chemical reaction has not been taken into account. The
results obtained for the collagen–water and collagen–water–KCNS systems give
further evidence that we are dealing with a problem in phase equilibrium. Most
important is the fact that a fundamental mechanism has been outlined wherein
large tensions can be developed in protein fibers as a result of a chemical reaction.

The analysis of the aforementioned system is greatly simplified by its univariant
behavior. The independence of the equilibrium force on the extent of the transfor-
mation implies a constancy of composition in the amorphous phase. For an open
system containing a multicomponent supernatant phase, this result is not the one
expected. More generally, as the transformation progresses at constant temperature,
the composition of the amorphous phase will change, caused, for example, by an
unequal partitioning of the monomeric components between the two phases. The
equilibrium force must correspond to the composition of the mixed phase which
in turn will depend on the total length of the specimen. When systems possess
more than one degree of freedom at constant pressure, the two-phase region is no
longer depicted by a horizontal straight line, as in Fig. 8.4, but by a curve with
positive slope and curvature. The change in force with length (in the two-phase
region) reflects this compositional change and is thus affected by the corres-
ponding change in T i

m and the ratio �
¯̄̄H/�

¯̄̄L . Since at constant temperature and
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pressure, f = f (L ,n),

d f =
(
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d L +
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with the summation extending over all components. For equilibrium between the
phases, (
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+
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∂ni
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(8.77)

Only when the terms in the summation vanish is the idealized behavior of a pure
one-component system realized.

Experiments have been carried out where the melting temperatures of swollen
networks have been measured as a function of the elongation ratio when subject to a
tensile force prior to the development of crystallinity.(48,49) These experiments are
akin to those described in the previous section for unswollen networks. Surprisingly,
for polyethylene networks immersed in p-xylene, the melting temperature only
increases 2.5 ◦C in going from the undeformed state α = 1 to an extension ratio of
4.(48) In contrast, for dry networks of comparable cross-linking density the increase
in melting temperature would be about an order of magnitude larger. The reason for
this relatively small increase in melting temperature is the result of two opposing
factors. One is the melting point depression by diluent and the other the expected
increase due to the deformation. For an open system the amorphous network will
imbibe solvent upon elongation.

A detailed analysis, that accounts for these effects, results in the following
expression,

1

Tm
− 1

T 0
m

= R

�Hu
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)[
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2
1

]

−
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1/3
2 α −

(
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+ 1
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)
v

−2/3
2

/
m

]
(8.78)

when Eq. (8.46) is used. Here Tm is the melting temperature of the swollen de-
formed network, while T 0

m is that of the pure unrestrained polymer. The volume
fraction of polymer is v2, the elongation ratio is referred to the isotropic length of
the swollen network. The other quantities have already been defined. For an open
system the values of v1 and v2 are determined by the conditions of swelling equi-
librium. The above analysis explains the small increase that is observed in melting
temperatures of swollen networks.(48) Good quantitative agreement is found at the
higher extension ratios. At the lower extension ratios the same shortcoming of the
deformed system, which was previously discussed with the unswollen network, also
manifests itself. In this range the observed values are slightly larger than predicted.
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8.4 Oriented crystallization and contractility in the absence of tension

Axially oriented crystalline polymers of either synthetic or natural origin contract
upon melting. Examples are shown in Figs. 8.10 and 8.11 for fibrous natural rubber
(16) and for a collagen fiber immersed in water.(42) Here the change in length

Fig. 8.10 Length, under zero force, as a function of temperature for fibrous natural rubber.
(From Oth and Flory (16))

Fig. 8.11 Relative length as function of temperature for rat tail tendon collagen. (From
Flory (42))
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with temperature, under zero force, is illustrated for both fibers. In both cases a large
axial contraction is observed over a narrow temperature interval. The shrinkage is
accompanied by the disappearance of properties characteristic of the crystalline
state such as discrete x-ray diffraction reflections and optical birefringence. Melting
can therefore be deemed to have occurred. However, the original or native state,
typified by axially oriented crystallinity, is not regenerated merely by cooling in
the absence of an external stress. The crystallinity that develops is typified by the
random arrangement of crystallites relative to one another. There is an important
theoretical distinction between the spontaneous shrinkage under zero force and
the stress and temperature required to maintain the two phases in equilibrium.
Equation (8.17) and its consequence can only be applied to the latter situation. The
spontaneous shrinkage temperature is about 7–8 ◦C higher than the equilibrium
melting temperature extrapolated to zero force.(50) A central problem is to develop
conditions whereby the transformation between the oriented crystalline state and
the liquid state can be carried out reversibly. It has been shown in the previous
section that this can be accomplished by the imposition of an appropriate tensile
force so that the two phases are maintained in equilibrium. However, it is also
possible to develop reversible systems in the absence of an applied tensile force by
taking advantage of the increase in isotropic length, L i, that ensues when axially
oriented polymers are cross-linked.

There is a fundamental distinction between L i for networks formed from highly
oriented chains as compared with those formed from random ones. In the latter case
the network is necessarily isotropic. Hence L i may be identified with the length of
the specimen and is independent of the number of chains ν which comprise the net-
work. If, however, the chains are sufficiently axially oriented prior to cross-linking,
the situation is quite different. As has been indicated previously, L i is expected to
increase as ν1/2〈α〉. The predicted increase in isotropic length is substantiated by
studies on networks formed by cross-linking fibrous collagen,(44,51,52) fibrous
natural rubber,(53,54) and highly axially oriented linear polyethylene.(55) The re-
sults obtained for linear polyethylene are given in Fig. 8.12.(55) Here the cross-links
were introduced into the oriented structures by means of high-energy ionizing ra-
diation. The ordinate in this plot represents the relative increase in length observed
in the amorphous state subsequent to cross-linking the oriented chains. L0 is the
length of the specimen in the amorphous state in the absence of cross-links and
L i is the length after cross-linking. The measurements were made at 140 ◦C in
order for the sample to be in the liquid state. It is estimated that for a radiation
dose of 1000 megarep approximately 4% of the chain units are cross-linked. A
substantial increase in isotropic length is observed, although the functional relation
of Eq. (8.20) is not adhered to exactly. The effect is particularly striking in this
highly oriented polyethylene where a 20-fold extension of length is developed in
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Fig. 8.12 Plot of L i/L0 at 140 ◦C against square root of radiation dose for highly oriented
polyethylene fibers.�, 60Co gamma irradiation; �, irradiation by high-energy electrons.(55)

the amorphous state without the application or maintenance of an external force.
The extension ratios that can be developed when isotropic amorphous networks are
mechanically deformed are severely restricted. Either crystallization intervenes to
limit the extent of the deformation or the rupture of the network occurs. In either
case, mechanical deformation does not result in extension ratios comparable to
those depicted in Fig. 8.12.

The polyethylene networks are easily crystallized by reducing the temperature.
Wide-angle diffraction patterns, characteristic of the recrystallized fibers are shown
in Fig. 8.13. Cross-linking the original highly oriented fibers by ionizing radiation
results in no sensible difference in the wide-angle x-ray pattern. However, after
cross-linking, melting, and subsequent recrystallization, significant differences are
exhibited, depending on the number of cross-links introduced. This becomes ap-
parent in the patterns for the four samples illustrated. For the specimen into which
no cross-links have been introduced, the pattern resulting after melting and recry-
stallization consists of a series of concentric rings. The crystalline state is thus
characterized by a collection of randomly arranged crystallites. It is evident, how-
ever, from the other patterns that, as an increasing number of cross-links are in-
troduced, a preferential orientation of the crystallites progressively develops. For
example, the pattern in Fig. 8.13d, which is observed for a fiber characterized
by ρ of approximately 2.65 × 10−2 and L i/L0 of 18.3, indicates that the c-axes
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(a) (b)

(c) (d)

Fig. 8.13 Wide-angle x-ray diffraction patterns, taken at room temperature, of cross-
linked melted and recrystallized polyethylene fibers for various radiation doses. (a) R = 0,
L i/L0 = 1; (b) R = 179 megarep, L i/L0 = 13.7; (c) R = 353 megarep, L i/L0 = 16.8;
(d) R = 660 megarep, L i/L0 = 18.3.(55)
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of the crystallites are again preferentially oriented along the macroscopic fiber
axis.

A collection of axially oriented crystallites can thus be developed without the
necessity of a tensile force being applied during the crystallization process. These
observations are intimately related to the extremely large values of L i/L0 that can
be achieved in the amorphous state by the cross-linking process. The large extension
ratios developed result in the establishment of a preferential axis for the subsequent
transformation. Therefore, nuclei of the crystalline phase, which must form in order
for the transformation to occur, are also preferentially directed. As a result, axially
oriented crystallization occurs. The preferred orientation of the crystallites in the
fibers described is now a built-in inherent part of the system. It should be present
after any subsequent melting–recrystallization cycles, as long as the cross-linkages
are maintained.

Appropriate dimensional changes must therefore accompany the melting and
crystallization of such networks. Specifically, because of the axial orientation, con-
traction should occur on melting and spontaneous re-elongation on crystallization
from the melt. Such dimensional changes are in fact observed as is illustrated in
Fig. 8.14.(55) Here the relative length is plotted as a function of temperature for a
fiber corresponding to the one illustrated in Fig. 8.13d. Starting with the crystalline

Fig. 8.14 Plot of relative length against temperature for a reversible contractile polyethylene
fiber. �, heating; �, cooling.(55)
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fiber, a slightly positive thermal expansion coefficient, typical of the crystalline
state, is observed during the initial heating. Concomitant with melting, a 25%
axial contraction occurs sharply over a narrow temperature interval. The observed
shrinkage is consistent with the initial axial orientation of the sample in the crys-
talline state. Above the melting temperature the thermal expansion coefficient is
slightly positive, as is expected in the liquid state. On cooling, crystallization of the
specimen occurs, and the fiber regains its original dimensions. The heating process
can then be repeated, and essentially the same melting temperature is obtained.
Therefore, coupled with the crystal–liquid transformation, a reversible contractile
system is obtained that is cyclic and does not require the imposition of an ex-
ternal stress for its operation. The shrinkage temperature can be identified with
the equilibrium melting temperature in this case. When a slow cooling process
is utilized after fusion, as is illustrated in Fig. 8.14, supercooling is observed.
Supercooling is a characteristic of the crystallization of all polymeric systems. This
effect, reflected in a dimensional lag, can be minimized by rapid cooling to low
temperatures.

The sharpness of the observed contraction is a consequence of the melting of a
homopolymer, in harmony with the view that the process is a first-order phase tran-
sition. The imposition of a stress on the system will raise the melting temperature,
and the reversible contractility is still maintained. Consequently, fibers such as those
described can serve as the working substance of an engine that converts thermal
energy into mechanical work. For a random type copolymer, similarly constituted
with respect to cross-linkages, the melting and contraction range is broadened.

The fact that oriented crystallization can develop in the absence of an applied
external force reflects the molecular order in the liquid state and the concomitant de-
crease in entropy. It would then be expected that a similar development of molecular
order would occur in highly oriented fibers that are maintained at constant length
during the fusion process, since there will also be a large reduction in the entropy.
This expectation is in fact fulfilled. When highly axially oriented fibrous polyethy-
lene is heated at constant length, birefringence persists well above the melting
temperature. Wide-angle x-ray diffraction patterns show that above the melting
temperature of the orthorhombic polymorph there is a temperature region where
a hexagonal structure is formed reflecting the lateral order of the chain.(56–58)
Calorimetric studies, carried out at fixed length, exhibit three melting endotherms.
An interpretation of these melting processes can be obtained from x-ray diffrac-
tion. The first of the endotherms (at about 141◦C) represents the melting of un-
constrained fibrillar regions. The second is associated with the transformation of
the constrained orthorhombic form into a hexagonal lattice. The highest melting
endothermic peak is a result of the hexagonal structure being transformed into the
melt.(58)
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Since the crystal–liquid equilibrium can be governed by chemical processes, the
transformation, and the concomitant dimensional changes, can occur isothermally.
Once the principle has been established that the contractile process involves melting,
or partial melting, it becomes important to distinguish between the actual contrac-
tile mechanism and the processes or chemical reactions that induce or regulate the
phase transition. When these concepts are accepted it becomes possible to inves-
tigate many contractile systems from a unified point of view. Particularly impor-
tant in this connection are macromolecules of biological interest. Contractility is
widespread and known to be induced by a diversity of chemical reagents in this class
of fibers. The principles of reversibility deduced for the polyethylene fibers serve
as a useful model in investigating these more complex systems. The underlying basis
of this contractile mechanism does not find its origin in a detailed crystallographic
analysis of the fiber.

8.5 Contractility in the fibrous proteins

In a series of pioneering studies, Astbury and coworkers (21,59–61) established
that fibrous proteins occur naturally in the crystalline state. In addition to being
crystalline, these protein systems also possess a high degree of axial orientation.
There are several different categories of fibrous proteins. These include the α- and
β-keratins, collagen, elastodin and muscle fibers. The fibrous proteins as a class
possess the basic initial structural requirements for contraction to accompany melt-
ing. In certain of these fibers, particularly the keratins, intermolecular covalent
cross-links are also present. It can be presumed that in these cases the cross-links
are formed subsequent to fiber formation, i.e. they are thus imposed on an initially
axially oriented structure. Hence, based on the principles that have been developed,
reversible contractility would be expected to accompany the crystal–liquid phase
transition for these fibrous proteins. For the fibrous proteins that are not intermolec-
ularly cross-linked, or for those in which the cross-linkages are not maintained
during the melting process, only irreversible dimensional changes would be anti-
cipated. The fact that axial contractions can be induced in different fibrous proteins
by a variety of reagents and conditions does not vitiate the premise of a common
underlying mechanism. It remains, therefore, to examine specific contractile sys-
tems to ascertain whether the principles that have been outlined are in fact obeyed.

There is a substantial body of evidence that demonstrates that the hydrothermal
shrinkage of collagen, characterized by a contraction of about one-fifth the length of
the native state, occurs directly as the result of melting.(44,61,62) However, neither
the oriented crystalline state nor the original dimensions of the fiber are regener-
ated merely by cooling the specimen below the melting temperature. There is no
indication in the amino acid composition of collagen that covalent intermolecular
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cross-links are present. Consequently, in harmony with the conclusion drawn from
the studies of polyethylene fibers, regeneration of the oriented crystalline state in
the absence of an external tensile force would not be expected. However, if colla-
gen is cross-linked (tanned) with formaldehyde in its native state the hydrothermal
melting–crystallization process is accompanied by a reversible anisotropic dimen-
sional change.(63) Axially oriented crystallization develops from the molten state,
as is evidenced by the wide-angle x-ray diffraction pattern and the simultaneous re-
covery of a significant portion of the low-angle x-ray diffraction pattern.(64,65) The
recrystallized fiber contracts once again upon subsequent heating so that the process
can be carried out cyclically.(44,51) An example of the latter observation is given
in Fig. 8.15.(51) The initial melting of the native cross-linked fiber is extremely
sharp. On cooling, a spontaneous re-elongation to about half the original length is

Fig. 8.15 Reversible contraction of cross-linked (tanned) collagen fibers. Upper curve,
initial melting and shrinkage. Lower curve, melting after recrystallization.(51)
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observed. On subsequent fusion the length diminishes more gradually with increas-
ing temperature. The termination of the melting process is clearly defined, and a
difference of only a few degrees exists between the two melting temperatures. The
diffuse melting and slightly lower melting temperature observed during the second
fusion can be attributed to hydrolysis at the higher temperatures and to kinetic diffi-
culties that retard the development of the crystallinity typical of the native state. In
this example, the reversible anisotropic dimensional changes accompany the phase
transition in the absence of an external stress.

A similar example of contractility is demonstrated by the fibrous protein elas-
toidin. In the native state, the crystalline structure of elastoidin is similar to that
of collagen. The amino acid compositions of the two proteins are also similar.
However, elastoidin contains about 1 to 2% crystine residues, whose side groups
can form stable intermolecular covalent cross-links. Consequently, it is not un-
expected that elastoidin displays reversible contraction and relaxation concomitant
with melting and crystallization.(66,67) When the native fiber is heated in water,
a large axial contraction is observed at about 65◦. On subsequent cooling to room
temperature, about half of the initial length is regained without the application of
any external force. After the initial shrinkage, the process can be carried out cycli-
cally with contraction occurring on heating above 65◦ and relaxation occurring
on cooling. The initial oriented collagen-type wide-angle x-ray diffraction pattern
typical of elastoidin is completely converted to an amorphous pattern on shrinkage
and is recovered on the subsequent relaxation.

In the previous examples the fibers were immersed in a liquid medium. This
procedure serves to lower the melting temperature so that fusion occurs without
degradation. Melting can also result from the interaction of groups on the polymer
chain with specific species present in the supernatant liquid. In this case melting
takes place at constant temperature. An example of such isothermal melting is shown
in Fig. 8.16.(68) Here the effect of varying the pH of the supernatant aqueous phase
on the melting, contraction temperature of cross-linked elastoidin is illustrated.
The results summarized in Fig. 8.16 represent melting temperatures for a reversible
process. The melting temperature remains invariant over a large pH range centered
about neutrality. It then decreases sharply at the very high and low pH regions. In
each instance contraction accompanies melting. Reversibility, in dimensions and in
the return to the crystalline state, is obtained on cooling. Irrespective of the details
of the chemical mechanism involved, Fig. 8.16 demonstrates the importance of the
composition of the mixed phase (the amorphous polymer phase) in governing the
melting temperature. In this figure, the equilibrium swelling ratio at the transfor-
mation temperature is also plotted as a function of the pH of the supernatant. A
striking parallelism exists between the swelling ratio and melting temperature. The
melting temperature remains constant with pH when the polymer concentration in
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Fig. 8.16 (a) Plot of melting temperature Tm of elastoidin fibers as a function of the pH
of the supernatant aqueous phase. (b) Plot of equilibrium swelling ratio of elastoidin, at its
melting temperature, as a function of the pH of the supernatant aqueous phase.(68)

the molten phase is constant. When the polymer concentration decreases, the melt-
ing temperature does likewise. Hence it is clear that a major influence of pH on the
isotropic melting is due to the changes that occur in the swelling of the amorphous
protein.

The addition of certain monomeric reagents to the supernatant phase is known to
affect the melting (contraction) temperature of protein fibers. Figure 8.17 illustrates
the melting of elastoidin fibers when different monomeric reagents are added to
the supernatant aqueous phase.(69) In each case, axial contraction accompanies
melting. X-ray diffraction analysis indicates the complete disappearance of the
ordered structure. Melting, and the accompanying contractility, can be induced by
many different reagents. Substantial depressions in the melting temperature can
be achieved. When the transformed fiber is cooled in the melting medium, two
distinctly different results are obtained. In urea solutions, oriented recrystallization
with spontaneous re-elongation occurs on cooling. However, in neutral salt solutions
recrystallization does not occur. The fiber remains in the amorphous state after
cooling. However, upon transferring the fiber to pure water, an almost instantaneous
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Fig. 8.17 Plot of melting temperature Tm of elastoidin fibers against concentration of
monomeric reagent present in supernatant phase. � urea; � CaCl2; � KCNS; � KI; �

LiBr.(69)

regeneration of the oriented crystalline state and original length takes place. In
contrast to the behaviors in urea solutions, and in pure water, recrystallization from
the salt solution requires both cooling and dilution. These results indicate that,
besides the usual disordering of the chain that occurs upon melting, additional
structural alterations are imparted that prevent recrystallization. When the reagent
is removed, crystallization and re-elongation ensue.

The α- and β-keratins exist in the oriented crystalline state and possess a high
concentration of the cystine residues. They also undergo contraction when subjected
to the action of a wide variety of reagents.(70) It is recognized that two distinctly
different types of contractile processes can be observed in α-keratin fibers. One of
these involves the interaction with reagents known to sever disulfide cross-links. As
would be expected, in this case the observed dimensional changes are irreversible.
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In the other case, the integrity of the intermolecular cross-links is maintained and
anisotropic dimensional changes occur as a result of interaction with reagents of
the type illustrated in Fig. 8.17.

An early example of reversible contractility in both the α- and β-keratins is inher-
ent in the observations of Whewell and Woods.(71) When the fibers are immersed
in a cuprammonium solution of proper concentration, a 20% decrease in length
takes place at room temperature. The shrinkage is accompanied by the disappea-
rance of the characteristic x-ray diffraction diagram, clearly indicating that melting
has occurred. In this instance isothermal melting appears to be caused by a com-
plexing reaction between appropriate amino acid residues in the protein fiber and
the cuprammonium solution. If the shrunken amorphous fibers are now immersed
in dilute acid solution, the initial length and x-ray pattern are regained. The melting
is reversed by the destruction of the complex.

Aqueous LiBr solutions are universal transforming agents of all the known or-
dered polypeptides and protein structures.(72,73) Irrespective of the initial ordered
structure, contraction, with the loss of the x-ray reflections, accompanies the trans-
formation. A characteristic melting temperature exists for each concentration of
LiBr and is dependent on the nature of the fiber. The relation between the melting
temperature and composition of the supernatant phase for two different types of
α-keratin fibers is plotted in Fig. 8.18.(72) The initial addition of LiBr to the super-
natant phase results in a depression of Tm. A minimum in the melting temperature
is reached, at about 7 M LiBr. The melting temperature then increases with a fur-
ther increase in the salt concentration. According to the data plotted in Fig. 8.18,
it should be possible to induce melting isothermally by changing the composition
of the supernatant, in analogy to changing the pH of the supernatant of elastoidin
fibers. Starting with a native fiber immersed in a high concentration of LiBr at 24 ◦C
and following the pattern established in Fig. 8.18, contraction accompanies melting
upon dilution at constant temperature. As the molten state is traversed, the length
does not change with further dilution. However, when a concentration prescribed
by the data of Fig. 8.18 is reached, recrystallization accompanied by re-elongation
is observed.

The demonstration that the crystal–liquid phase transition can be conducted
isothermally, by changing the concentration of the supernatant phase, portends the
possibility of the utilization of fibrous macromolecules as the working substance of
an engine that isothermally converts chemical energy to mechanical work.(3,54)

It is reasonable to inquire at this point whether the principles that have been
set forth above have any applicability to natural functioning contractile systems.
Muscles are very intricately constructed fibrous structures developed by nature to
convert chemical energy into mechanical work. Detailed and sophisticated electron
microscopic and x-ray diffraction studies have established the fine structure of
muscle. The chemical processes and enzymatic activity that are intimately involved
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Fig. 8.18 Plot of melting temperature Tm (contraction temperature) of α-keratin fibers as a
function of molarity of LiBr solution in the supernatant. � Lincoln wool; � horse hair.(72)

in controlling contractility and motility are complex. It is far beyond the scope
of this work to discuss the detailed fiber structure and the chemical processes
involved in muscular contraction. Irrespective of the intricacies involved, and the
complex control mechanisms that are operative, the fact remains that muscle fibers
are comprised of proteins that occur naturally in the axially oriented state. The
primary transducing element in muscle fiber consists of macromolecules in a highly
ordered conformation which under stimulus are transformed, at least in part, to a
random conformation.(74,75)

In nonphysiological laboratory type experiments muscle fibers can be studied
based on the concepts that have been developed for synthetic polymers. Because of
their native structure, substantial shrinkage has been observed in muscle fibers by
interaction with reagents known to cause melting and contraction in other fibrous
proteins.(76–78) The underlying contractile mechanism can be presumed to be the
same for muscle fibers. In a step closer to physiological conditions evidence for con-
traction accompanying melting has also been reported for glycerinated muscle fibers
immersed in ATP–glycerol–water mixtures and in ATP–ethylene glycol–water
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mixtures. Large, abrupt changes in length are observed with relatively small changes
in solvent composition or temperature.(79) The contraction of glycerinated muscle
fibers has also been studied in aqueous solutions containing adenosine triphosphate
(ATP).(80) This reagent plays an important role in the physiological action of mus-
cle. The changes in length of this fiber, at room temperature, caused by an increas-
ing concentration of ATP in the supernatant phase are summarized in Fig. 8.19.(80)

Fig. 8.19 Plot of relative change in length of glycerinated muscle fibers at 25 ◦C as a
function of ATP concentration in the supernatant phase.(80)
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The curve in Fig. 8.19 gives clear indication that a cooperative phase transition
is taking place. Only a slight change in the ATP concentration is needed to induce
the transformation at constant temperature. A melting process is clearly indicated,
and the structural changes that are expected to accompany fusion can be demon-
strated. The wide-angle x-ray pattern shows that concomitant with the completion
of contraction, the native, α-keratin type, oriented crystalline structure has disap-
peared. The results just cited show that in nonphysiological experiments, muscle
fibers behave as typical fibrous proteins with regard to melting and anisotropic
dimensional changes. The development of tension, at constant length, must follow.

Although these results do not represent actual systems operating under physio-
logical conditions, a basis for a possible mechanism for this complex process can
be discerned. In naturally functioning systems the regulating processes are com-
plex and involve a series of chemical reactions. Direct experimentation of the kind
needed is thus made more difficult. In principle, however, if a phase transition is
involved, its major characteristics should be discernible. It is not necessary that
the complete transformation be involved. Contractility and tension development
can also result when the system only operates over a portion of the transformation
range, i.e. only partial melting and recrystallization is involved. The transformation
range will be relatively broad for such multicomponent systems.

To summarize, the results that have been described demonstrate that in labo-
ratory experiments anisotropic dimensional changes, or complementary tension
development, can be produced in the fibrous proteins as a consequence of a phase
transition between the oriented crystalline and amorphous states. This transition
can be induced either thermally or isothermally by interaction with a diversity of
chemical reagents. The same physical-chemical principles are followed that govern
the structurally simpler fibrous synthetic polymers.

8.6 Mechanochemistry

The characteristic high deformability, coupled with the ability to regain initial di-
mensions allow long chain molecules to serve as converters of thermal or chemical
energy into mechanical work. There are no a priori reasons for excluding biological
processes from this generalization. There is always the possibility that other mech-
anisms may be operative in specific cases. However, it can be expected that nature
will take advantage of the conformational versatility of macromolecules.(81)

In analyzing this problem it is necessary to distinguish between processes that
are restricted to the amorphous phase and those that involve a crystal–liquid phase
transition. Rubber elastic deformation involves an increase in the mean-square
end-to-end distance of the chains in the liquid state, in compliance with the imposed
macroscopic strain. Closely associated with this phenomenon is the deformation
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that results from changes in the degree of swelling of a network immersed in
an excess of the supernatant phase. Swelling or deswelling of a network can be
caused by changes in the intensity of polymer–solvent interactions or by various
chemical reactions. W. Kuhn and collaborators pioneered studies of changes in the
degree of swelling of polyelectrolyte networks with alterations in the pH of the sur-
rounding medium.(82,83) Length changes can also be induced electrolytically in
polyelectrolyte fibers.(84) Deformations restricted to the amorphous phase are usu-
ally isotropic unless either a large stress is applied or the network is dimensionally
constrained by mechanical means. The anisotropic deformation and stress response
involved in the crystal–liquid phase transition have already been discussed.

The utilization of macromolecules to convert thermal energy into mechanical
work can be analyzed by referring to a Carnot cycle. There are no restrictions
on the nature of the working substance in the operation of a Carnot cycle. How-
ever, it is required that all processes be conducted reversibly and that all heat
received or rejected by the working substance be exchanged at constant temper-
ature. Thus, processes for which temperature of the working substance changes
are reversible adiabatics. By recalling the analogy between the intensive–extensive
sets of variables, p, V and − f, −L , a schematic diagram for a reversible Carnot
thermal engine, utilizing a pure amorphous polymer as the working substance, is
given in Fig. 8.20a.(45) The isothermals are represented by curves AD and CB,
and the polymer is in contact with large heat reservoirs at temperatures T1 and T2,
respectively. AB and CD represent the reversible adiabatics, with the system being
isolated from the surroundings. A reversible thermal engine can be constructed
from a deformable substance if the tension at constant length is increased by a
rise in temperature and the tension–length adiabatics possess a greater slope than
the corresponding isothermals. These criteria are consistent with the previously
discussed thermoelastic properties of amorphous polymers. An engine of this type
is exemplified in the self-energizing pendulum described by Wiegand (85) which
utilizes natural rubber as a working substance and is restricted to the noncrystalline
state. The thermodynamic efficiency of the engine illustrated in Fig. 8.20a is di-
rectly given by Carnot and depends only on the two operating temperatures. The
amount of work performed per cycle is represented by the area ABCD. A more
detailed thermodynamic analysis of such an engine has been given.(86)

If instead of a rubberlike deformation a phase transition occurs, the isothermal
processes are represented by horizontal lines (since the force is independent of
the length), as is shown in Fig. 8.20b. If in each of the two cycles described the
same adiabatics are involved, the net work performed is greater for the one with
the phase transition. This is analogous to using a condensed vapor in the more con-
ventional Carnot cycle. The thermodynamic efficiency remains the same since it
depends only on the two temperatures at which the engine operates. The deliverance
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Fig. 8.20 Schematic diagram for a Carnot cycle utilizing a pure polymer as the working
substance. (a) Polymer always in amorphous state; (b) intervention of an isothermal phase
transition.

of more net useful work makes the intervention of a phase transition advantageous,
irrespective of the molecular nature of the working substance. When fibrous macro-
molecules are involved, the oriented crystalline structure allows for such a transition.
A transition of this type allows for the “razor-edge” character of the contraction
displayed by natural systems and permits the working substance to be a more sensi-
tive converter of thermal energy into mechanical work. A thermal engine that uses
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fibrous polyethylene that undergoes a crystal–liquid transformation as the working
substance has been constructed and its operation described.(87)

It is possible to estimate the work, W, performed during one isothermal portion
of the cycle. It involves the complete melting of an oriented fiber. At the melting
temperature Tm, under the external force f, it is required that

Ga − Gc = f �L = −W (8.79)

It is assumed that Gc does not change with deformation, and that Ga can be expressed
as

Ga(Tm, f ) = Ga(Tm,0) + �Ga
el(Tm, f ) (8.80)

where �Ga
el is the change in free energy in the amorphous state at Tm due to the

elastic deformation in going from zero force to a force f. Hence

�Gf(Tm, 0) + �Gel(Tm, f ) = f �L = −W (8.81)

where

�Gf(Tm, 0) = Ga(Tm, 0) − Gc(Tm, 0) (8.82)

Expanding �Gf(Tm, 0) about the isotropic melting temperature T 0
m

�Gf(Tm, 0) = �Gf
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)
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�Gf(Tm, 0) ∼= −(
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m

)
�S0

f (8.84)

For a system where �Gel =−T �Sel

W ∼= (
Tm− T 0

m

)
�S0

f + Tm�Sel (8.85)

W ∼= −T 0
m�S0

f + Tm
(
�Sel + �S0

f

)
(8.86)

Thus the work performed by the fiber on melting depends on two terms. One term
is independent of the force, and the other depends on it through the terms Tm

and �Sel. In the isotropic case, the work done must necessarily be zero, and, at
T = T c

m, �L = 0 so that W is zero. Hence the work done in a single cycle passes
through a maximum with increasing temperature and force. The latter two quantities
are related by Eq. (8.30). For small forces, where Tm only slightly exceeds T 0

m, and
�Sel is small, the work done is of the order of R cal mol−1. This is comparable in
magnitude to that observed in naturally occurring systems.

Of more general interest, particularly with respect to biological systems, are en-
gines that operate isothermally and are based on chemical interactions and reactions.
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For example, the naturally functioning muscle fiber system can be considered an
engine that converts chemical energy into mechanical work. It operates by means
of reversible strains induced in the working substance, i.e. the fibrous muscle pro-
teins.(45) An isothermal chemical engine can be devised whose operation is similar
to that of the thermal engine.(45,88,89) In place of the two heat reservoirs, the fiber
is maintained in contact with two large baths of absorbing or reacting species, each
being maintained at a constant chemical potential. Processes carried out at constant
chemical potential have been termed isopotentials in analogy with the isotherms of
a heat engine.(88) The transfer of the fiber from one chemical potential to another
occurs as an isolated system whose composition remains fixed. These processes
have been termed isophores and correspond to the adiabatics of the thermal en-
gine. In the latter case, when the entropy is held constant, the thermal potential or
temperature changes. A chemical engine, with a fibrous working substance, func-
tions when the tension at constant length increases with increased concentration of
reactants and the slope of the isopotential (∂ f/∂L)µi is less than the slope of the
isophore (∂ f/∂L)ni .

The consequences of the working substance crystallizing in a chemical engine
are the same as for a heat engine. For operation between the same chemical potential
levels, with common isophores, the net work delivered per cycle is greater when
a phase transition occurs during the isopotential portions. An isopotential phase
transition ensures that the required relations between the isophoric and isopotential
force–length relations will be met. Several fibrous protein systems have already
been referred to which can serve as the working substance and the reactants of a
chemical engine with isopotential phase transitions.

For a simple engine, comprised of only a single component (besides the working
substance), that is maintained in two reservoirs at chemical potentials µI and µII,
respectively, the net work accomplished per cycle is given by (88)

W = (µI − µII)�n (8.87)

where �n is the quantity of reactant transferred from one reservoir to the other.
The immediate source of the work obtained during the contraction can be attributed
mainly to the increased entropy resulting from melting. However, for a complete
cycle where the working substance returns to its original state, all the changes must
be found in the surroundings. The ultimate source of the work performed comes
from the free energy change involved in transferring the species from one reservoir
to the other. More complex chemical engines, involving multicomponent systems,
have been discussed in detail by Katchalsky and collaborators (88,90) along the
principles outlined here. Chemical engines operating isothermally that are based
on collagen fibers immersed in aqueous salt solutions known to induce melting,
have been constructed.(89–91) The foregoing discussion of idealized cycles does
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not imply that real systems must rigidly adhere to them. It is meant only to serve as
a basis for the molecular understanding of mechanochemical processes that involve
macromolecules and the basic principles that are involved.
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Dosiére, M., 120 (2), 121, 331
Doty, P.M., 98, 102, 119 (11), 228
Douzinas, K.C., 234
Doyle, M.I., 232
Drent, E., 232
Driole, E., 139
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