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Surface Science: Fundamentals of
Catalysis and Nanoscience

Introduction

When I was an undergraduate in Pittsburgh determined to learn about surface science,

John Yates pushed a copy of Robert and McKee’s Chemistry of the Metal-Gas Interface1

into my hands and said ‘Read this’. It was very good advice and this book remains a

good starting point for surface chemistry. But since the early 1980s, the field of surface

science has changed dramatically. With the discovery by Binnig and Rohrer2,3 of the

scanning tunnelling microscope (STM) in 1983, surface science changed indelibly.

Thereafter it was possible to image almost routinely surfaces and surface bound species

with atomic-scale resolution. Not long afterward, Eigler and Schweizer4 demonstrated

that matter could be manipulated on an atom by atom basis. Furthermore, with the

inexorable march of smaller, faster, cheaper, better in the semiconductor device

industry, technology was marching closer and closer to surfaces. The STM has allowed

us to visualize quantum mechanics as never before. As an example, we show two images

of a Si(100) surface. In one case, Figure I.1(a), a bonding state is imaged. In the other,

Figure I.1(b) an antibonding state is shown. Just as expected, the antibonding state

exhibits a node between the atoms whereas the bonding state exhibits enhanced electron

density between the atoms.

Surface science had always been about nanoscale science, even though it was never

phrased that way. Catalysis has been the traditional realm of surface chemistry. With the

advent of nanotechnology, it became apparent that the control of matter on the molecular

scale at surfaces was of much wider relevance. This book is an attempt, from the point of

view of a dynamicist, to approach surface science as the underpinning science of both

heterogeneous catalysis and nanotechnology.

Surface Science: Foundations of Catalysis and Nanoscience – Second Edition Kurt Kolasinski
# 2008 John Wiley & Sons, Ltd



I.1 Heterogeneous Catalysis

One of the great motivations for studying chemical reactions on surfaces is the will to

understand heterogeneous catalytic reactions. Heterogeneous catalysis is the basis of

the chemical industry. Heterogeneous catalysis is involved in literally billions of

pounds’ worth of economic activity. Neither the chemical industry nor civilization

would exist, as we know them today, if it were not for the successful implementation

of heterogeneous catalysis. At the beginning of the 20th century, the human condition

was fundamentally changed by the transformation of nitrogen on nanoscale, potassium

promoted, iron catalysts to ammonia and ultimately fertilizer. Undoubtedly, catalysts

are the most successful implementation of nanotechnology, not only contributing

towards roughly one third of the material GDP of the US economy5, but also

supporting an additional 3.2 billion people beyond what the Earth could otherwise

sustain6. One aim of this book is to understand why catalytic activity occurs and how

we can control it.

First we should define what we mean by catalysis and a catalyst. The term catalysis

(from the Greek lns�� and kata, roughly ‘wholly loosening’) was coined by Berzelius

in 18367. Armstrong proposed the word catalyst in 1885. A catalyst is an active

chemical spectator. It takes part in a reaction but is not consumed. A catalyst produces

its effect by changing activation barriers as shown in Figure I.2. As noted by Ostwald,

the primary contribution for which he received the Nobel Prize in chemistry in 1909, a

catalyst speeds up a reaction; however, it does not change the properties of the

equilibrated state. It does so by lowering the height of an activation barrier. Remember

that whereas the kinetics of a reaction is determined by the relative heights of

activation barriers (in combination with Arrhenius pre-exponential factors), the

equilibrium constants are determined by the relative energetic positions of the initial

and final states.
Nonetheless, the acceleration of reactions is not the only key factor in catalytic

activity. If catalysts only accelerated reactions, they would not be nearly as important

or as effective as they actually are. Catalysts can be designed not only to accelerate

reactions: the best of them can also perform this task selectively. In other words, it is

important for catalysts to speed up the right reactions, not simply every reaction. This

Figure I.1 Bonding and antibonding electronic states on the Si(100) surface as imaged by
STM. Reproduced from R.J. Hamers P. et al. Phys. Rev. Lett., 59, 2071. #1987with permission
of the American Physical Society.
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is also illustrated in Figure I.2 wherein the activation barrier for the desired product B

is decreased more than the barrier for the undesired product C.

I.2 Why Surfaces?

Heterogeneous reactions occur in systems in which two or more phases are present, for

instance, solids and liquids or gases and solids. The reactions occur at the interface

between these phases. The interfaces are where the two phases meet. Liquid/solid and

gas/solid interfaces are of particular interest because the surface of a solid gives us a

place to deposit and immobilize a catalytic substance. By immobilizing the catalyst, we

can ensure that it is not washed away and lost in the stream of products that are made.

Very often catalysts take the form of small particles (the active agent) attached to the

surfaces of high surface area solids (the substrate).

However, surfaces are of particular interest not only because they are where phases

meet and because they give us a place to put catalysts. The surface of a solid is inherently

different from the rest of the solid (the bulk). The bonding at the surface is different from

in the bulk; therefore, we should expect the chemistry of the surface to be unique. Surface

atoms simply cannot satisfy their bonding requirements in the same way as bulk atoms.

Figure I.2 Activation energies and their relationship to an active and selective catalyst. A,
reactants; B, desired product; C undesired product; Ehom, activation barrier for the home-
ogeneous reaction; Ecat, activation barrier with use of a catalyst; �rH, change in enthalpy of
reactants compared with products.
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Therefore, surface atoms will always want to react in some way, either with each other or

with foreign atoms, to satisfy their bonding requirements.

I.3 Where are Heterogeneous Reactions Important?

To illustrate a variety of topics in heterogeneous catalysis, I will make reference to a list

of catalytic reaction systems that I label the (unofficial) Industrial Chemistry Hall of

Fame. These reactions are selected not only because they demonstrate a variety of

important chemical concepts, but also because they have also been of particular

importance both historically and politically.

I.3.1 Haber-Bosch Process

N2 þ 3H2 ! 2NH3

Nitrogen fertilizers underpin modern agriculture. The inexpensive production of fertilizers

would not be possible without the Haber-Bosch process. Ammonia synthesis is almost

exclusively performed over an alkali metal promoted Fe catalyst invented by

Haber, optimized by Mittasch and commercialized by Bosch. The establishment of the

Haber-Bosch process is a fascinating story6. Ostwald (who misinterpreted his results),

Nernst (who thought yields were intolerably low and abandoned further work), and Le

Châtelier (who abandoned his work after an explosion in his laboratory), all could have

discovered the secret of ammonia synthesis but did not. Technical innovations such as

lower pressure reforming and synthesis, better catalysts and integrated process designs have

reduced the energy consumption per ton of fixed nitrogen from 120 GJ to roughly 30 GJ,

which is only slightly above the thermodynamic limit. This represents an enormous cost

and energy usage reduction since over 120 million metric tons (MMt) of NH3 are produced

each year.

Ammonia synthesis is a structure sensitive reaction. Already a number of questions

arise. Why an Fe catalyst? Why is the reaction run at high pressure and temperature?

What do we mean by promoted and why does an alkali metal act as a promoter? What is a

structure sensitive reaction? What is the reforming reaction used to produce hydrogen

and how is it catalysed? By the end of this book all of the answers should be clear.

I.3.2 Fischer-Tropsch Chemistry

H2 þ CO ! methanol or liquid fuels or other hydrocarbons ðHCÞ and oxygenates

Fischer-Tropsch chemistry transforms synthesis gas (H2 þ CO, also called syngas) into

useful fuels and intermediate chemicals. It is the basis of the synthetic fuels industry and

has been important in sustaining economies that were shut off from crude oil, two

examples of which were Germany in the 1930s and 1940s and more recently South

Africa. It represents a method of transforming either natural gas or coal into more useful

chemical intermediates and fuels. Interest in Fischer-Tropsch chemistry is rising again

because in addition to these feedstocks, biomass may also be used to produce synthesis

gas, which is then converted to diesel or synthetic crude oil.
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Fischer-Tropsch reactions are often carried out over Fe or Co catalysts. However while

Fischer-Tropsch is a darling of research laboratories, industrialists often shy away from it

because selectivity is a major concern. A nonselective process is a costly one and

numerous products are possible in FT synthesis while only a select few are desired for

any particular application.

I.3.3 Three-way Catalyst

NOx; CO and HC ! H2Oþ CO2 þ N2

Catalysis is not always about creating the right molecule. It can equally well be

important to destroy the right molecules. Increasing automobile use translates into

increasing necessity to reduce automotive pollution. The catalytic conversion of

noxious exhaust gases to more benign chemicals has made a massive contribution to

the reduction of automotive pollution. The three-way catalyst is composed of Pt, Rh

and Pd. Pb rapidly poisons the catalyst. How does this poisoning (loss of reactivity)

occur?

I.4 Semiconductor Processing and Nanotechnology

The above is the traditional realm of heterogeneous catalytic chemistry. However,

modern surface science is composed of other areas as well and has become particularly

important to the world of micro- and nanotechnology8. The latest microprocessors now

incorporate critical dimensions of only 45 nm in width and this will soon drop to 32 nm.

The thickness of insulating oxide layers is now only 4–5 atomic layers. Obviously, there

is a need to understand materials properties and chemical reactivity at the molecular

level if semiconductor processing is to continue to advance to even smaller dimensions.

It has already been established that surface cleanliness is one of the major factors

affecting device reliability. Eventually, however, the engineers will run out of ‘room at

the bottom’. Furthermore, as length scales shrink, the effects of quantum mechanics

inevitably become of paramount importance. This has led to the thought that a whole

new device world may exist, which is ruled by quantum mechanical effects. Devices

such as a single electron transistor have been built. Continued fabrication and study of

such devices requires an understanding of atomic Legos – the construction of structures

on an atom-by-atom basis.
Figure I.3 shows images of some devices and structures that have been crafted at

surfaces. Not only electronic devices are of interest. Microelectromechanical and

nanoelectromechanical systems (MEMS and NEMS) are attracting increasing interest.

The first commercial example is the accelerometer that triggers airbags in cars. These

structures are made by a series of surface etching and growth reactions.
The ultimate control of growth and etching would be to perform these one atom at a time.

Figure I.4 demonstrates how H atoms can be removed one by one from a Si surface. The

uncovered atoms are subsequently covered with oxygen and then etched. In Figure I.4(b)

we see a structure built out of Xe atoms. There are numerous ways to create structures at

surfaces. We will investigate several of these in which the architect must actively pattern

the substrate. We will also investigate self-assembled structures, that is, structures that form

Surface Science: Fundamentals of Catalysis and Nanoscience 5



spontaneously without the need to push around the atoms or molecules that compose the

structure.

I.5 Other Areas of Relevance

Surface science touches on a vast array of applications and basic science. The fields of

corrosion, adhesion and tribology are all closely related to interfacial properties. The

importance of heterogeneous processes in atmospheric and interstellar chemistry has now

been realized. Virtually all of the molecular hydrogen that exists in the interstellar

medium had to be formed on the surfaces of grains and dust particles. The role of surface

chemistry in the formation of the over 100 other molecules that have been detected in

outer space remains an open question.9,10 Many electrochemical reactions occur hetero-

geneously. Our understanding of charge transfer at interfaces and the effects of surface

structure and adsorbed species remain in a rudimentary state.

I.6 Structure of the Book

The aim of this book is to provide an understanding of chemical transformations and the

formation of structures at surfaces. To do these we need (1) to assemble the appropriate

vocabulary and (2) to gain a familiarity with an arsenal of tools and a set of principles

Figure I.3 Examples of devices and structures that are made by means of surface reactions,
etching and growth. (a) Transmission electron micrograph of yttria (Y2O3) nanocrystals in an
yttrium barium copper oxide (YBCO)matrix. (b) Yttria nanocrystal embedded in YBCO layer of
a second generation high temperature (high Tc) superconductor. Panels (a) and (b) reproduced
from M.W. Rupich et al. IEEE Transactions on Applied Superconductivity 15, 2611. Copyright
(2002), with permission from IEEE. (c) An advanced CMOS device incorporating a low
dielectric constant (low k) insulating layer. Reproduced from Ikeda et al. Proceedings of
the IEEE International Interconnect Technical Conference, p. 42, fromMicromachined thermo-
electric generator fabricated on a silicon rim. Copyright (2006) with permission from IEEE.
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that guide our thinking and aid interpretation and prediction. Chapter 1 introduces us to

the structure (geometric, electronic and vibrational) of surfaces and adsorbates. This

gives us a picture of what surfaces look like and how they compare with molecules and

bulk materials. Chapter 2 introduces the techniques with which we look at surfaces. We

quickly learn that surfaces present some unique experimental difficulties. This chapter

might be skipped in a first introduction to surface science. However, some of the

techniques are themselves methods for surface modification. In addition, a deeper insight

into surface processes is gained by understanding the manner in which data are obtained.

Finally, a proper reading of the literature cannot be made without an appreciation of the

capabilities and limitations of the experimental techniques.

Figure I.3 (Continued)

Surface Science: Fundamentals of Catalysis and Nanoscience 7



After these foundations have been set in the first two chapters, the next two chapters

deliver dynamical, thermodynamic and kinetic principles concentrating on the gas/solid

interface. These principles allow us to understand how and why chemical transformations

Figure I.4 Examples of surface manipulation with atomic-scale resolution: (a) nanolithogra-
phy can be performed on a hydrogen-terminated silicon surface using a scanning tunnelling
microscope (STM) tip to remove H atoms one at a time from the surface; (b) individual Xe
atoms can be moved with precision by an STM tip to write on surfaces. Panel (a) reproduced
from T.-C. Shen, et al., Science 268 1590. Copyright (1995) with permission from the American
Association for the Advancement of Science. Panel (b) reproduced from D.M. Eigler E.K.
Schweizer, Nature 344 524. Copyright 1990, with permission from Macmillan Magazines Ltd.
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occur at surfaces. They deliver the mental tools required to interpret the data encountered

at liquid interfaces (Chapter 5) as well as in catalysis (Chapter 6) and growth and etching

(Chapter 7) studies. Finally, in Chapter 8, we end with a chapter that resides squarely at

the frontier of our knowledge and investigation of interfaces, that of photon, electron and

proximal probe stimulated chemistry.

Each chapter builds from simple principles to more advanced ones. Each chapter is

sprinkled with Advanced Topics. The Advances Topics serve two purposes. First they

provide material beyond the introductory level, which is set aside so as not to interrupt

the flow of the introductory material. Second, they highlight some frontier areas. The

frontiers are often too complex to explain in depth at the introductory level, none-

theless, they are included to provide a taste of the exciting possibilities of what can be

done with surface science. Each chapter is also accompanied by exercises. The

exercises act not only to demonstrate concepts arising in the text, but also as

extensions to the text. They should be considered an integral part of the whole and,

therefore, the solutions to selected exercises can be obtained from the author.
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Bulk and Surface Structure

We begin with some order of magnitude estimates and rules of thumb that will be

justified in the remainder of this book. These estimates and rules introduce and underpin

many of the most important concepts in surface science. The atom density in a solid

surface is roughly 1015 cm�2 (1019m�2). The Hertz-Knudsen equation

Zw ¼ p

ð2pmkBTÞ1=2
ð1:0:1Þ

relates the flux of molecules striking a surface, Zw, to the pressure (or equivalently the

number density). Combining these two, we find that if the probability that a molecule

stays on the surface after it strikes it (known as the sticking coefficient s) is unity, then it

takes roughly 1 s for a surface to become covered with a film one molecule thick (a

monolayer) when the pressure is 1� 10�6 Torr. The process of molecules sticking to a

surface is called adsorption. If we heat up the surface with a linear temperature ramp, the

molecules will eventually leave the surface (desorb) in a well-defined thermal desorption

peak and the rate of desorption at the top of this peak is roughly one monolayer per

second. When molecules adsorb via chemical interactions, they tend to stick to well-

defined sites on the surface. An essential difference between surface kinetics and kinetics

in other phases is that we need to keep track of the number of empty sites. Creating new

surface area is energetically costly and creates a region that is different from the bulk

material. Size dependent effects lie at the root of nanoscience and two of the primary

causes of size dependence are quantum confinement and when the influence of the

surface becomes more important than that of the bulk.

We need to understand the structure of clean and adsorbate-covered surfaces and use

this as a foundation for understanding surface chemical problems. We will use our

knowledge of surface structure to develop a new strand of chemical intuition that will

allow us to know when we can apply things that we have learned from reaction dynamics

Surface Science: Foundations of Catalysis and Nanoscience – Second Edition Kurt Kolasinski
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in other phases and when we need to develop something completely different to

understand reactivity in the adsorbed phase.

What do we mean by surface structure? There are two inseparable aspects to structure:

electronic structure and geometric structure. The two aspects of structure are inherently

coupled and we should never forget this point. Nonetheless, it is pedagogically helpful to

separate these two aspects when we attack them experimentally and in the ways that we

conceive of them.

When we speak of structure in surface science we can further subdivide the discussion

into that of the clean surface, the surface in the presence of an adsorbate (substrate

structure) and that of the adsorbate (adsorbate structure or overlayer structure). That is,

we frequently refer to the structure of the first few layers of the substrate with and without

an adsorbed layer on top of it. We can in addition speak of the structure of the adsorbed

layer itself. Adsorbate structure not only refers to how the adsorbed molecules are bound

with respect to the substrate atoms but also how they are bound with respect to one

another.

1.1 Clean Surface Structure

1.1.1 Ideal Flat Surfaces

We are most concerned with transition metal and semiconductor surfaces. First we

consider the type of surface we obtain by truncating the bulk structure of a perfect crystal.

The most important crystallographic structures of metals are the face-centred cubic (fcc),

body-centred cubic (bcc) and hexagonal close-packed (hcp) structures. Many transition

metals of interest in catalysis take up fcc structures under normal conditions. Notable

exceptions are Fe, Mo and W, which assume bcc structures and Co and Ru, which assume

hcp structures. The most important structure for elemental (group IV: C, Si, Ge)

semiconductors is the diamond lattice whereas compound semiconductors from groups

III and V (III–V compounds, e.g. GaAs and InP) assume the related zincblende structure.

A perfect crystal can be cut along any arbitrary angle. The directions in a lattice are

indicated by the Miller indices. Miller indices are related to the positions of the atoms in

the lattice. Directions are uniquely defined by a set of three (fcc, bcc and diamond) or

four (hcp) rational numbers and are denoted by enclosing these numbers in square

brackets, e.g. [100]. hcp surfaces can also be defined by three unique indices and both

notations are encountered as shown in Figure 1.3. A plane of atoms is uniquely defined

by the direction that is normal to the plane. To distinguish a plane from a direction, a

plane is denoted by enclosing the numbers associated with the defining direction in

parentheses, e.g. (100). The set of all related planes with permutations of indices, e.g.

(100), (010), (001), is denoted by curly brackets, such as {001}.

The most important planes to learn by heart are the low index planes. Low index planes

can be thought of as the basic building blocks of surface structure as they represent some

of the simplest and flattest of the fundamental planes. The low index planes in the fcc

system, e.g. (100), (110) and (111), are shown in Figure 1.1. The low index planes of bcc

symmetry are displayed in Figure 1.2 and the more complex structures of the hcp

symmetry are shown in Figure 1.3
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Figure 1.1 Hard sphere representations of face-centred cubic (fcc) low index planes: (a) fcc
(100); (b) fcc(111); (c) fcc(110).
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Figure 1.2 Hard sphere representations of body-centred cubic (bcc) low index planes: (a)
bcc(100); (b) bcc(110); (c) bcc(211).
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Figure 1.3 Hard sphere representations of hexagonal close-packed (hcp) low index planes:
(a) hcpð001Þ ¼ ð0001Þ; (b) hcpð10�10Þ ¼ hcpð100Þ; (c) hcpð11�20Þ ¼ hcpð110Þ.
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We concentrate our discussion on Figure 1.1. The ideal structures shown in Figure 1.1

demonstrate several interesting properties. Note that these surfaces are not perfectly

isotropic. We can pick out several sites on any of these surfaces that are geometrically

unique. On the (100) surface we can identify sites of one-fold (on top of and at the centre

of one atom), two-fold (bridging two atoms) or four-fold coordination (in the hollow

between four atoms). The coordination number is equal to the number of surface atoms

bound directly to the adsorbate. The (111) surface has one-fold, two-fold and three-fold

coordinated sites. Among others, the (110) presents two different types of two-fold sites:

a long bridge site between two atoms on adjacent rows and a short bridge site between

two atoms in the same row. As one might expect based on the results of coordination

chemistry, the multitude of sites on these surfaces leads to heterogeneity in the

interactions of molecules with the surfaces. This will be important in our discussion of

adsorbate structure as well as for surface chemistry.

A very useful number to know is the surface atom density, s0. Nicholas
1 has shown

that there is a simple relationship between s0 and the Miller indices hkl,

s0 ¼ 1

Ahkl

¼ 4

Qa2ðh2 þ k2 þ l2Þ1=2
for fcc and bcc ð1:1:1Þ

and s0 ¼ 1

Ahkl

¼ 2

a2½4r2ðh2 þ hk þ k2Þ þ 3l2�1=2
for hcp: ð1:1:2Þ

In these expressions, Ahkl is the area of the surface unit cell, a is the bulk lattice

parameter, r is the hcp axial ratio given in Table 1.1 and Q is defined by the following

rules:

bcc : Q ¼ 2 if ðhþ k þ lÞ is even;Q ¼ 4 ifðhþ k þ lÞ is odd
fcc : Q ¼ 1 if h; k; and l are all odd; otherwise Q ¼ 2:

Table 1.1 lists the surface atoms densities for a number of transition metals and other

materials. The surface atom density is highest for the (111) plane of an fcc crystal, the

(100) plane for a bcc crystal, and an (0001) plane for an hcp crystal. A simple constant

factor relates the atom density of all other planes within a crystal type to the atom density

of the densest plane. Therefore, the atom density of the (111) plane along with the

relative packing factor is listed for the fcc, bcc and hcp crystal types.

The formation of a surface from a bulk crystal is a stressful event. Bonds must be

broken and the surface atoms no longer have their full complement of coordination

partners. Therefore, the surface atoms find themselves in a higher energy configuration

compared with being buried in the bulk and they must relax. Even on flat surfaces, such

as the low index planes, the top layers of a crystal react to the formation of a surface by

changes in their bonding geometry. For flat surfaces, the changes in bond lengths and

bond angles usually only amount to a few percent. These changes are known as

relaxations. Relaxations can extend several layers into the bulk. The near surface region,

which has a structure different from that of the bulk, is called the selvage. This is our first

indication that bonding at surfaces is inherently different from that in the bulk both

because of changes in coordination and because of changes in structure. On metal

surfaces, the force (stress) experienced by surface atoms leads to a contraction of the

interatomic distances in the surface layer.
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1.1.2 High Index and Vicinal Planes

Surface structure can be made more complex either by cutting a crystal along a higher

index plane or by the introduction of defects. High index planes (surfaces with h, k, or

l > 1) often have open structures that can expose second and even third layer atoms. The

fcc(110) surface shows how this can occur even for a low index plane. High index planes

often have large unit cells that encompass many surface atoms. An assortment of defects

is shown in Figure 1.4.

Table 1.1 Surface atom densities. Data taken from Roberts and Mckee2 except where noted.

fcc structure

Plane (100) (110) (111) (210) (211) (221)
Density relative
to (111) 0.866 0.612 1.000 0.387 0.354 0.289

Metal Al Rh Ir Ni Pd Pt Cu
Density of
(111)/cm�2� 10�15 1.415 1.599 1.574 1.864 1.534 1.503 1.772

Metal Ag Au
Density of
(111)/cm�2� 10�15 1.387 1.394

bcc structure
Plane (100) (110) (111) (210) (211) (221)
Density relative
to (110) 0.707 1.000 0.409 0.316 0.578 0.236

Metal V Nb Ta Cr Mo W Fe
Density of
(100)/cm�2� 10�15 1.547 1.303 1.299 1.693 1.434 1.416 1.729

hcp structure
Plane (0001) ð10�10Þ ð10�11Þ ð10�12Þ ð11�22Þ ð11�22Þ

Density relative
to (0001) 1.000

3

2r

ffiffiffi
3

p

ð4r2 þ 3Þ1=2
ffiffiffi
3

p

ð4r2 þ 12Þ1=2
1

r

1

2ðr2 þ 1Þ1=2
Metal Zr Hf Re Ru Os Co Zn
Density of
(0001)/cm�2� 10�15 1.110 1.130 1.514 1.582 1.546 1.830 1.630

Axial ratio r ¼ c=a 1.59 1.59 1.61 1.58 1.58 1.62 1.86
Metal Cd
Density of
(0001)/cm�2� 10�15 1.308

Axial ratio r ¼ c=a 1.89
Diamond lattice Graphite

Element C Si Ge C
(111)

Areal
Density/cm�2� 10�15 0.7839 (100) basal plane

(100) 0.625 3.845
0.6782

Si values3
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One of the most straightforward types of defects at surfaces is that introduced by cutting

the crystal at an angle slightly off the perfect [hkl] direction. A small miscut angle leads to

vicinal surfaces. Vicinal surfaces are close to but not flat low index planes. The effect of a

small miscut angle is demonstrated in Figure 1.4. Because of the small miscut angle, the

surface cannot maintain the perfect (hkl) structure over long distances. Atoms must come in

whole units and in order to stay as close to a low index structure as possible while still

maintaining the macroscopic surface orientation, step-like discontinuities are introduced

into the surface structure. On the microscopic scale, a vicinal surface is composed of a

series of terraces and steps. Therefore, vicinal surfaces are also known as stepped surfaces.

Stepped surfaces have an additional type of heterogeneity compared with flat surface,

which has a direct effect on their properties4. They are composed of terraces of low index

planes with the same types of symmetry as normal low index planes. In addition, they have

steps. The structure of step atoms must be different from that of terrace atoms because of

the different bonding that they exhibit. Step atoms generally relax more than terrace atoms.

The effect of steps on electronic structure is illustrated in Figure 1.5. The electrons of the

solid react to the presence of the step and attempt to minimize the energy of the defect.

They do this by spreading out in a way that makes the discontinuity at the step less abrupt.

This process is known as Smoluchowski smoothing.5 Since the electronic structure of steps

differs from that of terraces, we expect that their chemical reactivity is different as well.

Note that the top and the bottom of a step are different and this has implications, for

Figure 1.4 Hard-sphere representation of a variety of defect structures that can occur on
single-crystal surfaces.

Figure 1.5 Smoluchowski smoothing: the electrons at a step attempt to smoothe out the
discontinuity of the step.
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instance, for diffusion of adsorbates over steps. It is often the case that diffusion in one

direction is significantly easier than in the other. Furthermore, we expect that diffusion on

the terraces may differ significantly from diffusion across steps (Section 3.2).

1.1.3 Faceted Surfaces

Not all surfaces are stable. The formation of a surface is always endothermic (see Ch. 5).

However, the formation of a larger surface area of low energy (low index) planes is

sometimes favoured over the formation of a single layer of a high-energy (high index)

plane. Many high index planes are known to facet at equilibrium. Faceting is the

spontaneous formation of arrays of low index planes. Numerous systems exhibit ordered

arrays of low index facets. These have been catalogued by Shchukin and Bimberg6 and

include vicinal surfaces of Si(111), GaAs(100), Pt(100), high index planes of Si(211) and

low index planes of TaC(110).

1.1.4 Bimetallic Surfaces

A surface composed of a mixture of two metals often exhibits unique properties. The

catalytic behaviour of Au+Ni surfaces, for example, will be discussed in Chapter 6. The

surface alloy of Pt3Sn(111) has also attracted interest because of its unusual catalytic

properties.7 Materials containing mixtures of metals introduce several new twists into a

discussion of surface structure. Here it is important to make a distinction between an

alloy, that is a solid solution of one metal randomly dissolved in another, and an

intermetallic compound, that is, a mixture with a definite and uniform stoichiometry and

unit cell. Consider a single crystal composed of two metals that form a true intermetallic

compound. An ideal single crystal sample would exhibit a surface structure much like

that of a monometallic single crystal. The composition of the surface would depend on

the bulk composition and the exposed surface plane. Several examples of this type have

been observed,8, e.g. Cu3Au(100); (100), (111) and (110) surfaces of Ni3Al; (110) and

(111) surfaces of NiAl as well as TiPt3(100).

Not all combinations of metals form intermetallic compounds. Some metals have limited

solubility in other metals. In a solid solution, just as for liquid solutions, the solute will tend

to be randomly distributed in the solvent. Furthermore, the solubility of a given metal may

be different in the bulk than it is at the surface. That is, if the surface energy of one

component of an alloy is significantly lower than that of the other component, the low

surface energy species preferentially segregates to the surface. This leads to enrichment in

the surface concentration as compared with the bulk concentration. Most alloys show some

degree of segregation and enrichment of one component at the surface or in subsurface

sites. The factors that lead to segregation are much the same as those that we will encounter

in Chapter 7 when we investigate growth processes. For a binary alloy AB, the relative

strengths of the A–A, A–B and B–B interactions as well as the relative sizes of A and B

determine whether alloy formation is exothermic or endothermic. These relative values

determine whether segregation occurs. If alloy formation is strongly exothermic, i.e. the A–

B interaction is stronger than either A–A or B–B interactions, then there is little tendency

toward segregation. The relative atomic sizes are important for determining whether lattice

strain influences the energetics of segregation. In summary, surface segregation is expected

unless alloy formation is highly exothermic and there is good matching of the atomic radii.
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If a bimetallic surface is made not from a bulk sample but instead from the deposition

of one metal on top of another, the surface structure depends sensitively on the conditions

under which deposition occurs. In particular, the structure depends on whether the

deposition process is kinetically or thermodynamically controlled. These issues will be

dealt with in Chapter 7.

From these considerations, we can conceive of at least four configurations that arise

from the deposition of one metal on top of another, as shown in Figure 1.6. The

formation of an intermetallic compound with a definite composition is illustrated in

Figure 1.6(a). The surface is rather uniform and behaves much as a pure metal surface

with properties that are characteristic of the alloy and in all likelihood intermediate

between the properties of either one of the constituent pure metals. If one metal is

miscible in the other, it can incorporate itself into the surface after deposition. A random

array of incorporated atoms [Figure 1.6(b)] is expected to dope the substrate. Doping

means that the added atom changes the electronic character of the substrate metal.

Thereby, the chemical reactivity and other properties, such as magnetism or work

function, may also change. Whether the doping effect is long range or short range is

greatly debated. An immiscible metal segregates into structures that minimize the

surface area. Often step edges present sites with a high binding energy, which can lead to

the structure shown in Figure 1.6(c). If the binding of adatoms to themselves is stronger

than to the substrate atoms, we expect the formation of islands to occur as shown in

Figure 1.6(d). In Chapter 6 we will explore the implications of these different structures

on catalytic reactivity.

1.1.5 Porous Solids

It is standard usage to refer to a solid substance by adding a suffix to its chemical notation

to denote its phase. Hence crystalline Si is c-Si, amorphous Si is a-Si, alumina in the b
structure is b-Al2O3 and in the gamma structure g-Al2O3. In this same convention I will

denote a nanocrystalline substance as, for example, nc-Si and a porous solid, for example,

por-Si. This general notation avoids several possible ambiguities compared with some

notation that is used in the literature. For instance, p-Si or pSi is sometimes used for

porous silicon but also sometimes for p-doped Si.

A number of parameters are used to characterized porous solids. They are classified

according to their mean pore size, which for a circular pore is measured by the pore

diameter. The International Union of Pure and Applied Chemistry (IUPAC) recommen-

dations define samples with a mean pore size < 10 nm as microporous, between 10 and

100 nm as mesoporous, and > 100 nm as macroporous. The term nanoporous is currently

in vogue but undefined. The porosity e is a measure of the relative amount of empty space

in the material,

e ¼ Vp=V; ð1:1:3Þ
where Vp is the pore volume and V is the apparent volume occupied the material. We need

to distinguish between the exterior surface and the interior surface of the material. If

we think of a thin porous film on top of a substrate, the exterior surface is the upper

surface of the film (taking into account any and all roughness), whereas the interior

surface comprises the surface of all the pore walls that extend into the interior of the film.
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Figure 1.6 Four limiting cases of the structure of a bimetallic surface prepared by metal-on-
metal adsorption: (a) the formation of an intermetallic compoundwith a definite stoichiometry;
(b) random absorption of a miscible metal; (c) segregation of an immiscible metal to the step
edges; (d) segregation of an immiscible metal into islands.
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The specific area of a porous material, ap, is the accessible area of the solid (the sum of

exterior and interior areas) per unit mass.

Porous solids can be produced in several ways. They can be grown from a molecular

beam incident at a high angle in a technique known as glancing angle deposition

(GLAD).9 Porous solids are often produced by etching an originally nonporous solid, for

instance Si,10 Ge, SiC, GaAs, InP, GaP and GaN11 as well as Ta2O5,
12 TiO2,

13 WO3,
14

ZrO2
15 and Al2O3.

16 Mesoporous silicas and transition metal oxides (also called

Figure 1.6 (Continued)
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molecular sieves) are extremely versatile and can exhibit pore sizes from 2–50 nm and

specific areas up to 1500m2 g�1. They can be synthesized using a liquid crystal

templating method that allows for control over the pore size.17, 18 A similar templating

strategy has also been used to produce mesoporous Ge19 and porous Au.20 By using a

template of latex or silica microspheres (or more generally colloidal crystals), this range

can be extended into the macroporous regime for a broad range of materials, including

inorganic oxides, polymers, metals, carbon and semiconductors.21 This method involves

creating a mixture of the template and the target material. The template self-assembles

into a regular structure and the target fills the space around the template. Subsequently

the template is removed by combustion, etching, some other chemical reaction or

dissolution leaving behind the target material in, generally, a powder of the porous

material.

Porous materials are extremely interesting for the optical, electronic and magnetic

properties10, 22 as well as membranes.23, 24 A much more in depth discussion of their use

in catalysis can be found in Thomas and Thomas.25 Porous oxides such as Al2O3, SiO2

and MgO are commonly used as (relatively) inert, high surface areas substrates into

which metal clusters are inserted for use as heterogeneous catalysts. These materials

feature large pores so that reactants can easily access the catalyst particles and products

can easily leave them. Zeolites are microporous (and more recently mesoporous)

aluminosilicates, aluminium phosphates (ALPO), metal aluminium phosphates

(MeALPO) and silicon aluminium phosphates (SAPO) that are used in catalysis,

particularly in the refining and reforming of hydrocarbons and petrochemicals. Other

atoms can be substituted into the cages and channels of zeolites, enhancing their

chemical versatility. Zeolites can exhibit both acidic and basic sites on their surfaces

that can participate in surface chemistry. Microporous zeolites constrain the flow of large

molecules; therefore, they can be used for shape-selective catalysis. In other words, only

certain molecules can pass through them so only certain molecules can act as reactants or

leave as products.

Another class of microporous materials with porous smaller than 2 nm is that of metal-

organic frameworks (MOF).26–28 MOFs are crystalline solids that are assembled by the

connection of metal ions or clusters through molecular bridges. Control over the void space

between the metal clusters is easily obtained by controlling the size of the molecular

bridges that link them. Implementation of a strategy that incorporates the geometric

requirements for a target framework and transforms starting materials into such a frame-

work has been termed reticular synthesis. As synthesized MOFs generally have their pores

filled with solvent molecules because they are synthesized by techniques common to

solution phase organic chemistry. However, the solvent molecules can generally be

removed to expose free pores. Closely related are covalent organic frameworks (COF)

which are composed entirely of light elements including H, B, C, N and O.29

1.1.6 Oxide Surfaces

Oxides are covalent solids that exhibit a range of interesting properties. Most oxides can

assume a number of structural forms. Metals often have more than one oxidation state,

which means that they are able to form oxides of different stoichiometries or even mixed

valence compounds in which more than valence state is present. Different crystal
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structures have different optical and electronic properties. Defects as well as substitu-

tional or interstitial impurities (dopants) also modify the optical and electronic properties

as well as the chemistry of oxides. Because of the multifarious crystal structures

exhibited by oxides, it is more difficult to present general patterns in structure and

reactivity.30

Many oxides are insulators with band gaps in excess of 6 eV, such as SiO2 (silica,

quartz, glass, 35 different crystalline forms), Al2O3 (alumina, corundum or a-alumina as

well as g-alumina, which has a defect spinel structure, and several others) and MgO

(magnesia with a NaCl structure). All of these are commonly used as substrates for

supported catalysts. g-alumina is particularly important for catalysis and it is found that it

can take up water into its structure.31 The H content in g-alumina may fall anywhere

within the range [0 < n < 0:6] for Al2O3 � n(H2O). a-alumina doped with metal

impurities is responsible for sapphire (Cr, Fe, or Ti doped) and ruby (Cr doped).

Other oxides are conductors or at least semiconductors with bandgaps below 4 eV such

as cerium oxides (ceria, CeO2 with a fluorite structure but also Ce2O3), In2O3 (bixbyite

type cubic structure and an indirect bandgap of just 0.9–1.1 eV), SnO2 (rutile, 3.6 eV

direct bandgap) and ZnO (wurzite, 3.37 eV direct bandgap). The ability of ceria to form

two different valence states allows its surface and near surface region to exist in a range

of stoichiometries between CeO2 and Ce2O3. As we shall see later, when used as an

additive to the catalyst support for automotive catalysis, this allows ceria to act as a

sponge that takes up or gives off oxygen atoms based on the reactive conditions. By

substituting approximately 10% Sn into indium oxide, the resulting material indium tin

oxide (ITO) combines two seemingly mutually exclusive properties: a thin film of ITO is

both transparent and electrically conductive. This makes ITO very important as a

substrate in display technology. The properties of semiconducting oxides are responsive

not only to oxygen content and metal atom substitution. Because they are semiconduc-

tors, their electrical and optical properties are also strongly size dependent when formed

into nanotubes, nanowires and nanoparticles due to the effects of quantum confinement.

The covalent nature of oxides means that certain cleavage planes are much more

favoured to form surfaces, that is, there are certain low energy planes that are much more

stable and likely to be observed. This is in contrast to metals. Metallic bonding is much

less directional and this means that several planes have similar surface energies and it is

easier to make samples of crystalline metals that exhibit a variety of different planes.

Another consequence of directional bonding is that the surfaces of covalent solids are

much more susceptible to reconstruction.

The stability of covalent surfaces is described by Tasker’s rules.32 The surfaces of

ionic or partly ionic crystals can be classified according to three types, as shown in

Figure 1.7. Type 1 consists of neutral planes containing a counterbalancing stoichio-

metry of anions and cations. Type 2 is made up of symmetrically arranged layers of

positive and negative charged, which when taken as a repeat unit contain no net charge

and no net dipole moment perpendicular to the unit cell. Type 3 exhibits a surface charge

and there is a dipole moment perpendicular to the unit cell. Types 1 and 2 represent

stable surfaces that exhibit a good balance of charge at the surface. Polar surfaces of

Type 3 have very large surface energies would be unstable. These surfaces cannot exist

unless they are stabilized by extensive reconstruction, faceting or the adsorption of

counterbalancing charge.
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The rocksalt (NaCl) structure is common among binary oxides of the general formula

MX such as MgO and NiO. Both the (100) and (110) are stoichiometric planes of Type 1

with equal numbers ofmþ and X� ions. Both are low energy planes and the {100} planes

are the natural cleavage planes for rocksalt crystals. The (111) plane is of Type 3 and,

therefore, is only expected to be observed in a bulk crystal if stabilized by reconstruction

or adsorption, though it might be observed in a potentially metastable thin film.

The fluorite structure is common for MX2 oxides such as CeO2. Here the (100) is a

Type 3 plane. While the (110) is a Type 1 plane, the (111) plane with exposed O2� anions

at its surface is of Type 2, has the lowest energy, and is the natural cleavage plane of a

fluorite crystal. A (111) plane that is terminated by metal cations is of Type 3 and is not

normally observed.

The zincblende structure is characteristic of compound semiconductors such as GaAs

and ZnS. While not oxides they are partially ionic. The (110) plane is the natural

cleavage plane as it is neutral and of Type 1. Both the (100) and (111) are Type 3 planes

and are unstable with respect to reconstruction.

One way to avoid the difficulties of working with bulk oxide crystals is to grow thin

films of oxides on top of metal single crystals33 with the techniques described in Chapter

7. With this approach a range of materials can then be probed using the techniques of

surface science to probe structure and reactivity.

An oxide of particular interest is that of TiO2, titania.
34,35 The two most important

crystalline forms of titania are rutile and anatase. Rutile has a bandgap of �3.2 eV, which

means that it absorbs in the near UV by excitation from filled valence band states

Figure 1.7 Three types of planes formed by ionic crystals. q, ionic charge in layer; m electric
dipole moment associated with the lattice repeat unit.
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localized essentially on an O(2p) orbital to the empty conduction band states primarily

composed of Ti(3d) states. Such excitations lead to very interesting photocatalytic

properties. The (110) plane is the most stable and it can assume several different

reconstructions as shown in Figure 1.8. The different reconstructions occur in response to

the oxygen content of the crystal. The release of oxygen caused by heating the sample in

a vacuum drastically changes the optical properties, changing a perfectly stoichiometric

TiO2 from transparent to blue to black with progressive loss of O atoms. A substoichio-

metric oxide TiO2�x will turn black for value of x ¼ 0:01.
As Figure 1.8(a) shows, the expected (1�1) structure is found on stoichiometric TiO2

and for surfaces for which x is very small (corresponding to blue crystals). The images

are dominated by five-fold coordinate Ti atoms in the surface. Oxygen ions are not

usually imaged by STM and the reasons why different atoms image differently will be

discussed in Chapter 2, as is the (n�m) nomenclature that indicate the size of the

reconstruction unit cell compared with the unreconstructed (1�1) unit cell. As the

crystal loses more O atoms changes occur, as shown in Figure 1.8 (a)–(d). The structure

first changes to a (1�3) pattern, which only exists over only a narrow range of x. This is

followed by two different (1�2) reconstructions. The first is an added row reconstruc-

tion. The second (1�2) structure is really an (n�2) where n is a large, but variable

number for any particular surface (that is, the structure often lacks good order in the

[001] direction).

Figure 1.8 The surface structures observed on TiO2(110) as a function of increasing bulk
reduction of the crystal. Upper panels are scanning tunnelling microscope images with 20 nm
scan size. The lower two panels display the proposed surface structures. Reproduced from M.
Bowker, Curr. Opin. Solid State Mater. Sci. 10, 153. Copyright (2006), with permission from
Elsevier Science.
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1.2 Reconstruction and Adsorbate Structure

1.2.1 Implications of Surface Heterogeneity for Adsorbates

As we have alluded to above, the natural heterogeneity of solid surfaces has several

important ramifications for adsorbates. Simply looked at from the point of view of electron

density, we see that low index planes, let alone vicinal surfaces, are not completely flat.

Undulations in the surface electron density exist that reflect the symmetry of the surface

atom arrangement as well as the presence of defects such as steps, missing atoms or

impurities. The ability of different regions of the surface to exchange electrons with

adsorbates, and thereby form chemical bonds, is strongly influenced by the coordination

number of the various sites on the surface. More fundamentally, the ability of various

surface sites to enter into bonding is related to the symmetry, nature and energy of the

electronic states found at these sites. It is a poor approximation to think of the surface atoms

of transition metals as having unsaturated valences (dangling bonds) waiting to interact

with adsorbates. The electronic states at transition metal surfaces are extended, delocalized

states that correlate poorly with unoccupied or partially occupied orbitals centred on a

single metal atom. The concept of dangling bonds, however, is highly appropriate for

covalent solids such as semiconductors. Nontransition metals, such as aluminium, can also

exhibit highly localized surface electronic states.

The heterogeneity of low index planes presents an adsorbate with a more or less regular

array of sites. Similarly, the strength of the interaction varies in a more or less regular

fashion that is related to the underlying periodicity of the surface atoms and the electronic

states associated with them. These undulations are known as corrugation. Corrugation can

refer to either geometric or electronic structure. A corrugation of zero corresponds to a

completely flat surface. A high corrugation corresponds to a mountainous topology.

Since the sites at a surface exhibit different strengths of interaction with adsorbates and

since these sites are present in ordered arrays, we expect adsorbates to bind in well-

defined sites. Interactions between adsorbates can enhance the order of the overlayer,

indeed, these interactions can also lead to a range of phase transitions in the overlayer.36

We will discuss the bonding of adsorbates extensively in Chapter 3 and adsorbate–

adsorbate interactions in Chapter 4. The symmetry of overlayers of adsorbates may

sometimes be related to the symmetry of the underlying surface. We distinguish three

regimes: random adsorption, commensurate structures and incommensurate structures.

Random adsorption corresponds to the lack of two-dimensional order in the overlayer,

even though the adsorbates may occupy (one or more) well-defined adsorption sites.

Commensurate structures are formed when the overlayer structure corresponds to the

structure of the substrate in some rational fashion. Incommensurate structures are formed

when the overlayer exhibits two-dimensional order; however, the periodicity of the

overlayer is not related in a simple fashion to the periodicity of the substrate. A more

precise and quantitative discussion of the relationship of overlayer to substrate structure

is discussed in Section 2.5, which deals with low energy electron diffraction (LEED).

1.2.2 Clean Surface Reconstructions

In most instances, the low index planes of metals are stabilized by simple relaxations.

Sometimes relaxation of the selvage is not sufficient to stabilize the surface, as is the case
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for Au(111) and Pt(100). To minimize the surface energy, the surface atoms reorganize the

bonding among themselves. This leads to surfaces with periodicities that differ from the

structure of the bulk terminated surface called reconstructions. For semiconductors and

polar surfaces it is the rule rather than the exception that the surfaces reconstruct. This can

be traced back to the presence of dangling bonds on covalent surfaces whereas metal

electrons tend to occupy delocalized states. Delocalized electrons adjust more easily to

relaxations and conform readily to the geometric structure of low index planes. Dangling

bonds are high-energy entities and solids react in extreme ways to minimize the number of

dangling bonds. The step atoms on vicinal surfaces are also associated with localized

electronic states, even on metals. In many cases vicinal surfaces are not sufficiently

stabilized by simple relaxations and they, therefore, undergo faceting as mentioned above.

One of the most important and interesting reconstructions is that of the Si(100) surface,

shown in Figure 1.9, which is the plane most commonly used in integrated circuits. The

Si(100)–(2�1) reconstruction completely eliminates all dangling bonds from the original

Si(100)–(1�1) surface. The complex Si(111)–(7�7) reconstruction reduces the number

of dangling bonds from 49 to just 19. The Wood’s notation used to describe reconstruc-

tions is explained in Section 2.5.

1.2.3 Adsorbate Induced Reconstructions

An essential tenant of thermodynamics is that at equilibrium a system will possess the

lowest possible chemical potential and that all phases present in the system have the same

chemical potential. This is true in the real world in the absence of kinetic or dynamic

constraints or, equivalently, in the limit of sufficiently high temperature and sufficiently

long time so that any and all activation barriers can be overcome. This tenet must also

hold for the gas phase/adsorbed phase/substrate system and has several interesting

consequences. We have already mentioned that adsorbates can form ordered structures

(Figures I. 4, 2.2 and 2.5). This may appear contrary to the wishes of entropy but if an

ordered array of sites is to be maximally filled, then the adsorbate must also assume an

Figure 1.9 The Si(100)–(2�1) reconstruction: (a) unreconstructed clean Si(100)–(1�1); (b)
reconstructed clean Si(100)–(2�1).
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ordered structure. The only constraint on the system is that chemisorption must be

sufficiently exothermic to overcome the unfavourable entropy factors.

Adsorbates not only can assume ordered structures, they can also induce reconstruc-

tion of the substrate. One way to dispense with dangling bonds is to involve them in

bonding. The Si–H bond is strong and nonpolar. H atom adsorption represents a perfect

method of capping the dangling bonds of Si surfaces. H atom adsorption is found to lift

the reconstruction of Si surface, that is, the clean reconstructed surfaces are transformed

to a new structure by the adsorption of H atoms. By adsorbing one H atom per surface Si

atom, the Si(100)–(2�1) asymmetric dimer structure is changed into a symmetric dimer

Si(100)–(2�1):H structure. The Si(111) surface takes on the bulk-terminated (1�1)

structure in the presence of chemisorbed hydrogen.

Adsorbate induced reconstructions can have a dramatic effect on the kinetics of

reactions on reconstructed surfaces. Of particular importance is the reconstruction of Pt

(110). The clean surface is reconstructed into a (1�2) missing row structure, a rather

common type of reconstruction. However, CO adsorption leads to a lifting of the

reconstruction. Adsorbate induced reconstruction of a metal surface is associated with

the formation of strong chemisorption bonds.

The surface does not present a static template of adsorption sites to an adsorbate.

Somorjai37 has collected an extensive list of clean surface and adsorbate induced

reconstructions. When an adsorbate binds to a surface, particularly if the chemisorption

interaction is strong, we need to consider whether the surface is stable versus reconstruc-

tion.38 For sufficiently strong interactions and high enough adsorbate concentrations we

may have to consider whether the surface is stable versus the formation of a new solid

chemical compound, such as the formation of an oxide layer, or the formation of a

volatile compound, as in the etching of Si by halogen compounds or atomic hydrogen.

Here we concentrate on interactions that lead to reconstruction.

The chemical potential of an adsorbate/substrate system is dependent on the tempera-

ture T, the chemical identity of the substrate S and adsorbate A, the number density of the

adsorbates sA and surface atoms sS, and the structures assumed by the adsorbate and

surface. The gas phase is coupled, in turn, to sA through the pressure. Thus, we can write

the chemical potential as

mðT ; sS; sAÞ ¼
X
i

sS;imiðTÞ þ
X
j

sA;jmjðTÞ: ð1:2:1Þ

In Equation (1.2.1) the summations are over the i and j possible structures that the surface

and adsorbates, respectively, can assume. The adsorption energy can depend on the

surface structure. If the difference in adsorption energy between two surface structures is

sufficiently large so as to overcome the energy required to reconstruct the substrate, the

surface structure can switch from one structure to the next when a critical adsorbate

coverage is exceeded. Note also that Equation (1.2.1) is written in terms of areal densities

(the number of surface atoms per unit area) to emphasize that variations in adsorbate

concentration can lead to variations in surface structure across the surface. In other

words, inhomogeneity in adsorbate coverage may lead to inhomogeneity in the surface

structure. An example is the chemisorption of H on Ni(110).39 Up to a coverage of 1 H

atom per surface Ni atom (� 1 monolayer or 1 ML), a variety of ordered overlayer

structures are formed on the unreconstructed surface. As the coverage increases further,
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the surface reconstructs locally into islands that contain 1.5ML of H atoms. In these

islands the rows of Ni atoms pair up to form a (1�2) structure.

Equation (1.2.1) indicates that the equilibrium surface structure depends both on the

density (alternatively called coverage) of adsorbates and the temperature. The surface

temperature is important in two ways. The chemical potential of each surface structure

will depend on temperature. Therefore, the most stable surface structure can change as a

function of temperature. Second, the equilibrium adsorbate coverage is a function of the

pressure and temperature. Because of this coupling of adsorbate coverage to temperature and

pressure, we expect that the equilibrium surface structure can change as a function of these

twovariables aswell as the identityof the adsorbate.38This can have important consequences

for working catalysts because surface reactivity can change with surface structure.

An example of the restructuring of a surface and the dependence on adsorbate coverage

and temperature is the H/Si(100) system (Figure 1.10).40–43 The clean Si(100) surface

reconstructs into a (2�1) structure accompanied by the formation of Si dimers on the

surface. The dimers are buckled at low temperature but the rocking motion of the dimer is a

low frequency vibration, which means that at room temperature the average position of the

dimers appears symmetric.When H adsorbs on the dimer in the monohydride structure (1H

atom per surface Si atom), the dimer becomes symmetric, the dimer bond expands and

much of the strain in the subsurface layers is relaxed. Further increasing the H coverage by

exposure of the surface to atomic H leads to the formation of dihydride units (SiH2). These

only form in appreciable numbers if the temperature during adsorption is below�400K. If

the surface is exposed to H at room temperature, trihydride units (SiH3) can also form.

These are a precursor to etching by the formation of SiH4, which desorbs from the surface.

Northrup44 has shown how these changes are related to the chemical potential and lateral

interactions. Neighbouring dihydride units experience repulsive interactions and are unable

to assume their ideal positions. This lowers the stability of the fully covered dihydride

surface such that some spontaneous formation and desorption of SiH4 is to be expected.

Figure 1.10 The adsorption of H onto Si(100): (a) Si(100)–(2�1):H, yðHÞ ¼ 1ML; (b) Si
(100)–(3�1):H, yðHÞ ¼ 1:33ML. Note: the structures obtained from the adsorption of hydro-
gen atoms on to Si(100) are a function of the hydrogen coverage, yðHÞ:1ML ¼ 1 monolayer as
defined by 1 hydrogen atom per surface silicon atom.
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The LEED pattern of a Si(100) surface exposed to large doses of H at room

temperature or below has a (1�1) symmetry but it should always be kept in mind that

diffraction techniques are very sensitive to order and insensitive to disorder. The (1�1)

diffraction pattern has been incorrectly interpreted as a complete coverage of the surface

with dihydrides with the Si atoms assuming the ideal bulk termination. Instead, the

surface is rough, disordered and composed of a mixture of SiH, SiH2 and SiH3 units. The

(1�1) pattern arises from the ordered subsurface layers, which are also probed by LEED.

If the surface is exposed to H atoms at �380 K, a (3�1) LEED pattern is observed. This

surface is composed of an ordered structure comprised of alternating SiH and SiH2 units.

Thus, there are 3 H atoms for every 2 Si atoms. Heating the (3�1) surface above �600K

leads to rapid decomposition of the SiH2 units. The hydrogen desorbs from the surface as

H2 and the surface reverts to the monohydride (2�1) structure.

The reconstructed and nonreconstructed Pt surfaces are shown in Figure 1.11. Of the

clean low index planes, only the Pt(111) surface is stable versus reconstruction. The Pt

Figure 1.11 Reconstructed and nonreconstructed surfaces for the three low index planes of
Pt: (a) (100) plane, (i) (1� 1) unreconstructed surface, (ii) quasi-hexagonal (hex) recon-
structed surface; (b) (110) plane, (i) (1�1) unreconstructed surface, (ii) missing row (1�2)
reconstructed surface; (c) (111) plane, (i) (1�1) unreconstructed surface (Pt(111) is stable
against reconstruction). Reproduced from R. Imbihl, G. Ertl, Chem. Rev. 95, 697. Copyright
(1995), with permission from the American Chemical Society.
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(100) surface reconstructs into a quasi-hexagonal (hex) phase, which is �40 kJmol�1

more stable than the (1�1) surface. The Pt(110) reconstructs into a (1�2) missing row

structure. These reconstructions lead to dramatic changes in the chemical reactivity,

which can lead to spatiotemporal pattern formation during CO oxidation (see Chapter

6).45 The clean surface reconstructions can be reversibly lifted by the presence of certain

adsorbates including CO and NO. This is driven by the large difference in adsorption

energy between the two reconstructions. For CO the values are 155 and 113 kJmol�1 on

the (1�1) and hex phases, respectively, just large enough to overcome the energetic cost

of reconstruction.

The surface structure not only affects the heat of adsorption, but it can also

dramatically change the probability of dissociative chemisorption. O2 dissociates with

a probability of 0.3 on the Pt(100)–(1�1) surface. On the Pt(100) hex phase, the

dissociation probability drops to �10�4–10�3. We will investigate the implications of

these changes further in Chapter 6. In Chapter 3 we discuss the dynamical factors that

affect the dissociation probability.

1.2.4 Islands

A flux of gas molecules strikes a surface at random positions. If no attractive or repulsive

interactions exist between the adsorbed molecules (lateral interactions), the distribution

of adsorbates on the surface would also be random. However, if the surface temperature

is high enough to allow for diffusion (Section 3.2), then the presence of lateral

interactions can lead to nonrandom distributions of the adsorbates. In particular, the

adsorbates can coalesce into regions of locally high concentration separated by low

concentration or even bare regions. The regions of high coverage are known as islands.

Since the coverage in islands is higher than in the surrounding regions, then, according to

Equation (1.2.1), the substrate beneath the island might reconstruct whereas regions

outside of the islands might not. In some cases, such as H/Ni(110), it is the capacity of a

reconstructed region to accommodate a higher coverage than an unreconstructed region

that drives the formation of islands. In subsequent chapters, we shall see that islands can

have important implications for surface kinetics (Chapter 4), in particular for spatio-

temporal pattern formation (Section 6.8) as well as the growth of self-assembled

monolayers (Chapter 5) and thin films (Chapter 7).

1.2.5 Chiral Surfaces

One of the great challenges in heterogeneous catalysis is to develop catalysts for

asymmetric synthesis, that is, catalysts that accelerate the rate of reaction for only one

of a pair of enantiomers. Chiral chromatography essentially works because enantiomers

(molecules with the same chemical formula but with mirror image structures) have ever

so slightly different rates of adsorption and desorption onto and off the surfaces present in

the chromatographic column. There are several different ways in which chiral recogni-

tion and chemical interaction dependent on chirality can be engineered into surfaces. One

is to form a porous solid, the pores or porewalls of which are chiral. Little success in this

regard has been achieved with zeolites but recent progress has been made in this area

with metal-organic frameworks.46 Porous solids such as por-Si can be used to immobilize

enzymes or chiral molecules.47 The interactions of these adsorbed species can then be
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used for chiral surface processing. Indeed, chiral columns work by means of chiral

selectors adsorbed on otherwise achiral surfaces.

Purely two-dimensional structures can also exhibit chiral interactions. The kink sites

on vicinal metal surfaces can possess a chiral structure as was first recognized by

Gellman and coworkers,48 who proposed a system for naming left-handed and high-

handed kinks ðhklÞS and ðhklÞR, respectively. Attard et al.49 were the first to observe that

naturally chiral metal surfaces can exhibit entantiospecific chemical reactivity, namely, in

the electro-oxidation of glucose on Pt(643)S. More recently, Greber et al.50 have shown

that D-cysteine binds 140meV stronger than L-cysteine to the Auð17 11 9ÞS kinks on a

vicinal Au(111) surface.

Following King and co-workers,51 we use the low index or singular planes that contain

the highest symmetry elements of each crystal class as the starting point for a description

of chiral surfaces. For fcc and bcc crystals these are the {100}, {110} and {111} planes,

which contain four-fold, two-fold and three-fold rotational axes, respectively. In an hcp

system, the {0001} contains a three-fold rotational axis, while the f10�10g and f11�20g
planes present two symmetrically distinct two-fold axes. These planes also contain mirror

planes. Any plane that contains a mirror plane as a symmetry element is achiral. Any

chiral surface will be described by three inequivalent, nonzero Miller indices, such as the

(643) and (17 11 9) examples given above.

The (R,S) naming convention depends on decomposing the kink into the three singular

microfacets and assigning an absolute chirality (R or S) based on the density of atoms in

the singular surfaces. King and co-workers51 have developed a more general (D, L)

naming convention that does not depend on the presence of kinks. Instead, they consider

a stereographic projection of the crystal symmetry. They define the surface chirality

within a single stereographic triangle (Figure 1.12), by the sense in which one visits the

high-symmetry poles at its vertices: proceeding in order of increasing symmetry – {110},

{111}, {100} – a clockwise sequence will imply D and an anticlockwise route L. For fcc

surfaces, the ‘D’ label is matched with ‘R’ and the ‘L’ label is matched with ‘S’. This

system has the advantage that a general (hkl) surface of a primitive cubic crystal will have

the same chirality label, regardless of whether the lattice is simple cubic, fcc or bcc.

King et al.51 note that the one-dimensional close-packed chain of atoms is the only

extended structural feature shared by all three common metallic crystal forms. They use

this construct to define a surface containing two or more such chain directions as ‘flat’, a

surface containing precisely one such direction as ‘stepped’, and a surface containing no

such directions as ‘kinked’. Their analysis allows them to draw the following conclusions

regarding the symmetry and structure of fcc surfaces: (1) that all chiral surfaces are

kinked; (2) that kinked surfaces with one zero index are achiral; (3) that surfaces having

two equivalent and nonzero Miller indices are stepped; (4) that the {110} surface is

neither more nor less than the most symmetric stepped surface and (5) that only the

{111} and {001} surfaces are truly flat. Therefore on fcc crystals, all chiral surfaces are

kinked but not all kinked surfaces are chiral.

Similarly for bcc surfaces: (1) all chiral surfaces are kinked, with the exception of

those that are merely stepped; (2) stepped surfaces are those with three nonzero indices

satisfying jhj � jkj � jlj ¼ 0, or an equivalent permutation; (3) all stepped surfaces with

three inequivalent indices are chiral and devoid of kinks; (4) kinked surfaces with one or

more zero indices or at least two equivalent indices are achiral; (5) the {111} and {001}
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Figure 1.12 Stereogram projected on (001) showing the mirror zones relevant to primitive
fcc, bcc and simple cubic crystal surfaces. Note that right-handed axes are used. The chiralities
of two triangles are labelled D and L according to the symmetry-based convention of Pratt
et al.51 Reproduced from S.J. Pratt et al., Surf. Sci., 585, L159. Copyright (2005), with
permission from Elsevier.
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surfaces are, in fact, symmetric kinked surfaces; (6) the {211} surface is a symmetric

stepped surface analogous to fcc{110} and (7) only the {110} surface is truly flat. On bcc

crystal, there are kinked chiral surfaces; however, there are also stepped chiral surfaces

that do not have kinks. This is a new class of chiral surfaces that may potentially be more

stable than kinked surfaces.

1.3 Band Structure of Solids

1.3.1 Bulk Electronic States

A bulk solid contains numerous electrons. The electrons are classified as being either

valence or core electrons. Valence electrons are the least strongly bound electrons and have

the highest values of the principal quantum number. Valence electrons form delocalized

electronic states that are characterized by three-dimensional wavefunctions known as Bloch

waves. The energy of Bloch waves depends on the wavevector, k, of the electronic state.

The wavevector describes the momentum of the electron in a particular state. Since

momentum is a vector, it is characterized by both its magnitude and direction. In other

words, the energy of an electron depends not only on the magnitude of its momentum but

also, on the direction in which the electron moves. The realm of all possible values of k is

known as k-space. k-space is the world of the solid described in momentum space as

opposed to the more familiar world of xyz coordinates, known as real space.

Because of the great number of electrons in a solid, there are a large number of

electronic states. These states overlap to form continuous bands of electronic states and

the dependence of the energy on the momentum is known as the electronic band structure

of the solid. Two bands are always formed: the valence band and the conduction band.

The energetic positions of these two bands and their occupation determine the electrical

and optical properties of the solid.

The core electrons are the electrons with the lowest values of the principal quantum

number and the highest binding energy. These electrons are strongly localized near the

nuclei and they do not form bands. Core electrons are not easily moved from their

positions near the nuclei and, therefore, they do not directly participate either in electrical

conduction or chemical bonding.

1.3.2 Metals, semiconductors and insulators

The simplest definition of metals, semiconductors and insulators is found in Figure 1.13.

In a metal the valence band and the conduction band overlap. There is no energy gap

between these bands and the conduction band is not fully occupied. The energy of the

highest occupied electronic state (at 0 K) is known as the Fermi energy, EF. At 0 K, all

states below the Fermi level (a hypothetical energy level at energy ¼ EF) are occupied

and all states above it are empty. Because the conduction band is not fully occupied,

electrons are readily excited from occupied to unoccupied states and the electrons in the

conduction band are, therefore, quite mobile. Excitation of an electron from an occupied

state to an unoccupied state leads to an excited electronic configuration in which an

electron occupies an excited state and an absent electron ‘occupies’ the original

electronic state. This absent electron is known as a hole. The hole is a pseudo-particle
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that acts something like the mirror image of an electron. A hole is effectively a positively

charged particle that can be characterized according to its effective mass and its mobility

analogous to electrons. Electron excitation always creates a hole. Therefore, we often

speak of electron-hole (e�-hþ) pair formation. As these particles possess opposite

charges, they can interact with one another. Creation of electron-hole pairs in the

conduction band of metals represents an important class of electronic excitation with a

continuous energy spectrum that start at zero energy.

Figure 1.13 illustrates another important property of materials. The vacuum energy,

Evac, is defined as the energy of a material and an electron at infinite separation. The

difference between Evac and EF is known as the work function, �,

e� ¼ Evac � EF: ð1:3:1Þ
and at 0K it represents the minimum energy required to remove one electron from the

material to infinity (e is the elementary charge). For ideal semiconductors and insulators,

the actual minimum ionization energy is greater than � because there are no states at EF.

Instead, the highest energy electrons reside at the top of the valence band. Not apparent in

Figure 1.13 is that the work function is sensitively dependent on the crystallographic

orientation of the surface, the presence of surface defects in particular steps5, 52 and, of

course, the presence of chemical impurities on the surface.

The reason for the dependence of the work function on surface properties can be traced

back to the electron distribution at the surface (Figure 1.14). The electron density does

not end abruptly at the surface. Instead, the electron density oscillates near the surface

before decaying slowly into the vacuum (Friedel oscillations). This distribution of

electrons creates an electrostatic dipole layer at the surface. The surface dipole

contribution D is equal to the difference between the electrostatic potential energy far

into the vacuum and the mean potential deep in the bulk,

D ¼ Vð1Þ � Vð�1Þ: ð1:3:2Þ
If we reference the electrostatic potential with respect to the mean potential in the bulk, i.

e. Vð�1Þ ¼ 0, then the work function can be written

e� ¼ D� EF: ð1:3:3Þ

Figure 1.13 Fermi energies, vacuum energies and work functions in a metal, a semiconductor
and an insulator. The presence and size of a gap between electronic states at the Fermi energy,
EF, determines whether a material is a metal, semiconductor or insulator. Eg, bandgap; � work
function equal to the difference between EF and the vacuum energy, Evac.

36 Surface Science



Therefore, � is determined both by a surface term D and a bulk term EF. With this

definition of the work function, changes in D due to surface structure and adsorbates are

responsible for changes in � because surface properties cannot affect EF. More

commonly, the work function is given in units of eV and Equation (1.3.3) is written as

� ¼ �ew� EF

e
ð1:3:4Þ

where w is the surface potential in volts (the electrostatic potential step resulting from the

inhomogeneous charge distribution at the surface) and EF is in joules. On metal surfaces

w is negative.

The occupation of electronic states is governed by Fermi-Dirac statistics. All particles

with noninteger spin such as electrons, which have a spin of 1=2, obey the Pauli

exclusion principle. This means that no more than two electrons can occupy any given

electronic state. The energy of electrons in a solid depends on the availability of

electronic states and the temperature. Metals sometimes exhibit regions of k-space in

which no electronic states are allowed. These forbidden regions of k-space are known as

partial bandgaps. At finite temperature, electrons are not confined only to states at or

below the Fermi level. At equilibrium they form a reservoir with an energy equal to the

chemical potential, m. The probability of occupying allowed energy states depends on the

energy of the state, E, and the temperature according to the Fermi-Dirac distribution

f ðEÞ ¼ 1

exp½ðE � mÞ=kBT � þ 1
: ð1:3:5Þ

The Fermi-Dirac distribution for several temperatures is drawn in Figure 1.15. At T ¼ 0K,

the Fermi-Dirac function is a step function, that is f ðEÞ ¼ 1 for E < m and f ðEÞ ¼ 0 for

E > 0. At this temperature the Fermi energy is identical to the chemical potential

mðT ¼ 0KÞ � EF: ð1:3:6Þ

Figure 1.14 Friedel oscillations: the electron density near the surface oscillates before
decaying exponentially into the vacuum.
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More generally, the chemical potential is defined as the energy at which f ðEÞ ¼ 0:5. It
can be shown (see for instance Elliot,53 that

mðTÞ � EF 1� p2

12

kBT

EF

� �2
" #

: ð1:3:7Þ

A direct consequence of Fermi-Dirac statistics is that the Fermi energy is not zero at

0K. In fact, EF is a material dependent property that depends on the electron density, r,
according to

EF ¼ h2

2me

ð3p2rÞ2=3: ð1:3:8Þ

EF is on the order of several eVand EF=kB, known as the Fermi temperature, TF, is on the

order of several thousand Kelvin. Consequently, the chemical potential and EF are

virtually identical unless the temperature is extremely high.

Semiconductors exhibit a complete bandgap between the valence and conduction

bands. The energy of the conduction band minimum is EC and the energy at the valence

band maximum is EV. The magnitude of the bandgap is the difference between these two:

Eg ¼ EC � EV: ð1:3:9Þ
The Fermi level of a pure semiconductor, known as an intrinsic semiconductor, lies in the

bandgap. The exact position depends on the temperature according to

EF ¼ Ei ¼ EC þ EV

2
þ kBT

2
ln

NV

NC

� �
; ð1:3:10Þ

where NV and NC are the effective densities of states of the valence and conduction

bands, respectively. The densities of states can be calculated from material specific

constants and the temperature as shown, for instance, by Sze.54 Equation (1.3.10) shows

that the Fermi energy of an intrinsic semiconductor lies near the middle of the gap. As we

shall see below, this is not true for the more common case of a doped (extrinsic)

semiconductor.

Figure 1.15 Fermi-Dirac distribution for gold at three different temperatures, T. EF, Fermi
energy.
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In the bulk of a perfect semiconductor there are no electrons at the Fermi level, even

though it is energetically allowed, because there are no allowed electronic states at this

energy. An equivalent statement is that in the bulk of an ideal semiconductor, the density

of states is zero at EF. In any real semiconductor, defects (structural irregularities or

impurities) introduce a non-zero density of states into the bandgap. These states are

known as gap states. At absolute zero the valence band is completely filled and the

conduction band is completely empty. At any finite temperature, some number of

electrons is thermally excited into the conduction band. This number is known as the

intrinsic carrier density and is given by

ni ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
NCNV

p
expð�Eg=2kBTÞ ð1:3:11Þ

The presence of a bandgap in a semiconductor means that the electrical conductivity of

a semiconductor is low. The bandgap also increases the minimum energy of electron-hole

pair formation from zero to � Eg. What distinguishes a semiconductor from an insulator

is that Eg in a semiconductor is sufficiently small that either thermal excitations or the

presence of impurities can promote electrons into the conduction band or holes into the

valence band. Electrically active impurities are known as dopants. There are two classes

of dopants. If a valence III atom, such as B, is substituted for a Si atom in an otherwise

perfect Si crystal, the B atom accepts an electron from the Si lattice. This effectively

donates a hole into the valence band. The hole is mobile and leads to increased

conductivity. B in Si is a p-type dopant because it introduces a positive charge carrier

into the Si band structure. B introduces acceptor states into the Si and the concentration

of acceptor atoms is denoted NA. On the other hand if a valence V atom, such as P, is

doped into Si, the P atom effectively donates an electron into the conduction band.

Because the resulting charge carrier is negative, P in Si is known as an n-type dopant.

Analogously, the concentration of donors is ND.

The position of the Fermi energy in a doped semiconductor depends on the

concentration and type of dopants. EF is pushed upward by n-type dopants according to

EF ¼ Ei þ kBT ln
ND

ni

� �
: ð1:3:12Þ

In a p-type material, EF is pulled toward the valence band

EF ¼ Ei � kBT ln
NA

ni

� �
: ð1:3:13Þ

Equations (1.3.12) and (1.3.13) hold as long as the dopant density is large compared with

the ni and density of electrically active dopants of the opposite type.

An insulator has a large bandgap. The division between a semiconductor and an

insulator is somewhat arbitrary. Traditionally, a material with a bandgap larger than

�3 eV has been considered to be an insulator. The push of high technology and the desire

to fabricate semiconductor devices that operate at high temperatures has expanded this

rule of thumb. Hence diamond with a bandgap of �5.5 eV now represents the upper limit

of wide bandgap semiconductors.

Graphite represents one other important class of material. It does have electronic states

up to the Fermi energy. However, the conduction and valence band edges, which correlate

with p	 antibonding and p bonding bands formed from pz-like orbitals, only overlap in a
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small region of k space. Therefore, the density of states at EF is minimal and graphite is

considered a semi-metal.

1.3.3 Energy Levels at Metal Interfaces

An interface is generally distinguished from a surface as it is thought of as the boundary

between two materials (or phase) in intimate contact. At equilibrium, the chemical

potential must be uniform throughout a sample. This means that the Fermi levels of two

materials, which are both at equilibrium and in electrical contact, must be the same.

Figure 1.16 demonstrates what occurs when two bulk metals are brought together to

form an interface. In Figure 1.16(a) we see that two isolated metals share a common

vacuum level but have different Fermi levels, EL
F and ER

F , as determined by their work

functions, �L and �R. L and R refer to the left-hand and right-hand metals, respectively.

When the two metals are connected electrically electrons flow from the low work

function metal to the high work function metal, L ! R, until the Fermi levels become

equal. Consequently, metal L is slightly depleted of electrons and metal R has an excess.

In other words, a dipole develops between the two metals and with this is associated a

small potential drop, the contact potential

�j ¼ �R � �L; ð1:3:14Þ
and an electrical field. The presence of the electric field is evident in Figure 1.16(b) by

the sloping vacuum level. Figure 1.16 demonstrates that the bulk work functions of the

two metals remain constant. Since the Fermi energies must be equal at equilibrium, the

vacuum level shifts in response.

In metals, screening of free charges by valence electrons is efficient. Screening is the

process by which the electrons surrounding a charge (or charge distribution such as a

dipole) are polarized (redistributed) to lower the energy of the system. Screening is not

very effective in insulators because the electrons are not as free to move. Therefore, when

Figure 1.16 Electronic bands of metals (a) before and (b) after electrical contact. The Fermi
energies of the two metals align at equilibrium when electrical contact is made. Evac, vacuum
energy; EF, Fermi energy; subscripts L and R refer to left-hand and right-handmetal, respectively.
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the two metals are actually brought into contact, the width of this dipole layer is only a

few angstroms. The energetic separation between EF and Evac is constant after the first

two or three atomic layers. At the surface, however, this separation is not constant. For

the interface of two metals this means that the position of Evac does not change abruptly

but continuously.

The presence of a dipole layer at the surface has other implications for clean and

adsorbate covered surfaces. The difference between EF and Evac in the bulk is a material

specific property. In order to remove an electron from a metal, the electron must pass

through the surface and into the vacuum. Therefore if two samples of the same metal

have different dipole layers at the surface, they exhibit different work functions. In Fig.

1.5 we have seen that Smoluchowski smoothing at steps introduces dipoles into the

surface. A linear relationship between step density and work function decrease has been

Observed.52 Similarly, the geometric structure of the surface determines the details of

the electronic structure at the surface. Thus, the work function is found to depend both on

the crystallographic orientation of the surface as well as the presence of surface

reconstructions.

The presence of adsorbates on the surface of a solid can introduce two distinct dipolar

contributions to the work function. The first occurs if there is charge transfer between the

adsorbate and the surface. When an electropositive adsorbate such as an alkali metal

forms a chemical bond with a transition metal surface, the alkali metal tends to donate

charge density into the metal and decreases the work function. An electronegative

adsorbate, such as O, S or halogens, withdraws charge and increases the work function.

The second contribution arises when a molecular adsorbate has an intrinsic dipole.

Whether this contribution increases or decreases the work function depends on the

relative orientation of the molecular dipole with respect to the surface.

1.3.4 Energy Levels at Metal–Semiconductor Interfaces

The metal–semiconductor interface is of great technological importance not only

because of the role it plays in electronic devices.54 Many of the concepts developed here

are also directly applicable to charge transfer at the electrolyte–semiconductor inter-

face.55,56 It is somewhat more complicated than the metal–metal interface but our

understanding of it can be built up from the principles that we have learned above. The

situation is illustrated in Figure 1.17. Again the Fermi levels of the metal and the

semiconductor must be aligned at equilibrium. Equalization of EF is accomplished by

charge transfer. The direction of charge transfer depends on the relative work functions of

the metal (M) and the semiconductor (S). The case of �S > �M for an n-type

semiconductor is depicted in Figure 1.17(a), whereas �S < �M is depicted in Figure

1.17(b). Screening in a semiconductor is much less effective, which results in a near-

surface region of charge density different from that of the bulk with a width of several

hundred angstroms. This is called a space-charge region. In Figure 1.17(a) the metal has

donated charge to the semiconductor space-charge region. The enhanced charge density

in the space-charge region corresponds to an accumulation layer. In Figure 1.17(b)

charge transfer has occurred in the opposite direction. Because the electron density in this

region is lower than in the bulk, this type of space-charge region is know as a depletion

layer. The shape of the space-charge region has a strong influence on carrier transport in
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semiconductors and the electrical properties of the interface. Figure 1.17(a) corresponds

to an ohmic contact whereas Figure 1.17(b) demonstrates the formation of a Schottky

barrier.

In the construction of Figure 1.17 we have introduced the electron affinity of the

semiconductor, wS. This quantity as well as the bandgap remain constant throughout the

Figure 1.17 Band bending in an n-type semiconductor at a heterojunction with a metal. (a)
Ohmic contact (�S > �M). (b) Blocking contact (Schottky barrier,�S < �M). The energy of the
bands is plotted as a function of distance z in a direction normal to the surface. �S, �M work
function of the semiconductor and of the metal, respectively; Evac, vacuum energy; EC, energy
of the conduction band minimum; EF, Fermi energy; EV energy of the valence band maximum.
Redrawn from S. Elliott, The Physics and Chemistry of Solids. (1998) Copyright, with permission
from John Wiley & Sons, Ltd.
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semiconductor. Importantly, the positions of the band edges at the surface remain

constant. Thus we see that the differences Evac–EV and Evac–EC are constant whereas

the positions relative to EF vary continuously throughout the space-charge region. The

continuous change in EV and EC is called band bending.

Evac, EC and EV all shift downward by the same amount in Figure 1.17(a). In Figure

1.17(b) the shifts are all upward but again Evac, EC and EV all shift by the same amount.

The potential at the surface is the magnitude of the band bending and is given by

eUsurf ¼ Esurf
vac � Ebulk

vac : ð1:3:15Þ
In Equation (1.3.15) Evac was chosen but the shifts in Evac, EC and EV are all the same,

hence any one of these three could be used in Equation (1.3.15). The doping density

determines the magnitude of the band bending and the depletion layer width, d. For an n-

type semiconductor, the value is

Usurf ¼ � eNDd
2

2ee0
; ð1:3:16Þ

where e and e0 are the permittivities of the semiconductor and free space. In a p-type

semiconductor, the sign is reversed and NA is substituted for ND. From Figure 1.17 it is

further apparent that

Usurf ¼ �S � �M ðOhmic as in Figure1:17ðaÞÞ ð1:3:17Þ
and

Usurf ¼ �M � wS ðSchottky as in Figure1:17ðbÞÞ ð1:3:18Þ
for n-type Ohmic and Schottky contacts, respectively. Usurf in the case of a Schottky

contact is also known as the Schottky barrier height.

Of great importance for both device applications and for electrochemistry is that the

extent of band bending can be changed by the application of an external bias. When a

voltage U is applied across a semiconductor junction (either metal–semiconductor or

electrolyte–semiconductor) it is not the chemical potential that is constant throughout the

junction region but the electrochemical potential, �m

�m ¼ m� eU; ð1:3:19Þ
as shown in Figure 1.18. In forward bias electrons flow from the semiconductor to the

metal and the barrier is reduced by eU. In reverse bias, little current flows from the metal

into the semiconductor as the barrier height is increased by eU. The potential at which

m� eU ¼ 0 is known as the flatband potential UFB, and therefore

UFB ¼ m=e; ð1:3:20Þ
from which the Fermi level of the semiconductor can be determined.

1.3.5 Surface Electronic States

All atoms in the bulk of a pure metal or elemental semiconductor are equivalent. The

atoms at the surface are, by definition, different because they do not possess their full

complement of bonding partners. Therefore surface atoms can be thought of as a type of

impurity. Just as impurities in the bulk can have localized electronic states associated
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Figure 1.18 The electrochemical potential and the effects of an applied voltage on a metal–
semiconductor interface. (a) No applied bias. (b) Forward bias. (c) Reverse bias. (d) Biased at
the flatband potential, Ufb. EC, energy of the conduction band minimum; EF, Fermi energy; EV,
energy of the valence band maximum; superscripts M and S refer to the metal and the
semiconductor, respectively.
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with them, so too can surface atoms. We need to distinguish two types of electronic states

associated with surface atoms. An electronic state that is associated with the surface can

either overlap in k-space with bulk states or it can exist in a bandgap. An overlapping

state is known as a surface resonance. A surface resonance exists primarily at the surface;

nonetheless, it penetrates into the bulk and interacts strongly with the bulk electronic

states. A true surface state is strongly localized at the surface and because it exists in a

bandgap, it does not interact strongly with bulk states. A surface state or resonance can

either be associated with surface atoms of the solid (intrinsic surface state or resonance)

or with adsorbates (extrinsic surface state or resonance). Structural defects can also give

rise to surface states and resonances. Surface states and surface resonances are illustrated

in Figure 1.19.

Surface states play a defining role in determining the surface band structure of

semiconductors. In effect, they can take the place of the metal and the reasoning we

used in Section 1.3.4 can be used to describe band bending in the presence of surface

states. If the electron distribution in a semiconductor were uniform all the way to the

surface, the bands would be flat. The presence of surface states means that the surface

may possess a greater or lesser electron density relative to the bulk. This nonuniform

electron distribution again leads to a space-charge region and band bending. Surface

states can either act as donor or acceptor states. Surface states can have a strong influence

on the electrical properties of devices, in particular, on the behaviour of Schottky

barriers.53,54,57

Figure 1.19 The band structure of a semiconductor, including an occupied surface resonance
(a), an occupied surface state (b), a normally unoccupied surface state (c) and a normally
unoccupied surface resonance (d). Evac, vacuum energy; EF, Fermi energy; EV, energy of the
valence band maximum; EC, the conduction band minimum.
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The distinction between a resonance and a state may seem somewhat arbitrary. The

difference is particularly obvious in normally unoccupied or empty states that exist above

the Fermi level. Empty states can be populated by the absorption of photons with energies

less than the work function. The strong interaction between bulk states and a resonance

results in a short lifetime for electrons excited into the resonance. A surface state exhibits

a much longer lifetime. These lifetimes have been measured directly by two photon

photoemission (Section 2.6.3). Lifetimes depend on the specific system. For example, on

Si(111)–(2�1) the p	 normally unoccupied surface state has a lifetime of �200 ps.58

If in a metal an energy gap exists somewhere between EF and Evac, an electron excited

into this gap experiences an attractive force associated with its image potential. The result

is a series of bound states, image potential states,59,60 that are the surface analogue of

Rydberg states in atomic and molecular systems. To a first approximation,60 the energies

of these states form a series whose energy is given by

En ¼ � R1
16n2

¼ � 0:85 eV

n2
ð1:3:21Þ

converging on the energy of the vacuum level, Evac. These states are bound in the z

direction (normal to the surface) but are free electron like in the plane of the surface. As n

increases, the wavefunction of the image states overlaps less and less with the bulk

leading to progressively less interaction between the two. The result is that the lifetime of

the state increases with n. This has been measured directly by Höfer et al.61 who have

found that above Cu(100) the lifetime varies from 40
6 to 300
15 fs as n changes from

1 to 3. Similarly, the lifetime can be increased by the introduction of a spacer layer

between the image state and the metal surface. Wolf, Knoesel and Hertel62 have shown

that the presence of a physisorbed Xe layer increases the n ¼ 1 lifetime on Cu(111) from

10
3 fs to 50
10 fs.

1.3.6 Size Effects in Nanoscale Systems

Abovewehave confinedour discussion to extended, essentially semi-infinite solids.Wehave

seen that the surface acts differently than the bulk. What happens if we shrink our sample

from a semi-infinite solid to a finite cluster of atoms? Table 1.2 lists several characteristics of

cluster and classifies them arbitrarily along the lines of small, medium and large clusters.We

can see that the relative number of surface atomsNs, comparedwith the total numberof atoms

in the clusterN, changes as a function of cluster size. Therefore, the relative important of the

surface for determining the properties of the cluster changes as a function of size. Because

surface atoms act differently than bulk atoms, this alsomeans that the properties of the cluster

will change as a function of size, that is, as a function of the number of atoms in the cluster.

Small clusters are close tomolecular in their behaviourwith electronic states that are discreet

or approaching discreet behaviour. Their properties do not change regularly with decreasing

size. Large clusters have smoothly varying properties that are approaching bulk values.

Different properties (vapour pressure, ionizationpotential, polarizability, etc.)may change at

different rates, with some having already attained bulk values and other still exhibiting size

dependent behaviour. Medium sized clusters have electronic states that are approaching the

band like states of large clusters, but which are still distinctly different from the bulk states.

The properties of the cluster generally vary in a smooth function as a function of size.
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What separates clusters, also called nanoparticles, from bulk materials is that their

properties are size dependent. A glass of pure water has a well-defined melting point of

273K. The amount of energy required to remove a molecule of water from the surface of

liquid water (the desorption energy) is also well defined. Half a glass of water also has the

same melting point and desorption energy. This is not true of water clusters. The melting

point of a water cluster ðH2OÞN with N ¼ 10 is not the same as for N ¼ 100. Similarly,

the amount of energy required to desorb a water molecule from (H2O)10 is not the same

as for (H2O)100. This regime of size dependent properties is the hallmark of nanoscience,

which challenges our conception of what something is because a very small nanoglass of

water does not behave the same as a macroscopic glass of water.

One reason for size dependent properties is the aforementioned change in the number

of surface atoms to bulk atoms, or stated more generally when surface contributions

begin to dominate bulk contributions to cluster properties. A second reason is quantum

confinement. Quantum confinement can be defined as the phenomenon of when a particle

knows the size of its container. The pertinent size of a particle is given by its de Broglie

wavelength l,
l ¼ h=p; ð1:3:22Þ

where h is the Planck constant and p ¼ mv is the linear momentum. When the container

that confines a particle approaches the size of its de Broglie wavelength, the properties of

the particle become dependent on the size of the container. For excited electrons in a

solid an exciton radius can be defined. When the size of the particle approaches the size

of the exciton, the electronic structure becomes size dependent. For Si, the onset of size

dependent electronic structure is around 5 nm.

Perhaps the easiest example to consider is that of a particle in a box. If the box has a

length L and the walls are impenetrable (the potential energy goes to infinity at x ¼ 0 and

x ¼ L), the energy levels of the box are given by

En ¼ n2h2

8mL2
; n ¼ 1; 2; 3; . . . ð1:3:23Þ

Table 1.2 Clusters can be roughly categorized on the basis of their size. The properties of
clusters depend on size. For clusters of different composition the boundaries might occur as
slightly different values. The diameter is calculated on the assumption of a close packed
structure with the atoms having the size of a Na atom.

Small Medium Large

Atoms (N) 2–20 20–500 500–106

Diameter/nm � 1:1 1.1–3.3 3.3–100
Surface/Bulk (Ns/N) Not separable 0.9–0.5 � 0:5

�0.2 for N ¼ 3000
� 1 for N � 105

Electronic states Approaching discrete Approaching bands Moving toward
bulk behaviour

Size dependence No simple, smooth Size dependent Quantum size effects
dependence of properties that vary may still be
properties on size smoothly important but
and shape properties approaching

bulk values
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The important things to draw from Equation (1.3.23) are that the energy levels are

quantized (n is an integer not a continuum variable) and spacing between levels �E is

inversely proportional to particle mass and the length of the box squared

�E / 1

mL2
: ð1:3:24Þ

When thermal excitations are greater than the spacing between levels, that is kBT  �E,

quantum effects are smeared out and systems behave in the continuum fashion familiar to

classical mechanics. Systems for which quantum effects are important are those for

which �E�
> kBT . Large values of �E are favoured by small m and small L. Quantum

confinement is, therefore, most likely to affect light particles confined to small boxes,

especially at low temperature. Sufficiently small particles will exhibit quantum effects

even at room temperature and above.

1.4 The Vibrations of Solids

1.4.1 Bulk Systems

The vibrations of a solid are much more complex than the vibrations of small molecules.

This arises from the many-body nature of the interactions of atoms in a solid. Analogous

to electronic states, the vibrations of a solid depend not only on the movements of atoms,

but also on the direction in which the atoms vibrate. The multitudinous vibrations of the

solid overlap to form a phonon band structure, which describes the energy of phonons as

a function of a wavevector. Partial bandgaps can be found in the phonon band structure.

Within the Debye model,53 there is a maximum frequency for the phonons of a solid, the

Debye frequency. The Debye frequency is a measure of the rigidity of the lattice. Typical

values of the Debye frequency are 14.3meV (115 cm�1) and 34.5meV (278 cm�1) for

Au and W, respectively and 55.5meV (448 cm�1) for Si. The most rigid lattice is that of

diamond which has a Debye frequency of 192meV (1550 cm�1). Note that the Debye

frequency is the highest frequency obtainable within the model but that real crystals may

exhibit slightly higher values. For instance the highest longitudinal optical phonon mode

of Si lies at 520 cm�1.

From the familiar harmonic oscillator model, the energy of a vibrational normal mode

in an isolated molecule is given by

Ev ¼ ðvþ 1=2Þ�ho0 ð1:4:1Þ
where v is the vibrational quantum number and w0 is the fundamental radial frequency of

the oscillator.

In a 3D crystal with harmonic vibrations, this relationship needs to be modified in two

important ways. First we note that a crystal is composed of N primitive cells containing p

atoms. Since each atom has three translational degrees of freedom, a total of 3pN

vibrational degrees of freedom exist in the solid. The solutions of the wave equations for

vibrational motion in a periodic solid can be decomposed in 3p branches. Three of these

modes correspond to acoustic modes. The remaining 3(p–1) branches correspond to

optical modes. Optical modes can be excited by the electric field of an electromagnetic

wave if the excitation leads to a change in dipole moment. Acoustic and optical modes
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are further designated as being either transverse or longitudinal. Transverse modes

represent vibrations in which the displacement is perpendicular to the direction of

propagation. The vibrational displacement of longitudinal modes is parallel to the

direction of propagation.

The second important modification arises from the 3D structure of the solid. Whereas

the vibrations of a molecule in free space do not depend on the direction of vibration, this

is not the case for a vibration in an ordered lattice. This is encapsulated in the use of the

wavevector of the vibration. The wavevector is given by

jkj ¼ 2p
l
; ð1:4:2Þ

where l is the wavelength and k is a vector parallel to the direction of propagation.

Consistent with this definition, we introduce the radial frequency of the vibration, ok,

ok ¼ 2p�k: ð1:4:3Þ
We now write the energy of a vibration of wavevector k in the pth branch as

Eðk; pÞ ¼ ðnðk; pÞ þ 1=2Þ�hokðpÞ: ð1:4:4Þ
The vibrational state of the solid is then represented by specifying the excitation

numbers, nðk; pÞ, for each of the 3pN normal modes. The total vibrational energy is

thus a sum over all of the excited vibrational modes

E ¼
X
k;p

Eðk; pÞ: ð1:4:5Þ

By direct analogy to the quantized electromagnetic field, it is conventional to describe the

vibrations of a solid in terms of particle-like entities (phonons) that represent quantized

elastic waves. Just as for diatomic molecules, Equations (1.4.4) and (1.4.5) show that the

vibrational energy of a solid is non-vanishing at 0K as a result of zero point motion.

The mean vibrational energy (see Exercise 1.5) is given by

hEi ¼ 1=2okðpÞ þ �hokðpÞ
expð�hokðpÞ=kBTÞ � 1

: ð1:4:6Þ

Thus by comparison to Eq. (1.4.4), it is confirmed that the mean phonon occupation

number is

nðk; pÞ � hnðokðpÞ; TÞi ¼ 1

expð�hokðpÞ=kBTÞ � 1
ð1:4:7Þ

and that it follows the Planck distribution law. This is expected for bosons, that is,

particles of zero (more generally, integer) spin. Accordingly, the number of phonons in

any given state is unlimited and determined solely by the temperature.

Again in analogy to electronic states, there are phonon modes that are characteristic of

and confined to the surface. Surface phonon modes have energies that are well defined in

k-space and sometimes exist in the partial bandgaps of the bulk phonons. Surface phonon

modes that exist in bandgaps are true surface phonons, whereas those that overlap with

bulk phonon in k-space are surface phonon resonances. Furthermore, since the surface

atoms are under-coordinated compared with the bulk, the surface Debye frequency is

routinely much lower than the bulk Debye frequency. In particular, the vibrational
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amplitude perpendicular to the surface is much larger for surface than for bulk atoms.

Depending on the specific material, the root mean square vibrational amplitudes at the

surface are commonly 1.4–2.6 times larger on surfaces than in the bulk.

1.4.2 Nanoscale Systems

Just as the electronic properties of a system become size dependent in the nanoscale

regime, so too do the vibrational properties. This is most conveniently probed through the

vibrational Raman spectrum. The peak position as well as the peak shape depend not

only on the size of the crystallite probed63 but also its shape.64,65 There is still no

comprehensive theory of the lattice dynamics of nanostructures. The theoretical

approaches can be classified as either continuum models66 or lattice dynamical models.65

The Raman spectrum probes the optical phonons of the sample. For a large sample

only the q ¼ 0 phonons at the centre of the Brillouin zone are probed in the first order

spectrum, where q is the momentum of the phonon in units of 2p/a and a is the lattice

constant. As the sample size is reduced, the q ¼ 0 selection rule is relaxed. This will lead

to a shift in the peak centre and a broadening of the peak, both of which are dependent on

the phonon dispersion, that is, on the function oðqÞ which details how the phonon

frequency depends on momentum. For spherical nanocrystals of diameter L, the intensity

of first-order Raman spectrum Iðo; LÞ is given by

Iðo; LÞ ¼
Z

expð�q2L2=2aÞ
½oðqÞ � o�2 þ ð�0=2Þ2

d3q: ð1:4:8Þ

For a sample of nanoparticles67 with a size distribution described by the function j(L),
the experimentally observed Raman spectrum will be described by a convolution of the

intensity function of Equation (1.4.8) with j(L) according to

IðoÞ ¼
Z

jðLÞI0ðo; LÞdL: ð1:4:9Þ

1.5 Summary of Important Concepts

� Ideal flat surface are composed of regular arrays of atoms with an areal density on the

order of 1015 cm�2 (1019m�2).

� Surfaces expose a variety of potential binding sites of different coordination numbers.

� Real surfaces will always have a number of defects (steps, kinks, missing atoms, etc.).

� Clean surfaces can exhibit either relaxations or reconstructions.

� Relaxations are slight changes in bond lengths and angles.

� Reconstructions are changes in the periodicity of the surface compared with the bulk-

terminated structure.

� Adsorbates can form ordered or random structures and may either distribute them-

selves homogeneously over the surface or in islands.

� Adsorbates can also lead to changes in the surface structure of the substrate inducing

either a lifting of the clean surface reconstruction or the formation of an entirely new

surface reconstruction.
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� The occupation of electronic states is defined by the Fermi-Dirac distribution

(Equation 1.3.5).

� Surface electronic states exist in a bulk bandgap.

� A surface resonance has a wavefunction that is concentrated at the surface but it does

not exist in a bandgap and, therefore, interacts strongly with bulk states.

� Vibrations in solids are quantized and form bands analogous to the band structure of

electronic states.

� The mean phonon occupation number follows the Planck distribution law (Equation

1.4.7).

� Properties of matter become size dependent as the contributions of surface atoms start

to outweigh those bulk atoms and as quantum confinement effects set in.

� Both the electronic structure and the phonon spectrum change as particle size

approaches the nanoscale.

1.6 Frontiers and Challenges

� Excited electronic states. As we will see in the chapter on stimulated (nonthermal)

chemistry, excited states play a central role and their description at surfaces is

fraught.

� Producing porous materials with controlled composition, pore size and pore morphol-

ogy.

� The surface science of chirality.

� Characterization and explanation of the electronic, optical, geometric, magnetic and

chemical properties of nanoscale features on surfaces.

� Characterization and description of defects on solid surfaces.

� The relationship between surface structure, bulk reduction and surface reactivity of

oxide surfaces.
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1.8 Exercises

1.1 For the basal (cleavage) plane of graphite, determine the surface unit cell length, a,

the included angle between sides of the unit cell, g, and the density of surface C

atoms, s0, given that the C–C nearest neighbour distance is 1.415 Å. A representa-

tion of the graphite surface is given in Figure 1.20.

1.2 The Fermi energies of Cs, Ag and Al are 1.59, 5.49 and 11.7 eV, respectively.53

Calculate the density of the Fermi electron gas in each of these metals as well as the

Fermi temperature. Calculate the difference between the chemical potential and the

Fermi energy for each of these metals at their respective melting points.

1.3 A clean Ag(111) surface has a work function of 4.7 eV. As a submonolayer coverage

of Ba is dosed onto the surface, the work function drops and reaches a minimum

of 2.35 eV.68 Calculate the surface potential associated with the clean and Ba

covered surfaces and explain the effect of Ba adsorption on the work function of

Ag(111).

1.4 The work function of clean Al(111) is 4.24 eV69 (a free electron sp metal), clean Ag

(111) is 4.7 eV68 (a coinage metal) and for bulk polycrystalline Cs is 2.14 eV (an

alkali metal). Use the value of the Fermi energy given in Exercise 1.1 to calculate the

surface potential for these three different types of metals.

1.5 The magnitude of an electric dipole m is

m ¼ qR ð1:8:1Þ
for a charges þq and �q separated by a distance R. The work function change ��
expressed in eV associated with adsorption of a species with charge q, located a

distance R/2 from the surface (hence its image charge is at a distance R from the

adsorbate and �R=2 below the plane of the surface) at a coverage s is given by the

Helmholtz equation

�� ¼ 2psm; ð1:8:2Þ
when the dipole moment m is expressed in debye ð1D ¼ 3:33564� 10�30 Cm).

Figure 1.20 A schematic drawing of the structure of the basal plane of graphite.
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Calculate the work function changes expected for peroxo ðO2�
2 Þ and superoxo

(O2
�) species bound on Pd(111) given that their bond distance is 2 Å. The

measured work function change is only on the order of 1 eV. Explain the

difference between your estimates and the measured value.

1.6 The work function of Pt(111) is 5.93 eV. A Ru film has a work function of 4.71 eV.

If Ru islands are deposited on a Pt(111) surface, in which direction does electron

transfer occur?

1.7 Redraw Figure 1.13 for a p-type semiconductor.53,55

1.8 Given that the partition function, q, is defined by a summation over all states

according to

q ¼
X1
i¼1

expð�Ei=kBTÞ ð1:8:3Þ

where Ei is the energy of the ith state, use Equation (1.4.4) to show that the mean

vibrational energy of a solid at equilibrium is given by Equation (1.4.6).

Hint: The mean energy is given by

hEi ¼ kBT
2 @ðln qÞ

@T
ð1:8:4Þ

1.9 The Debye temperature is given by

yD ¼ �hoD

kB
ð1:8:5Þ

and is more commonly tabulated and determined than is the Debye frequency

because of its relationship to the thermodynamic properties of solids.

(a) Calculate the Debye frequencies of the elemental solids listed in Table 1.1

inHz, meV and cm�1.

(b) Calculate the mean phonon occupation number at the Debye frequency and

room temperature for each of these materials at 100, 300 and 1000K.

1.10 The Debye model (see Table 1.3) can be used to calculate the mean square

displacement of an oscillator in a solid. In the high-temperature limit this is given

by

hu2i ¼ 3NA�h
2T

MkBy
2
D

ð1:8:6Þ

(a) Compare the root-mean-square displacements of Pt at 300K to that at its

melting point (2045K). What is the fractional displacement of the metal

atoms relative to the interatomic distance at the melting temperature?

(b) Compare this with the root-mean-square displacement of the C atoms at the

surface of diamond at the same two temperatures.

Table 1.3 Debye temperatures, yD, for selected elements; see Exercises 1.4 and 1.5.

Ag Au diamond graphite Pt Si W

yD (K) 225 165 2230 760 240 645 400
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1.11 The surface Debye temperature of Pt(100) is 110K. Take the definition of melting

to be when the fractional displacement relative to the lattice constant is equal to

�8.3% (Lindemann criterion.70,71) What is the surface melting temperature of Pt

(100)? What is the implication of a surface that melts at a lower temperature than

the bulk?

1.12 The bulk terminated Si(100)–(1�1) surface has two dangling bonds per surface

atom and is, therefore, unstable toward reconstruction. Approximate the dangling

bonds as effectively being half-filled sp3 orbitals. The driving force of reconstruc-

tion is the removal of dangling bonds.

(a) The stable room temperature surface reconstructs into a (2�1) unit cell in

which the surface atoms move closer to each other in one direction but the

distance is not changed in the perpendicular direction. Discuss how the loss of

one dangling bond on each Si atom leads to the formation of a (2�1) unit cell.

Hint: The nearest neighbour surface Si atoms are called dimers.

(b) This leaves one dangling bond per surface atom. Describe the nature of the

interaction of these dangling bonds that leads to (1) symmetric dimers and (2)

tilted dimers.

(c) Predict the effect of hydrogen adsorption on the symmetry of these two types

of dimers.40,41 Hint: Consider first the types of bonds that sp3 orbitals can

make. Second, two equivalent dangling bonds represent two degenerate

electronic states.

1.13 (a) Derive a general expression for the step density, rstep, of an fcc crystal with

single-atom-height steps induced by a miscut angle w from the ideal surface

plane.

(b) Make a plot of step density versus miscut angle for the Pt(111) surface, which

has a surface atom density of s0 ¼ 1:503� 1015 cm�2.
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2

Experimental Probes and Techniques

In Chapter 1 we were introduced to the structural, electronic and vibrational properties of

solids and their surfaces. In this chapter we investigate the techniques used to probe these

properties. The emphasis here is to delve into the physical basis behind these techniques

as well as the information that we can hope to gain from these techniques. We do not

emphasize the instrumental side of these techniques. For more information on the

instrumentation of surface science, the reader is referred to the books of Vickerman,1

Ertl and Küppers,2 Woodruff and Delchar,3 Feldman and Mayer4 as well as the other texts

found in Further Reading. These books also introduce a number of surface sensitive

techniques that are not covered in this chapter. Experimental surface science is an

instrumentally intensive experimental science and many examples of best practice and

the tricks of the trade have been compiled by Yates.5

2.1 Ultrahigh Vacuum

2.1.1 The Need for UHV

The surface science approach to interfacial science now extends to all types of

interfaces including not only the gas/solid but also liquid/solid, gas/liquid, etc.

interfaces. The surface science approach involves probing interfaces at the molecular

level and developing molecular descriptions of reactions and properties. This requires

maintaining a well-characterized interface of known concentration and structure.

Many of the techniques used to probe surfaces also involve electron spectroscopy or

electron beams. Both the impingement rate and mean free path depend on pressure

and, as we shall show presently, both require ultrahigh vacuum (UHV), that is,

pressure at and below the 10�9 mbar (or Torr) range, so that their values obtain

experimentally desirable values.

Surface Science: Foundations of Catalysis and Nanoscience – Second Edition Kurt Kolasinski
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We start by calculating the flux incident on a surface using the Hertz-Knudsen equation

ZW ¼ p

ð2pmkBTÞ1=2
; ð2:1:1Þ

which at 300K, for a gas with the mass of N2, and assuming that there are 1� 1015

surface atoms cm�2 in a monolayer (ML) reduces to

ZW ¼ ð3:8� 105 ML s�1Þp; ð2:1:2Þ
with the pressure p given in torr. Thus, at a pressure of 1� 10�6 torr, the number of

molecules that hit the surface is roughly equal to the equivalent of one monolayer. In

other words, on average in 1 s every surface atom is struck by at least one molecule

from the gas phase. If each of these incident molecules stuck to the surface and

became adsorbed, the surface would be completely covered in only 1 s. Therefore, if

we want to keep the surface clean, or to keep a specifically covered surface unaltered

by further adsorption, for the time it takes to perform an experiment, say 1 h ¼ 3600 s,

then the pressure will have to be kept lower at least 1� 10�6 torr / 3600 � 3� 10�10

torr. The need for UHV to keep a surface unaltered by background adsorption is

obvious.

The mean free path is the distance that a particle travels on average between collisions.

In an ideal gas with mean velocity �c and collision frequency Z, its value is given by

l ¼ �c

Z
¼ kBT

21=2sp
ð2:1:3Þ

The collision cross section of N2 is s ¼ 0:43 nm2. Therefore at a pressure of

p ¼ 1 atm ¼ 101325 Pa ¼ 760 torr, the mean free path is just 70 nm; whereas at

1� 10�10 torr ¼ 1:3� 10�13 atm ¼ 1:3� 10�8 Pa, the mean free path is over 500 km.

In electron spectroscopy, an electron must transit from the sample to a detector without

scattering from any background gas over a flight path on the order of 1m. Therefore,

electron spectroscopy generally must be performed at a pressure below

7� 10�3 Pa ð5� 10�5torrÞ, such that l � 1m. In practice, even lower pressures are

often required so that detector noise from electron multipliers is reduced to acceptable

levels.

2.1.2 Attaining UHV

Technological advances in both pressure gauges and vacuum pumps made the achieve-

ment of UHV a (more or less) routine occurrence in the late 1950s and early 1960s.

Shortly after this time is when the era of modern surface science began. The pumping

speed S is defined by

S ¼ Q=p; ð2:1:4Þ
where Q is the throughput in units such as Pam3 s�1 or torr l s�1 and p is the pressure in

corresponding units. Different types of pumps have different pumping speeds, different

pressure regions over which they maintain their pumping speed and different ultimate

pressures. The ultimate pressure is the lowest pressure attainable by the pump. Equation

(2.1.4) can also be used to calculate the pressure attained by a pump with pumping speed

S for a chamber that has a leak rate (intentional or otherwise) given by Q. The ideal gas
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equation in the form of pV ¼ NkBT can be used to show that 1 torr l s�1 ¼ 3:2� 1019

molecules s�1 at standard temperature and pressure, using

Q ¼ kBT
dN

dt
: ð2:1:5Þ

Vacuum pumps are classified as either compression or entrapment pumps. Compression

pumps are further categorized as either displacement pumps, which can move vast

quantities of gas but have ultimate pressures in the rough vacuum range (atmospheric

pressure to 0.1 Pa or 1 mtorr), or mass transfer pumps, which have much lower

throughput but ultimate pressures in the UHV range. Rotary vane, roots blower and

piston pumps are all displacement pumps. They are often used as rough pumps that back

mass transfer pumps. In other words, the rough pump (or backing pump) is placed on the

exhaust of the mass transfer pump. Oil diffusion and turbomolecular pumps are mass

transfer pumps. Both of these types of pumps require a backing pump to reduce the

pressure on their outlet so that the pressure at their inlet can be as low as possible. They

generally cannot be used at pressures above 10�5 torr. The ratio of the outlet pressure to

the inlet pressure is the compression ratio of the pump. The compression ratio is often in

the range of 106–109 for diffusion and turbo pumps. It is molecular mass specific and

depends on the type of pump.

Entrapment pumps include cryopumps, ion pumps, sorption pumps and titanium

sublimation pumps. Cryopumps are surfaces cooled with liquid N2 or liquid He. They

are often combined with a Ti sublimation pump. Ti is particularly reactive toward most

gases such that they are irreversibly adsorbed when they strike a fresh Ti surface. This

process of irreversible adsorption is called gettering. Based on the pressure to which they

are exposed, the Ti layer (the getter layer, for instance, on the surface of the cryopump)

has to be periodically refreshed by subliming a layer of Ti from solid electrodes that are

heated by passing current through them. Ion pumps ionize gases that enter the pump with

the aid of a high electric field. These positive ions are then embedded in a negatively

charged getter layer. Sorption pumps are composed of cryogenically cooled (usually with

l-N2) zeolites, which have very high surface areas. None of these pumps let the gases out

of the back end of the pump and because of this all of these pumps need to be

periodically regenerated as discussed above.

The type of gases pumped, the ultimate pressure and throughput required, as well as cost

all factor into the decision of what type and combination of pumps are used on a UHV

chamber. Diffusion pumps tend to have larger throughputs than turbo pumps but they tend

to backstream oil (releasing oil into the chamber) and pump lighter molecules better than

heavy ones. Turbo pumps, which operate much like a jet engine, pump heavier molecules

better than light ones, particularly H2 and He. They can be cycled between on and off

relatively rapidly compared with diffusion pumps, which work with the use of jets of

boiling hot oil and must cool down and warm up to turn off and back on. Reactive gases

require special diffusion pump oils and are best not to use in conjunction with cryopumps

and sorption pumps. Ion pumps are able to achieve pressures below 2� 10�11 torr when

combined with a l-N2 cooled Ti sublimation pump to increase their H2 pumping capacity

and are not susceptible to backstreaming. H2, CH4, and noble gases, however, are not

pumped well by ion pumps. While H2O is pumped exceedingly well by cryopumps, low

boiling point gases such as H2 and He are not. If ion pumps are subjected to too heavy a
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load of a gas, they tend to heat up and are susceptible to burping, the release of gas in

pressure bursts. This can also happen to diffusion pumps or oil lubricated rotary vane

displacement pumps when they are exposed to reactive gases such as silanes.

To attain the ultimate pressure of diffusion, turbo and ion pumps, the vacuum chamber

must be baked out to reduce the desorption rate from the chamber walls. Because of the

need for low outgassing rates and the ability to withstand a bake out temperature in the

range of 125–150�C, only special materials may be used in a UHV chamber. Stainless

steel and nonporous glass are the fundamental materials of UHV chambers. Teflon and

Macor are among the few polymers that can be used. Other metals such as W, Mo, Ta and

OFHC Cu (oxygen free, high conductivity copper) are also suitable. The composition of

the vacuum depends on the history of the chamber (particularly the baking conditions and

what gases it has been exposed to) as well as the pumps. H2, He, H2O, CH4, CO and CO2

are the most commonly observed gases. Any time a filament is turned on (for instance, in

a pressure gauge, electron gun or H atom source) all of these gases (apart from He) will

be observed to desorb from the surface of the filament either because they were adsorbed

to begin with or because they diffuse out of the bulk of the filament and desorb after

reaching the surface.

2.2 Light and Electron Sources

Many analytical and experimental techniques require the use of beams of electrons or

photons. Here we discuss a few of these sources because their characteristics will give us

some insight into what is available and what sort of information can be gained from them.

Different regions of the electromagnetic spectrum correspond to different types of

characteristic excitations and it is useful to categorize the spectrum according to the

energy (or equivalently the wavelength) of the photon. The infrared region lies at a

wavelength of 700 nm to 1mm (1:77 eV� 1:24meV), though this range is more com-

monly designated in wavenumbers (14 300 cm�1 to 10 cm�1). The mid-IR range (several

hundred to 4000 cm�1) is commonly associated with vibrational excitations. The visible is

at 400 nm � l � 700 nm, 1.8–3.1 eV and corresponds to low lying valance electron

excitations. Ultraviolet (UV: 200 nm� l � 400 nm, 3.1–6.2 eV), vacuum ultra-

violet (VUV: 100 nm� l � 200 nm, 6.2–12.4 eV) and extreme ultraviolet (XUV:

10 nm� l � 100 nm, 12.4–124 eV) light excited progressively deeper valence levels,

while X-rays (0:01 � l � 100 nm, 125–125 000 eV) excited core level electrons.

Several materials problems can complicate the integration of light sources with surface

science and UHV chambers. Visible light is easily transported through air with the use of

conventional optical materials such as glass, quartz, sapphire and metals. IR light is

subject to absorption by atmospheric H2O and CO2 so these may need to be excluded

from the beam path. Light in the VUV and XUV regions can only be effectively

transmitted in vacuum due to absorption by oxygen and nitrogen. VUV and XUV

radiation interact strongly with solid materials.6 Metals are no longer highly reflective,

necessitating the use of specially designed multilayer mirrors.7 The very best quartz

cannot be used as an optical material below 175 nm. CaF2 extends to 125 nm for use as a

window and MgF2 to 122 nm. The highest bandgap material, LiF, can be used as a

window down to 104.5 nm.
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Electrons of the corresponding energies will be capable of producing similar excita-

tions but as we shall see below, discussed particularly in the section on electron energy

loss spectroscopy, there are differences in how electrons and photons induced excitations.

In particular, one must remember that the electron is a massive particle with a linear

momentum mv, charge �e and a spin of ½. The photon is massless, neutral and has spin

angular momentum of 1. A useful conversion factor is to recall that 1 cm�1 corresponds

to 8.065meV.

2.2.1 Types of Lasers

Table 2.1 tries to convey a sense for the range of properties that are encountered with

lasers that are commercially available. Lasers operate over a great range of temporal

pulse durations (pulse widths), spectral bandwidth (linewidth), wavelengths and fluences

(energy per unit area). Since lasers can either be run in pulsed or continuous wave (cw)

mode, two other important characteristics are the peak power (power while the pulse is

on) and the time averaged power (J s�1 ¼ W). More important for many practical

purposes are the peak or time averaged irradiance (power per unit area) or fluence

(energy per unit area).

2.2.2 Atomic Lamps

Atomic emission lamps excited by any of a variety of discharges6 are widely used as

sources of VUVand XUV light. Commonly used emission lines are those of H (10.2 eV),

and He (21.1 and 40.82 eV). The He lamp in particular has been a workhorse for UV

photoemission experiments. Such lamps can deliver photon fluxes on the order of 1013

photons cm�2 s�1. Different rare gases can be used to deliver other photon energies.

These sources are continuous wave, that is, not pulsed, sources that require windowless

operation; hence, they affect the pressure in the surface science chamber. Furthermore,

useful photon fluxes are, for most purposes, only available at discrete lines since the

continuum radiation between these lines tends to be produced at much lower intensity. Xe

flash lamps can be operated to provide ms pulses of light in the range of 170–3000 nm,

with time-averaged powers exceeding 100mW.

2.2.3 Synchrotrons

Accelerating electrons emit radiation. The recognition of this was a primary objection to

the planetary model of negatively charged electrons orbiting a positive nucleus and led

Bohr to his ad hoc proposition for the quantization of angular momentum. Parasitic

emission of light was observed as a complication in the construction and operation of

high-energy electron accelerators. However, it was soon realized that this could be

exploited as a light source and the first implementation was at General Electric in 1947.7

Third generation synchrotron sources operate continuously between 10–1000 eV (and

beyond). They can deliver up to 1013 photons s�1 into a bandwidth of 0.01%. Different

types of pulse trains are possible but typically high repetition rates (1–500MHz) lead to

low pulse energies in �100 ps pulses.8 Therefore synchrotrons are ideal for applications

that require high average photon fluxes of incoherent radiation but they generally cannot

reach the high power densities required to study nonlinear phenomena. Fourth generation
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Table 2.1 Types of lasers and their characteristics including typical wavelengths, pulse
durations, pulse energy or power and repetition rates.

Laser Material l/nm hn/eV Characteristics

Solid State
Semiconductor IR–visible Usually cw but can
laser diode �0.4–20 mm be pulsed, wavelength

depends on material, GaN
for short l, AlGaAs 630–
900nm, InGaAsP 1000–
2100 nm, used in telecommunica-
tions, optical discs

Nd3þ:YAG 1064 1.16 cw or pulsed, �10 ns pulses,
(1st harmonic) most common, 150 ps versions (and

shorter) available, 10–50Hz rep rate,
1 J to many J pulse energies. Nd3þ can
also be put in other crystalline media
such as YLF (1047 and 1053 nm) or
YVO4 (1064 nm)

Nd3þ:YAG 532 2.33
(2nd harmonic)

Nd3þ:YAG 355 3.49
(3rd harmonic)

Nd3þ:YAG 266 4.66
(4th harmonic)

Nd3þ:glass 1062 or 1054 2.33 �10 ps, can be used to make terawatt
systems for inertial confinement fu-
sion studies

Ruby (Cr:Al2O3 694 1.79 �10 ns
in sapphire)

Ti:sapphire 700–1000 1.77–1.24 fs to cw;1Hz, kHz, 82MHz
alexandrite 700–820 1.77–1.51 tattoo removal
(Cr3þ doped
BeAl2O4)

Liquid
dye laser 300–1000 4.13–1.24 rep rate and pulse length depend on

pump laser, fs, ps, ns up to cw
Gas
CO2 10 600 (10.6 mm) 0.12 long (many ms), irregular pulses, cw

or pulsed at high rep rates, line
tuneable, few W to > 1 kW

Kr ion 647 1.92 cw, line tuneable, 0.1–100W
HeNe 632.8 1.96 cw, 0.5–35 W

543.5 2.28
Ar ion 514.5, 488 2.41, 2.54 cw, line tuneable, Ar and Kr ion laser

(or versions with both present) are
commonly used in the entertainment
industry for light shows

HeCd 441.6, 325 2.81, 3.82 cw, 1–100mW
ArF excimer 193 6.42 �20 ns, 1– >1000Hz, several W to

over 1 kW, 100mJ to > J
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sources, incorporating energy recoverable linear accelerators and free electron lasers,

promise to push pulse lengths into the sub-ps regime.9

Synchrotrons have been instrumental in the development of a number of surface

science techniques aimed at elucidating the electronic and geometric structure of

surfaces and adsorbates, particularly in the VUV, XUV and X-ray regions. These

techniques include not only photoemission, but also photoelectron diffraction and X-

ray diffraction.

2.2.4 Free Electron Laser (FEL)

A free electron laser consists of an electron beam propagating through a periodic

magnetic field.10–12 This transverse oscillating magnetic field is known as the undulator.

Lasing occurs because the wiggler and the radiation combine to produce a beat wave that

is synchronized with the electrons. A FEL is continuously tuneable, capable of high peak

and average powers, and can produce a range of pulse widths and patterns.

While designs vary and specifications vary, a ‘typical’ FEL is a sub-picosecond (or

longer), tuneable light source covering the range from the UV to the mid-infrared, with

pulse energies up to several to several hundred mJ, and at repetition rates up to 75MHz.

Not all parameters can be satisfied simultaneously but average powers in excess of 10 kW

have been demonstrated in the infrared.11 Because of the high peak power, the

wavelength range could potentially be extended by conventional and high harmonic

generation. The major advantage of an FEL over a synchrotron is that it can produce

coherent light many orders of magnitude brighter than the incoherent synchrotron

radiation.11 FELs will soon be extended into shorter wavelength regions even up to

the X-ray region.

Table 2.1 (Continued)

Laser Material l/nm hn/eV Characteristics

KrF excimer 248 5.00 30–34 ns
XeCl excimer 308 4.02 22–29 ns
XeF excimer 351 3.53 12 ns
F2 154 8.05

1– several kHz rep rate, 1–20W,
10–50mJ pulse energies, 10 ns

N2 337 3.68 1–3.5 ns, 0.1–1þ mJ, 1–20Hz rep
rate

Exotic
Free electron laser 1 nm–THz Wide variety of characteristics

depending of machine characteristics
X-ray lasers Lasing medium is a highly ionized

plasma producing light at one
wavelength

High harmonic UV–X-
generation ray High powered laser pumps a gas to

produce light at wavelengths that are
harmonics (up to over 150) of the
pump wavelength. Capable of
producing attosecond pulses.
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2.2.5 Electron Guns

A source of a beam of electrons with controllable energy is generally referred to as an

electron gun, which is usually composed of a hot wire (the cathode) through which

current is passed such that electrons are emitted from it by thermionic emission.

Alternatively, the primary source of electrons might be a photocathode, that is, a cathode

(a semiconductor or metal) that emits electrons as a result of photoemission. The

advantage of a photocathode is that the primary source of electrons can be pulsed

whereas thermionic emission is a continuous process. After the electrons are produced at

the cathode they pass through a series of lenses that focus and accelerate the beam to a

well-defined energy. The energy resolution of the beam is mainly defined by the spread of

energies in the electrons that leave the cathode; however, space charge broadening

caused by the repulsion between like charged particles packed into too small a volume

can also lead to a broadening of the electron energy distribution. Space charge broad-

ening also constrains the upper limit of current density that can be delivered by an

electron gun. The maximum fluxes of electron guns are generally much lower than

photon sources but their construction is relatively cheap and easy. In addition, they are

broadly tuneable over very large energy ranges. Electrons usually, interact much more

strongly with matter than photons of the same energy; therefore, not as many electrons as

photons are required for measurable signals or effects to be register. This compensates

somewhat for the fact that electron guns tend to have lower intensities than lamps or,

even more so, lasers.

An extremely exciting development in the area of electron guns is the construction of

new ultrafast pulsed high intensity sources.13 This new generation of electron guns is

capable of producing subpicosecond pulses with sufficient numbers of electrons to

facilitate surface science experimentation. Because of the previously mentioned con-

straint on the mean free paths, electron guns can only be used effectively in high vacuum.

2.3 Molecular Beams

Molecular beams are extremely important in dynamical studies at surfaces as well as in

growth of materials by molecular beam epitaxy. There are two types of molecular beams

(Figure 2.1): Knudsen beams (or thermal beams) and supersonic jets. Here we take a

quick look at the characteristics of both as well as how they are formed.

2.3.1 Knudsen Molecular Beams

The basic equation of gas dynamics is the Hertz-Knudsen Equation [Equation (2.1.1)]. It

defines the flux incident on any unit of surface area. Imagine now that instead of thinking

of gas incident on a surface, we drill a hole of diameter D in a thin wall of the vacuum

chamber. If the pressure in the chamber, which we call the stagnation pressure p0 with

corresponding number density r0, is not too high and the wall is not too thick, then when
molecules emerge out the other side of the hole, they will not have experienced any

collisions that could change their properties from those on the other side of the hole. The

beam that emanates from the hole will have the same characteristics as those of a

thermal gas. For instance, the temperature of the gas in the oven, the stagnation
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temperature T0, is the same as the temperature of the gas in the beam and only one

temperature suffices to define the characteristics of the gas in the beam. The beam differs

from a thermal distribution only in that we have defined the direction in which the gas

molecules travel to some degree by selecting out only those molecules from the half-

space in front of the hole. If we call the direction pointing out the back of the hole the x

direction, then only molecules with a positive value of the x component of velocity can

make it through the hole. (Usually we call the direction along the surface normal the z

direction; however, in this case it is going to define the direction of propagation of the

molecule beam and this direction is conventionally called the x direction in the

literature.)

Assuming the gas in the chamber (alternatively, we can replace the chamber with a

nozzle, that is a tube closed all but for a small hole in or near one end) is at

equilibrium then its translational and internal energy distributions are defined by

Figure 2.1 Knudsen and supersonic molecular beam machines. Both beam sources require
vacuum chambers for their production and implementation in surface science
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Maxwell-Boltzmann distributions and its flux is defined by the Hertz-Knudsen

equation. Furthermore, since the gas incident on the hole has a flux that varies with

the angle y from the surface normal according to a cosine distribution,14 the beam

emanating from the hole also is described by a cosine distribution. This means that the

beam expands out of the hole and as it propagates along x, the molecules spread out

with a flux that falls off as cos y. Since the beam is expanding, it initially has a cross-

sectional area and pressure equal to 1=4pd2 and p0, respectively; however, as the cross-

sectional area expands, the effective pressure (or more appropriately the number

density) in the beam drops. A beam of this type has properties defined by equilibrium

thermal distributions at the temperature of the nozzle or oven from which the gas

originates. It is known as an effusive beam or Knudsen beam15 and the apparatus

(beam machine) that makes such a beam is a Knudsen source.

2.3.2 Free Jets

We now change the geometry and conditions that create the beam to those shown in

Figure 2.2. The nozzle is a tube with a length much longer than its diameter. The

diameter of the hole D is much smaller than that of the tube. The tube can be heated or

cooled to temperature T0. In some cases the end of the tube will have a valve that can be

rapidly open and closed to form a pulsed jet, that is, one made up of pulses rather than

running continuously. Pulse lengths can vary from the millisecond to the �100 ms regime.

Figure 2.2 A supersonic expansion and the formation of a supersonic jet. The nozzle-skimmer
distance is xS. The skimmer radius is rS. The nozzle diameter is D. The pressure and gas density
in the nozzle are p0 and r0. The pressure in the expansion chamber is pb. Behind the skimmer
the differentially pumped buffer chamber is at a pressure p2. The distance along the centre line
from the skimmer to the point of measurement is x.
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An alternative method of creating pulses is to place a chopper after the nozzle. A chopper

is a disk with small slots cut in it and the combination of a high speed chopper and a

pulsed nozzle can reduce pulse lengths to �10 ms.
The advantage of pulsed nozzles is that the nozzle flow rate is proportional to the

pressure and nozzle diameter according to

Nflow / p0D
2

T
1=2
0

: ð2:3:1Þ

The number of molecules that flow through the nozzle is given by the product of flow rate

and the duty cycle of the nozzle. The duty cycle is equal to the number of pulses per

second, the repetition rate, multiplied by the pulse length in seconds

(duty cycle ¼ time open=total time ¼ repetition rate� pulse length ¼ Rrep � tp).

Therefore, the pumping speed S required to keep the chamber into which the beam

expands at some given pressure pb scales according to

S / p0D
2

pbT
1=2
0

Rreptp: ð2:3:2Þ

For experimental reasons, we generally want to keep pb as low as possible. For

financial reasons, we generally want to keep S as low as possible. Therein lies a conflict

especially because, as we shall soon see, several other interesting properties of the beam

are dependent on the p0D product and for most applications we would like to run the

molecule beam with the maximum value of p0D.

If we crank up the pressure p0 behind the nozzle, more accurately as we increase the

product p0D, eventually we will reach a point at which we can no longer neglect the

effect of collisions. These collisions occur within a flow since only a subset of molecules

is selected to go through the nozzle. This changes the properties of the molecules in the

flow. Again the molecules will expand after leaving the nozzle. The beam accelerates out

of the nozzle because of the pressure difference p0 � pb but expansion causes the

effective pressure in the beam to drop and eventually the molecules will make a transition

to a regime in which collisions no longer occur since all the molecules are essentially

flowing in the same direction and at the same speed. The region of the beam in which

collisions occur is in continuum (or viscous) flow. After collisions cease the beam is

experiencing molecular flow.

At the point where molecular flow is achieved, the properties of the beam are essentially

frozen in as collisions can no longer lead to energy transfer between the translational,

vibrational and rotational degrees of freedom of the molecules in the beam. Furthermore,

we can arrange it that the beam will not be influenced by collisions with background

molecules. First, for conditions where p0 � pb the expanding beam essentially clears out a

region, the zone of silence, that is separated from the background gas by a series of shock

waves. The shock wave front formed in front of the beam and normal to the centreline of

the beam is known as the Mach disk. The Mach disk forms as a distance xM given by

xM ¼ 0:67Dðp0=pbÞ1=2: ð2:3:3Þ
The transition from viscous to molecular flow generally occurs as a distance from the

nozzle of about xtransition < 0:1 xM. Therefore, if we place an orifice to a second vacuum
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chamber in the beam path at a distance xtransition � x � xM we can separate the beam from

the background gas and shock waves, ensure that the expansion has achieved its full

effect and avoid any interference from skimming off the centre of the beam. The device

used to select out the central portion of the beam is called a skimmer, which has a sloping

conical shape. The walls are angled so as to avoid the formation of shock waves that

would interfere with the expansion.

The beam now expands into a region of negligible pressure p2 	 pb in which no

collisions occur either within the jet or with background molecules. We have formed a

free jet. If one is used, the chopper is usually placed in this second chamber. For

maximum beam intensity, the skimmer is placed at

xS=D ¼ 0:125½1=Knðp0=pbÞ
1=3; ð2:3:4Þ
where Kn is the Knudsen number

Kn ¼ l=D ð2:3:5Þ
and l is the mean free path, [Equation (2.1.3)], at the conditions in the stagnation chamber.

2.2.3 Comparison of Knudsen and Supersonic Beams

An important parameter with which we characterize a molecular beam is the Mach

number M

M ¼ V=a; ð2:3:6Þ
where V is the velocity of molecules in the beam and a is the speed of sound. For an ideal

gas the speed of sound is given by

a ¼ gRT
W

� �1=2

; ð2:3:7Þ

where g ¼ Cp=Cv is the ratio of heat capacities at constant pressure and constant volume,

T is the temperature of the gas and W is the mean molar mass. The Mach number is also

the ratio of the parallel speed to the random speed at the centreline of the beam. The

Mach number of an equilibrium gas contained in a chamber is M ¼ 0, since there is no

net flow and the speed distribution of such molecules is described by a Maxwell

distribution. Here we are interested in probing the properties of beams for which

M > 1, that is for supersonic beams.

Sonic and subsonic beams, such as Knudsen beams, do not change their mean speed

and Mach number as they expand. This is not true for supersonic beams for which V and

M increase throughout the viscous flow regime. VandM stop changing once the transition

to molecular flow is achieved. The terminal value of the Mach number depends on the

expansion conditions and can be approximated by

M1 ¼ AKn�
1�g
gð Þ; ð2:3:8Þ

where A is a constant on the order of 1. More elaborate expressions for M1 are given by

Miller.16

Note that since EK;flow ¼ mV2, an increasing V corresponds to an increasing kinetic

energy. If the kinetic energy of the beam is increasing and energy is conserved, where
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does the ‘extra’ energy come from? The answer to this is found in another extremely

interesting property of supersonic jets: the translational, vibrational and rotational

degrees of freedom are no longer described by a single temperature.

Imagine an atomic beam. In the volume of the stagnation chamber gas molecules can

translate in three dimensions and each dimension has an energy of ½ kBT associated with

it. We now force the molecules through the nozzle and let them expand. Atoms that are

flowing in the beam collide with each other. Slow atoms are rear ended by fast atoms,

both of which have a much higher collision cross section than molecules moving at the

mean velocity of the beam. Collisions speed up the slow molecules and slow down the

fast molecules. Furthermore, atoms moving transverse to the beam, no matter what their

speeds, are more likely to collide than molecules moving parallel to the beam. They will

either be scattered out of the beam or else have their transverse velocity transferred into

parallel velocity. The result is that the beam is focused in the forward direction and all of

the molecules move with almost the same velocity parallel to the beam axis. In a hard

expansion, virtually all of the energy is removed from the two transverse directions and

transferred into the parallel velocity component. Hence, while the total kinetic energy is

conserved, the formerly random kinetic energy is converted into kinetic energy that is

almost exclusively directed along the parallel component in the direction of the flow.

Furthermore, the spread in velocities is substantially reduced and a supersonic jet

possesses translational energy, which is very narrowly distributed about a very large

stream velocity V. The velocity distribution follows a Maxwell distribution, however, the

temperature of the distribution is very narrow and can easily be Ttrans < 10K. Supersonic

expansion leads to substantial cooling during the expansion.

Now consider a molecular beam and recall that translational energy is equilibrated in

just a few collisions whereas rotational energy requires tens of collisions and vibrational

energy – depending mainly on the frequency of the vibration – requires tens to hundreds

to thousands of collisions to equilibrate. In theory both the rotational and vibrational

distributions are also cooled during expansion. Rotational cooling is generally very

effective and again Trot < 10K can be achieved. The rotational distributions are very

close to Boltzmann but often exhibit a slight tail of overpopulation at high rotational

energies. The exception is hydrogen. Because of its very large rotational constant it is

difficult to cool rotationally. Vibrations act differently. Very low wavenumber vibrations

(<200 cm�1) can be cooled but high wavenumber vibrations are almost unaffected by

expansion. They simply require too many collisions for redistribution of their energy. The

energy that is removed from rotations (and low frequency vibrations) is transferred to

kinetic energy along the flow direction. Therefore, supersonic molecular beams are

generally characterized by high translational energy along the flow direction, extremely

low translational and rotational temperatures but with vibrational temperatures close to

T0.

The maximum or terminal velocity of a molecular beam is given by assuming

complete cooling of all degrees of freedom into the stream velocity,

V1 ¼ 2RT0

Wavg

g
g� 1

� �1=2

; ð2:3:9Þ

whereWavg is the molar average of themolar masses in the beam. This result shows us that if

wemake amixture of a light gas with a small amount of heavy gas, all of themolecules in the
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beam have the same velocity. Such a beam is called a seeded beam. Note that while the

velocity is the same, the kinetic energyof the heavygas is substantially higher than the kinetic

energy of the light gas. If we seed, say, 1% N2 in H2 at 300K, the velocity of the heavy gas

(neglecting any change in heat capacity caused by varying the composition) is given by

EK;heavy � Wheavy

Wavg

g
g� 1

RT0: ð2:3:10Þ

This corresponds to EK(N2)¼ 1.3 eV. Seeded beams can be used to produce extremely high

kinetic energies with very low translational temperatures. If a light gas is seeded into a heavy

gas, deceleration occurs, a process called antiseeding. It should be noted that concentration

of the heavy species along the centreline occurs during seeding. This focusing effect scales

roughly with the mass; hence a nominal 1% N2 seeded beam in H2 has approximately 14%

N2 along the centreline. As the concentration of the heavy species increases, the velocity of

the heavy species starts to lag behind the prediction of Equation (2.3.10). This is known as

velocity slip. Velocity slip is less likely to occur at high values of p0D.

Along with the transformation of the energy distribution of the molecules within the

beam, the most important property of a supersonic molecular beam is the enhancement of

the intensity compared with a Knudsen beam. The intensity of molecules of mass m along

the centreline of a thermal beam is

IKnudsen ¼ r0pr
2
S

4

8kBT0

pm

� �1=2
1

px2
: ð2:3:11Þ

Note that the intensity falls as 1/x2. The speed ratio is defined as

w ¼ mu2

2kBT

� �1=2

; ð2:3:12Þ

where the most probable velocity of a thermal distribution is given by

u2 ¼ 2kBT

m
ð2:3:13Þ

and, therefore, w ¼ 1 for a thermal beam and w > 1 for a supersonic expansion.

Assuming that the expansion is sufficiently hard such that w > 4 and positioning the

skimmer before the occurrence of the Mach disc, the intensity of a supersonic beam is

Isupersonic ¼ rSpr
2
SuS

1

px2
xS

x1

� �2
1
2
gM2

S þ 3
2

� �
; ð2:3:14Þ

where x1 is the distance at which the transition to molecular flow occurs. It can be shown

that the ratio of intensities at any axial distance is given by

Isupersonic

IKnudsen
ffi pCp

kB

� �1=2

gM2
eff : ð2:3:15Þ

Thus for N2 expanded to an effective Mach number Meff ¼ (xS/x1) M1 ¼ 10, which is a

mild expansion, and ideal supersonic beam is approximately 470 times as intense as a

Knudsen beam expanded at the same pressure and temperature. At Meff ¼ 20, the

intensity ratio rises to 1860.17
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For further information on supersonic jets and molecular beams in general, the reader

is referred to the seminal review article of Anderson, Andres and Fenn17 as well as the

definitive two volume set edited by Scoles.18,19

2.4 Scanning Probe Techniques

Scanning tunnelling microscopy (STM) and the slew of scanning probe microscopy

(SPM) techniques that arose in its wake represent a monumental breakthrough in surface

science. Binnig and Rohrer were awarded the Nobel Prize for the discovery of STM20 in

1987. The STM is not only a tool for detailed investigation of surface structure but also

for the manipulations of atoms and molecules at surfaces.21,22

he basis of all scanning probe or proximal probe techniques is that a sharp tip is

brought close to a surface. A measurement is then made of some property that depends on

the distance between the tip and the surface. A variation on this theme is near-field

scanning optical microscopy (NSOM), in which a small-diameter optical fibre is brought

close to the surface. The diameter of the fibre is less than the wavelength of the light that

is directed down the optical fibre. By working in the distance regime before the effects of

diffraction have caused the light to diverge significantly (the near-field regime), objects

can be imaged with a resolution far below the wavelength of the light.

Numerous scanning probe techniques exist.23 These techniques rely on the measurement

of current, van der Waals, chemical, or magnetic forces, capacitance, phonons or photons

when a probe is brought close to a surface and then scanned across it. We focus on three

techniques that are widely used and illustrate the most salient aspects of scanning probe

microscopy: scanning tunnelling microscopy, atomic force microscopy (AFM) and near-field

scanning optical microscopy. All of these techniques are extremely versatile and can be

operated under ultrahigh vacuum (UHV), at atmospheric pressure and even in solution.24

2.4.1 Scanning Tunnelling Microscopy (STM)

The basic principle of scanning tunnelling microscopy is presented in Figure 2.3. A sharp

conductive tip, usually a W or Pt/Ir wire, is brought within a few nanometres or less of a

conducting surface. A voltage difference is then applied between the tip and the surface.

A measurement of the current at constant voltage (constant voltage imaging mode) or of

the voltage at constant current (constant current imaging mode) is then made while the tip

is scanned across the surface. As always, we set up a coordinate system in which the x

and y axes lie in the plane of the surface and the z axis is directed away from the surface.

Measurements of these kinds lead to the images found in Figures. 2.4–2.6.

To interpret the STM images we need to understand the processes that control the flow of

electrons between the tip and the surface. This is illustrated in Figure 2.7. Figure 2.7(a)

represents a situation in which two metals are brought close to one another but are not

connected electrically. The Fermi energies of the left-hand, EL
F , and right-hand, ER

F , metals

have their characteristic values and as before here the factor of e is included in the work

function

� ¼ Evac � EF: ð2:4:1Þ
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The offset in the Fermi energies (contact potential) is equal to the difference in work

functions of the two metals

�c ¼ EL
F � ER

F : ð2:4:2Þ
The solid line in the drawing represents the potential barrier that separates the electrons

of the two metals.

Figure 2.3 Schematic drawing of a scanning tunnelling microscope tip interacting with a
surface.

Figure 2.4 An STM image of occupied states on a Si(100)–(2� 1) surface nearly completely
covered with adsorbedH atoms. The uncapped Si dangling bonds (sites where H is not adsorbed)
appear as lobes above the plane of the H-terminated sites. The rows of the (2� 1) reconstruction
are clearly visible in the H-terminated regions. Reproduced from J.J. Boland, Phys. Rev. Lett. 65,
3325. Copyright (1990), with permission from the American Physical Society.
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In Figure 2.7(b) the metals are brought closer together and are connected electrically.

The Fermi energies of the two metals line up and the vacuum level shifts. The potential

between the two metals is no longer constant; therefore, an electric field exists in the

vacuum between the metals. Since the two electrodes are both metals, all states up to EF

are full and those above it are empty (ignoring thermal effects). Therefore, no current can

flow between the two metals because electrons must always flow from occupied states to

empty states and in Figure 2.7(b), the alignment of the Fermi levels means that the

occupied states of the metals are also aligned.

Figures 2.7(c) and (d) demonstrate that we can not only turn on a current between

the two metals but also that we can control the direction of flow of current by adjusting

the potential difference between the two. In Figure 2.7(c) the right-hand metal is

biased positively with respect to the left-hand metal. This lowers ER
F by an energy eU,

where e is the elemental charge and U is the potential difference. The occupied states

of the left-hand metal now lie at the same energy as some of the unoccupied states of

the right-hand metal. Classically, no current can flow because of the barrier between

the two. However, if the two metals are brought sufficiently close, the wavefunctions

of the electrons in the two metals overlap and, by the laws of quantum mechanics,

tunnelling of electrons can occur. In a simple one-dimensional approximation,25 the

Figure 2.5 Constant current STM images of the clean GaAs(110) surface. (a) The normally
unoccupied states imaged at V ¼ þ1:9V. (b) The normally occupied states imaged at
V ¼ �1:9V. (c) Schematic representation of the positions of the Ga (�) and As (o) atoms.
The rectangle is at the same position in (a), (b) and (c). This is an unusual example of chemically
specific imaging based simply on the polarity of the tip. Reproduced from R.M. Feenstra, et al.,
Phys. Rev. Lett. 58, 1192. Copyright (1987), with permission from the American Physical
Society.
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Figure 2.6 Constant current STM images of the Si(111)–(7 � 7) surface. Notice how the
apparent surface structure changes with voltage even though the surface atom positions do not
change. This illustrates that STM images electronic states (chosen by the voltage) and not atoms
directly. Reproduced from R.J. Hamers, et al., Phys. Rev. Lett. 56, 1972. Copyright (1986), with
permission from the American Physical Society.
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tunnelling current, I, then depends exponentially on the distance between the two

metals according to

I / e�2kd ð2:4:3Þ

where d is the distance and

k2 ¼ 2m

�h2
ðeUB � EÞ: ð2:4:4Þ

E is the energy of the state from which tunnelling occurs and eUB is the barrier height,

which is approximately the vacuum level. k is on the order of 1 Å�1, hence, a change

in separation of just 1 Å leads to an order of magnitude change in the tunnelling

current. Typical tunnelling currents are on the order of nanoamps or less and the

extreme sensitivity of the tunnelling current on distance translates into subangstrom

Figure 2.7 Illustrations of the Fermi and vacuum level positions for two metals separated by
distance d. (a) Isolated metals. (b) After electrical contact, in the absence of an applied bias. (c)
Biasing shifts the relative positions of the Fermi levels and makes available unoccupied states in
an energy window eU into which electrons can tunnel. (d) The direction of tunnelling is
switched compared with the previous case simply by changing the sign of the applied bias.
Adapted from J. Tersoff et al., Theory of scanning tunneling microscopy, in Scanning Tunneling
Microscopy (Eds J. A. Stroscio, W. J. Kaiser), p. 1. Copyright (1993) with permission from
Academic Press.
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spatial resolution. In addition to the distance dependence, it is important to remember

the requirement that electrons always flow from occupied to unoccupied states.

Therefore, STM images always represent a convolution of the density of states of

occupied and unoccupied electronic states between the tip and the surface. In other

words, STM does not image atoms, it images electronic states. However, since the

density of electronic states is correlated with the positions of the nuclei, STM images

are always correlated with the positions of atoms. Nonetheless, great care must be

taken in interpreting STM images, as we shall see as we examine the images in

Figures 2.4–2.6.

By comparing Figures 2.7(c) and (d), we see that the types of states that are imaged

depend on the sign of the applied voltage. Electrons always flow toward positive

voltage and from occupied states to empty states. Therefore we can control

the direction of current flow simply by appropriately setting the voltage. Let us

assume that the right-hand metal is the tip and the left-hand metal in Figure 2.7 is the

sample. Control of the voltage not only changes the direction of current flow but it

also changes whether the tip images the occupied or the unoccupied states of the

sample.

STM images result from the convolution of tip and sample electronic structure as well

as the distance between them. Unfortunately the bumps in an image are not labelled with

atomic symbols. For instance, an oxygen atom does not always look the same. It may

appear as a protrusion at one voltage and as a depression at another. On one substrate it

may be imaged at one voltage whereas a different voltage is required on a different

substrate. The lack of chemical specificity in STM images represents one difficulty with

the technique. Under special circumstances images can be associated with specific atoms,

as in Figure 2.6 and some other cases.26,27 Functional group identification has also been

possible in several instances.28,29

2.4.2 Scanning Tunnelling Spectroscopy (STS)

The scanning tunnelling microscope has the ability to deliver more information than just

topography. Equations (2.4.3) and (2.4.4) show that the image depends on the voltage on

the tip and not just the topography. Control of the voltage determines the electronic states

from which tunnelling occurs. Therefore, the STM can be used to measure the electronic

structure with atomic resolution. This mode of data acquisition is known as scanning

tunnelling spectroscopy (STS).30

The tunnelling current at bias voltage U can be shown30 to depend on the surface

density of states at energy E, rsðEÞ, and the transmission probability through the barrier,

D(E), according to

I /
ZeU
0

rsðEÞDðEÞdE: ð2:4:5Þ

The differential conductance is given by

s ¼ dI

dU
: ð2:4:6Þ
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Both s and the total conductivity I/U depend to first order on D(E). Therefore, the

normalized differential conductance depends only on the density of states and the

tunnelling voltage

dI=dU

I=U
¼ rsðeUÞ

ð1=eUÞ R eU

0
rsðeUÞdE

: ð2:4:7Þ

Simultaneous measurements of I versus U and position on the surface are sometimes

called current imaging tunnelling spectroscopy (CITS) and provide both images of the

surface as well as the local electronic states at each position in the scan. This is illustrated

in Figure 2.8.

Figure 2.8 demonstrates the ability of STS to perform atom-resolved spectroscopy.

The electronic structure of a Si(111)–(7� 7) surface depends on which atom is

probed. Furthermore as the right-hand side of Figure 2.8 shows, STS has the ability to

identify how the chemisorption of an atom changes the electronic structure of the

surface.

2.4.3 Atomic Force Microscopy (AFM)

Many materials are not conductors and, hence, cannot be imaged by STM. Soft interfaces

and biological molecules may be sensitive to electron bombardment, which complicates

STM analysis. These are some of the motivations to seek alternative approaches to SPM.

These efforts were culminated in 1986 with the development of atomic force microscopy

(AFM) by Binnig, Quate and Gerber.31

If a tip is brought near a surface, it experiences attractive or repulsive interactions with

the surface. These interactions may be of the van der Waals type or of a chemical,

magnetic or electrostatic nature, for example. These forces and their ranges are outlined

in Table 2.2. The tip is attached to a nonrigid cantilever and the force experienced by the

tip causes the cantilever to bend. The deflection of the cantilever can be detected by

reflection of a laser beam off the cantilever. AFM can image conducting as well as

insulating surfaces. In addition, it can harness a number of different forces to provide for

the deflection of the cantilever. Just as in STM a piezoelectric micropositioner and some

type of electrical feedback mechanism for the micropositioner are integral parts of the

microscope design.

Table 2.2 Interaction forces appropriate to scanning force
microscopy and their ranges. Values taken from Takano et al.32

Force Range (nm)

Electrostatic 100
Double layer in electrolyte 100
van der Waals 10
Surface induced solvent ordering 5
Hydrogen bonding 0.2
Contact 0.1
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As the piezoelectric drive moves a cantilever of the type shown in Figure 2.9 in free

space, the motion of the tip on the cantilever exactly follows the motion of the drive. As

the tip approaches a surface it experiences any one of a number of forces. The action of a

Figure 2.8 Left-hand side: Topography of the unoccupied states of the clean (7 � 7) surface
(top panels) and atom resolved tunnelling spectra (bottom panels). The curves represent
spectra acquired over different sites in the reconstructed surface (Curve A: restatom, Curve B:
corner adatom, Curve C: middle adatom). Negative energies correspond to occupied states,
positive to empty states. Right-hand side: Same types of images and spectra obtained after
exposure of a Si(111)-(7 � 7) surface to NH3. The different sites exhibit different reactivities
with respect to NH3 adsorption with the restatoms being the most reactive and the middle
adatoms being the least reactive. Reproduced from R. Becker et al., Semiconductor Surfaces:
Silicon, in Scanning Tunnelling Microscopy (Eds J. A. Stroscio, W. J. Kaiser), p. 193. Copyright
(1993), with permission from Academic Press
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force on the tip leads to a displacement of the tip in addition to the motion of the

piezoelectric drive, �z. If the force constant, kN, of the cantilever is known, the

displacement can be translated into a force according to

FN ¼ kN�z: ð2:4:8Þ
The force curve is obtained by a measurement of the force as a function of the distance of

the tip from the surface. The sensitivity of AFM is of the order of 10�13–10�8 N, which

allows for direct measurements of even van der Waals interactions.

There are several modes in which images can be acquired

� Contact mode. The tip is advanced toward the surface until physical contact is made.

The feedback circuitry is then set to maintain a constant imaging parameter. The

Figure 2.9 Principal components for an optical lever type AFM. Detection of the reflected
laser beamwith a quadrant, position sensitive photodiode facilitates the simultaneous detection
of bending and torsion of the cantilever. A scanning electron micrograph of a typical AFM
cantilever and tip is shown in the lower panel. Reproduced from H. Takano, et al., Chem. Rev.,
99, 2845. Copyright (1999) with permission from the American Chemical Society.
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imaging parameter is often taken to be the force, which can be measured according to

Equation (2.4.8) by the deflection of a laser beam off the back of the cantilever. The

cantilever is scanned in two dimensions and the feedback is simultaneously measured

to produce a topographic image of the surface.

� Friction force mode. A lateral force applied to a tip in contact with the surface causes a

twisting of the cantilever. The torsional force measured as the cantilever is scanned

across the surface can be related to the frictional force between the tip and the surface.

� Tapping mode. The piezoelectric drive can be used to shake the cantilever at a

frequency resonant with one of its fundamental oscillations. The tip is brought close

enough to the surface such that it touches at the bottom of each oscillation. Changes

either in the oscillation amplitude or phase can be measured as the tip is scanned

across the surface to produce a topographic image.

� Noncontact mode. As in tapping mode, the piezo drives the cantilever into resonant or

near-resonant oscillations. The amplitude, frequency and phase of the oscillations are

then measured. This mode is particularly interesting for conducting tips, which can be

biased, and magnetic tips. This transduction mode can then be used to image magnetic

and electrical forces across the surface.

Many of the forces listed in Table 2.2 are quite long range. Consequently, they tend to

fall off much more slowly with distance than does tunnelling current. Therefore, the

sensitivity of AFM is much less than STM. As a result, the resolution of AFM is

generally less than STM, on the order of several nanometres or tens of nanometres. In

exceptional cases, atomic resolution has been achieved.33,34

Chemical forces can be probed with AFM as well. For these purposes a tip of known

chemical composition is required. Most cantilevers are made of Si3N4. Bare Si3N4 tips

are unsuitable for chemical force sensing because they are easily contaminated. However,

several techniques can be used to transform the tip into one with a known chemical

composition. The tip can be coated with Au onto which molecules or colloidal particles

can be transferred. Alkanethiol molecules and the techniques of self-assembly (treated in

Chapter 5), can be used to transfer molecules terminated with a variety of functional

groups to the tip. Attachment of silica spheres can also be accomplished. Silica is a

versatile substrate onto which a variety of organic and biomolecules can be tethered.

Takano et al.32 have reviewed the extensive literature on tip modification.

Lieber and co-workers35 have pursued a promising variant of tip modification. They

have grown carbon nanotubes on a cantilever through a catalytic process. A nanotube tip

provides two advantages for AFM. The first is the known chemical composition of the

tip. The second is that carbon nanotubes have high aspect ratios. This can allow for

increased resolution, particularly in cases in which deep narrow crevices are present on

the surface. Conventional AFM tips have a radius of 30–50 nm; a nanotube tip with a

radius of only 9 nm expresses much lower convolution effects.

Once a tip has been modified in a controlled manner, the interactions of the probe

molecule with surfaces or molecules immobilized on a surface can be studied. This opens

up a huge range of possibilities, particularly in biochemical and biomedical applications.

Since the forces measured with a chemically modified tip can be chemically specific,

imaging under the influence of chemical forces can be used for compositional mapping of

the substrate. By grafting one protein onto the tip and another onto a substrate it is
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possible to study in great detail the interaction of single binding pairs. Similarly DNA

and antigen–antibody interactions can be studied.32

2.4.4 Near-field Scanning Optical Microscopy (NSOM)

Optical microscopy has a long history of providing insight into chemical, physical and

biological phenomena. There is, as well, a familiarity and comfort in optical data as it is a

human response to feel as though we understand something when we can see it. Hence

wide-ranging efforts have pushed the boundaries of optical microscopy to ever greater

resolution. Conventional far-field microscopy is limited to a resolution of roughly l/2,
where l is the wavelength of the light used for imaging. This resolution limit can be

exceeded by over an order of magnitude by using so-called near-field techniques.36

Furthermore, the use of pulsed light sources and the relative ease of performing studies as

a function of wavelength mean that optical microscopic techniques lend themselves

readily to time resolved and spectrally resolved studies that can investigate dynamical

behaviour and provide chemical identification.

In a series of papers written between 1928 and 1932, Synge37–39 proposed how an

aperture smaller than the wavelength of light could be used to obtain resolution far

smaller than the wavelength. When light passes through such an aperture it is diffracted

and the light propagates away from the aperture in a highly divergent fashion. Not only

does the light diverge, but diffraction also leads to an undulating transverse intensity

distribution. In the far field, a distance large compared with the wavelength of light and

the size of the aperture, diffraction leads to the familiar Airy disc pattern in intensity. In

the near field region, not only is the light divergent, but the intensity distribution is also

evolving, as shown in Figure 2.10. By working close enough to the aperture, resolution

close to the size of the aperture and far below the wavelength of the light can be obtained.

The proposals of Synge were far too technically demanding to be experimentally

realized in the 1930s. It was not until 1972 that the feasibility of subwavelength

resolution with microwave radiation was demonstrated.40 The advent of a device based

Figure 2.10 Near-field intensity distributions are shown for 532 nm light that has passed
through an aperture with a diameter of 100 nm at distances d from the aperture of 10, 20 and
40 nm. The distributions are normalized such that they all have the same integrated intensity.
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on this effect capable of routine imaging, however, had to await several other discoveries.

The widespread availability of high quality optical fibres, visible lasers and the AFM

greatly aided the development of practical instruments for near-field scanning optical

microscopy (NSOM, also known as SNOM). Development followed from advances made

by Pohl and co-workers at IBM Zürich41 and Lewis et al. at Cornell University.42

Figure 2.11 NSOM data can be collected in various modes including (a) illumination
(b) collection (c) reflection (d) photon tunnelling and (e) apertureless.
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Figure 2.11 demonstrates a variety of operating modes that can be employed to

perform NSOM experiments. There are several features that most NSOM instruments

have in common. They require a high brightness light source. A laser is particularly well

suited for this because of its monochromaticity, low divergence and favourable polariza-

tion characteristics. Lasers can in addition be operated either with continuous wave or

pulsed radiation. The properties of laser light are particularly well suited for coupling

into an optical fibre. The optical fibre plays two roles in NSOM. First, the end of an

optical fibre can readily be tapered to minuscule dimensions. After tapering, the fibre is

then coated with a metallic film, generally either Al or Ag. In this way apertures with

diameters of �100 nm can be made routinely. The optical fibre also acts as a light pipe

that transports the photons from the laser to the aperture. Finally, the fibre can be easily

incorporated into an AFM head. The AFM head is used to regulate the aperture-to-

sample separation. Depending on the instrument, either the fibre or the substrate can be

scanned to allow for 2D imaging. The instrumentation required to scan the substrate and

to obtain NSOM images is similar to that used in AFM. Indeed, the microscope is often

constructed such that NSOM and AFM images are collected simultaneously.

There are several principles that can be used to collect NSOM data:

� Illumination mode. The tip is used to illuminate the sample. A transparent substrate is

used so that photons can be collected below the sample. The light may either be

transmitted photons from the tip or fluorescence excited by the tip illumination.

� Collection mode. In collection mode, the fibre is used to gather photons and transport

them to the detector. The sample is illuminated from the far field either from below or

from the side.
� Reflection mode. The sample is irradiated through the optical fibre and the photons

reflected by the sample are collected in the far field. This is useful for opaque samples.

Using polarization tricks or wavelength separation, the aperture used for illumination

can also be used to collect photons.
� Photon tunnelling microscopy. Total internal reflection can be used to pass light

through a transparent sample. When the light reflects from the interface, an evanescent

wave penetrates up to several hundred nanometres beyond the interface. If an aperture

is brought into contact with the evanescent wave it propagates into the fibre and can

then be transported to the detector. This technique is sometimes called scanning

tunnelling optical microscopy (STOM) or photon scanning tunnelling microscopy

(PSTM).
� Apertureless near-field microscopy. If an AFM tip is brought close to a surface and is

irradiated by a far-field light source, a field enhancement occurs in a localized region

between the tip and the sample. This can be used to image the surface if sophisticated

filtering techniques are used to extract the signal from the large background of

conventionally scattered radiation. Alternatively, a fluorescent molecule attached to

the end of the tip can be excited by a laser and its fluorescence can be used to probe the

sample.

Because of the small aperture diameter, typically 80–100 nm, the optical fibre only

delivers 10�4–10�7 of the light coupled into it onto the sample. This corresponds to a few

tens of nanowatts of light for typical input powers. While this may appear to be minute, it

still amounts to �100Wcm�2. The ultimate resolution of NSOM is roughly 12 nm. In
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practice, however, a resolution of 50 nm is obtained. A number of alternative imple-

mentations of NSOM are being investigated that may be able significantly to improve the

resolution.43

Because NSOM images photons, it allows not only for nanoscale imaging but also for

spectroscopic studies at high resolution without physical contact and without electron

bombardment. Thus NSOM has the potential to measure the position, orientation and

chemical identity of adsorbates not only on solid but also liquid surfaces. Betzig and

Chichester44 demonstrated single molecule detection in 1993. With pulsed lasers,

extremely high temporal resolution can be attained as well. This facilitates dynamical

studies of molecular motion such as rotational reorientation and diffusion. The measure-

ment of the time decay of fluorescence provides direct access to excited state lifetimes.

2.5 Low Energy Electron Diffraction (LEED)

The most standard method of surface structure determination is provided by the

diffraction of low energy electrons as shown in Figure 2.12.2 In 1927 Davidson and

Germer observed the angular distributions of electrons scattered from Ni and explained

their data in terms of the diffraction of the electrons from crystallites in their sample. This

was one of the first experimental demonstrations of the wavelike behaviour of particles as

predicted by de Broglie in 1921,

l ¼ h

mev
ð2:5:1Þ

Figure 2.12 Schematic drawing of a LEED chamber.
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in which wavelength l is inversely proportional to the linear momentum (product of mass

and velocity).

Electron scattering is surface sensitive if the electrons have the right energy. This is

illustrated by the data in Figure 2.13. The inelastic mean free path of electrons in a solid

depends on the energy of the electrons in a manner that does not depend too strongly on

the chemical identity of the solid.45 Therefore, the curve in Figure 2.13 is known as the

universal curve. For incident energies between roughly 20 and 500 eV, electrons interact

strongly with matter and their mean free path is �5–10 Å. LEED measures only

elastically scattered electrons, therefore, most of the electrons detected in LEED are

scattered from the surface of the sample and layers deeper than three or four atoms below

the surface play virtually no role in the detected signal. To a first approximation, the

patterns observed in LEED can be understood by considering only the symmetry of the

surface of the sample.

The same property of electron scattering that makes it surface sensitive also makes

diffraction of low energy electrons at a surface more complicated than X-ray scattering.

Low energy electrons interact strongly with matter. This means that they have a short

inelastic mean free path. This is good for surface sensitivity since no more than 3–4

layers contribute to the scattering. On the other hand, a complete description of the

positions and intensities of diffraction spots requires a dynamical theory that accounts for

multiple scattering from all of the layers that contribute to scattering. Development of

this full theory continues to be an active area of research. We do not treat it here but more

can be found elsewhere.2,46 A simpler kinematic theory, analogous to that used in X-ray

scattering, is of limited use for quantitative LEED studies. Instead, we concentrate on a

simple geometric theory.

The success of the geometric theory stems from the following facts. The diffraction

spot positions are determined by the space lattice, i.e. the size and shape of the unit cell.

The intensities are determined by the diffraction function, i.e. by the exact atomic

coordinates within the unit cell. Further, the spot positions do not depend on the

penetration depth of the electrons whereas the intensities do.

Figure 2.13 The universal curve of electronmean free path l in solidmatter. Adapted from the
data of Seah.45 The shaded area approximates the bounds on measured values of l.
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In presenting the geometric formalism of LEED theory, we follow the notation of Ertl

and Küppers.2 The basis vectors a1 and a2 describe the unit cell in real space. These

vectors define the smallest parallelogram from which the structure of the surface can be

reconstructed by simple translations. A reciprocal space representation of the real space

lattice is described by basis vectors a1* and a2*. The real and reciprocal space lattices

are represented by

ai  a�j ¼ dij; ð2:5:2Þ
where i; j ¼ 1 or 2 and dij is the Kronecker d function. dij ¼ 0 if i 6¼ j and dij ¼ 1 if i ¼ j.

This means that a�i ? aj for i 6¼ j. Introducing g and g*, the angles between (a1 and a2)
and (a1� and a2�), respectively, we have

a�1 ¼
1

a1 sin g
ð2:5:3Þ

a�2 ¼
1

a2 sin g
ð2:5:4Þ

sin g ¼ sin g � : ð2:5:5Þ

The inverse relationship between real and reciprocal space means that a long vector in

real space corresponds to a short vector in reciprocal space.

The need for the reciprocal space description is made evident by Figure 2.14. This

figure shows that an image of the diffracted electrons corresponds to a reciprocal space

image of the lattice from which the electrons diffracted. Hence, by uncovering the

relationship between a reciprocal space image and the real space lattice, we can use

LEED patterns to investigate the surface structure.

Advanced Topic: LEED Structure Determination

We represent a surface overlayer by the basis vectors b1 and b2. The substrate and

overlayer lattices are related by

b ¼ M  a ¼ m11 m12

m21 m22

� �
 a: ð2:5:6Þ

A similar relationship holds for the reciprocal space representation

b� ¼ M�  a� ¼ m�
11 m�

12

m�
21 m�

22

� �
 a�: ð2:5:7Þ

Thus the basis vectors are related by

b1 ¼ m11a1 þ m12a2 ð2:5:8Þ
b2 ¼ m21a1 þ m22a2 ð2:5:9Þ
b�1 ¼ m�

11a
�
1 þ m�

12a
�
2 ð2:5:10Þ

b�2 ¼ m�
21a

�
1 þ m�

22a
�
2: ð2:5:11Þ
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It can be shown that M� is the inverse transpose of M, which yields

m11 ¼ 1

detM� m
�
22 ð2:5:12Þ

m12 ¼ �1

detM� m
�
21 ð2:5:13Þ

m21 ¼ �1

detM� m
�
12 ð2:5:14Þ

m22 ¼ 1

detM� m
�
11: ð2:5:15Þ

The determinant of M� is define as

detM� ¼ m�
11m

�
22 � m�

21m
�
12: ð2:5:16Þ

Experimentally, the challenge is to determine the elements of M from the diffraction

pattern measured on the LEED screen.

Figure 2.14 The principle of diffraction pattern formation in a LEED experiment. The incident
electron beam approaches along s0. The specular beam exits along s00. Reproduced from G.
Ertl, J. Küppers, Low Energy Electrons and Surface Chemistry, 2nd ed. Copyright (1985), with
permission from VCH, Weinheim.
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The diffraction condition from a one-dimensional lattice of periodicity a leads to

constructive interference at angles j when

a sinj ¼ nl ð2:5:17Þ
for an electron with a wavelength l incident at normal incidence. n is an integer denoting

the diffraction order. The wavelength of the electron is given by the de Broglie

relationship [Equation (2.5.1)]. The Bragg condition of Equation (2.5.17) needs to be

generalized to two dimensions. This leads to the Laue conditions

a1  ðs� s0Þ ¼ h1l ð2:5:18Þ
a2  ðs� s0Þ ¼ h2l; ð2:5:19Þ

where s0 defines the direction of the incident beam (generally along the surface normal)

and s defines the direction of the diffracted beam intensity maxima. h1 and h2 are integers

and they are used to identify the diffraction reflexes that appear in the LEED pattern. The

specular reflex at (0,0) is used as the origin and arises from electrons that are elastically

scattered without diffraction.

The determination of a real space structure from a reciprocal space image may seem

rather esoteric. The relationship between the two is shown in Figure 2.15. By way of an

example of pattern analysis, we will see that the simple geometric theory can lead to a

rapid determination of surface structure as well as other properties of the adsorbed layer.

First, we note that the position of the (0,0) spot does not change with electron energy

(l). This leads to easy identification of the specular reflex, as it is the only one that does

not move when the electron energy is changed. There is no need to determine the

absolute distance between spots. By referencing the positions of overlayer related

diffraction spots to those of the substrate, we can strip the analysis of a variety of

experimental parameters.

Figure 2.15 Real space and reciprocal space patterns. (a) Reciprocal lattice (LEED pattern)
composed of substrate (normal) spots o and overlayer (extra) spots �. (b) Real lattice of the
substrate (o) and overlayer (�). The solid line delineates the c(4� 2) unit cell and the arrows
depict the unit vectors.
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There are five types of two-dimensional Bravais lattices from which all ordered

surface structures could be built. These are shown in Figure 2.16.

Two obvious notations emerge to describe the relative symmetry of surface layers.

The most general notation uses the full matrix M. This notation was proposed by Park

and Madden.47 If the angle between a1 and a2 is the same as the angle between b1 and
b2, a much simpler form of notation can be used, for example, Si(100)–(2� 1). We

express the overlayer structure in terms of n ¼ jb1=a1j;m ¼ jb2=a2j and any angle of

rotation, y, between the two lattices in the form (n� m) R y�. If y ¼ 0�, it is excluded
from the notation. In addition a letter ‘c’ must be added if the overlayer corresponds to

the centred rectangular lattice of Figure 2.16 (c). Those who are sticklers for detail

sometimes add the letter ‘p’ for primitive but it is usually omitted. Most observed

overlayer structures can be expressed in these terms, known as Wood’s notation.48

Several examples of ordered overlayers and the corresponding Wood’s notation are

given in Figure 2.17. Notice that n and m are proportional to the length of the vectors

that define the parallelogram of the unit cell. Therefore, the product nm is proportional

to the area of the unit cell and a (2� 2) unit cell is twice as large as a (2� 1) and

quadruple a (1� 1) unit cell area.

If all of the elements ofM are integers, the overlayer forms a simple structure. A simple

structure is commensurate with the substrate and all of the adsorbates occupy identical

adsorption sites. If the elements are rational numbers, the overlayer forms a coincidence

lattice, which is an incommensurate structure. If the elements of M are irrational, no

common periodicity exists between the overlayer and substrate lattices. This structure type

is known as an incoherent structure. The overlayer is also incommensurate with the

Figure 2.16 The five types of surface Bravais lattices. (a) square, a1 ¼ a2; a ¼ 90�. (b)
primitive rectangular, a1 6¼ a2; a ¼ 90�. (c) centred rectangular, a1 6¼ a2; a ¼ 90�. (d) hexago-
nal, a1 ¼ a2; a ¼ 60�. (e) oblique, a1 6¼ a2; a 6¼ 90�.
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substrate. With increasingly large values of the elements of M, the distinction between

coincidence lattices and incoherent structures is lost.

A number of other factors affect the appearance of the diffraction pattern, namely the

size of the spots and the contrast between the reflex maxima and the surrounding

background. Spots are observed in the LEED pattern only if the surface is ordered in two

dimensions. Streaking or the broadening of spots in one direction is indicative of the loss

of order in one dimension. A disordered region results in a diffuse background.

The width of a reflex is related to the monochromaticity of the electron beam and the

size of the ordered region. The width of a reflex can be expressed in terms of the angular

divergence of the beam, dj. It can be shown2 that in the absence of any instrumental

broadening

dj ¼ l
2d cosj

; ð2:5:20Þ

Figure 2.17 Some commonly observed adsorbate structures on low-index face-centred cubic
(fcc) planes. (a) fcc(111), (i) (1� 1), (ii) (2� 2), (iii) (

p
3�p

3). (b) (i) fcc(100)–c(2� 2),
(ii) fcc(110)–c(2� 2). (c) (i) fcc(100)–(2� 2), (ii) fcc(110)–(1� 2).
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where d is the diameter of the ordered region, e.g. an island. Thus, the larger the ordered

region, the sharper the spot in the LEED pattern.

A spread in the electron wavelength affects the pattern in two ways. Equation (2.5.20)

shows that dj is directly proportion to any uncertainty in l. In addition, the diffraction

pattern represents a reciprocal space image of the surface over the coherence length of

the electron beam. If the electron gun were a monochromatic point source, the coherence

length would be the size of the incident electron beam. Since it is not, the radiation is not

completely in phase over the full extent of the beam. The amount that the radiation can be

out of phase and still give coherent scattering puts a limit on the coherence length. For

conventional electron beams the coherence length � 10 nm. In other words, LEED is not

sensitive to disorder on length scales > 10 nm and again it is important to recall that

diffraction techniques are proficient at finding order even when it is mixed with disorder.

Increasing surface temperature leads to an increase in the vibrational motion of the

surface layer, which results in increased diffuse scattering (increased background) and a

decrease in the intensity at the reflex maximum. Similar to X-ray scattering, the decrease

in intensity can be described by an effective Debye-Waller factor.49 The intensity drops

exponentially with temperature according to

I ¼ I0 expð�2MÞ ð2:5:21Þ
where

2M ¼ 12h2

mkB

cosj
l

� � Ts

y2D
: ð2:5:22Þ

In Equation (2.5.22), yD is the surface Debye temperature (assuming that scattering only

occurs from the surface layer) and Ts is the surface temperature. Since the inelastic mean

free path changes with electron energy, the value of yD changes with electron energy,

converging on the bulk value for high energies. If the temperature becomes high enough,

an overlayer of adsorbates can become delocalized due to diffusion, that is, it can enter a

two-dimensional gas phase. Such a transition from an ordered phase to a delocalized

phase would be evident in the LEED pattern as it gradually transformed from a sharp

pattern to a diffuse pattern.

2.6 Electron Spectroscopy

We will study three types of electron spectroscopy in which an excitation leads to the

ejection of an electron from the solid. The energy and possibly angular distribution of the

ejected electrons are analysed. The three most prolific forms of electron spectroscopy are

illustrated in Figure 2.18. X-rays can be used to excite photoemission. This technique is

call X-ray photoelectron spectroscopy (XPS) or, especially in the older and analytical

literature, electron spectroscopy for chemical analysis (ESCA). Ultraviolet light, espe-

cially that of rare gas discharge lamps, can induce photoemission as well: ultraviolet

photoemission spectroscopy (UPS). Auger electron spectroscopy (AES) involves excita-

tion with either X-rays or, more usually, with electrons of similar energy. All of these

techniques, as well as LEED and other aspects of the interactions of low energy electrons

with surfaces, are treated in the classic text by Ertl and Küppers.2
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2.6.1 X-ray Photoelectron Spectroscopy (XPS)

Deep core electrons have binding energies corresponding to the energies of photons that lie

in the X-ray region. When a solid absorbs a photon with an energy in excess of the binding

energy of an electron, a photoelectron is emitted and the kinetic energy of the photoelectron

is related to the energy of the photon. Deep core electrons do not participate in bonding and

Figure 2.18 (a) Schematic representation of electron spectroscopy. (b) A sample XPS
spectrum of CO/Pt(111). (c) A sample AES spectrum of CO/Pt(111).
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their energies are characteristic of the atom from which they originate. To a first

approximation, the energy of core electrons does not depend on the environment of the

atom. Therefore, XPS is particularly useful for elemental analysis of a sample. Not only can

XPS identify the composition of a sample but it can also be used to determine quantitatively

the composition. The modern application of XPS owes much of its development to

Siegbahn and co-workers in Uppsala, Sweden. Kai Siegbahn, whose father Manne became

a Nobel laureate in 1924, was awarded the 1981 Nobel Prize for his contributions.

When the energies of core levels are investigated in more detail it is found that small but

easily detected shifts do occur. These shifts, known as chemical shifts, depend on the

bonding environment around the atom, in particular, on the oxidation state of the atom. To

understand chemical shifts we first need to understand the relationship between the photon

energy, hn, and the electron binding energy, EB, which is given by the Einstein equation

EB ¼ hn� EK; ð2:6:1Þ
where EK is the electron kinetic energy and the binding energy is referenced to the

vacuum level. Because reproducibly clean surfaces of gold are easily prepared and

maintained, the photoemission peaks of Au are conventionally used as a standard to

calibrate the energy scale.

The binding energy of an electron is equal to the energy difference between the initial

and final states of the atom. That is, the binding energy is equal to the difference in

energies between the atom with n electrons and the ion with n� 1 electrons

EBðkÞ ¼ Ef ðn� 1Þ � EiðnÞ; ð2:6:2Þ

Figure 2.18 (Continued)
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where Ef ðn� 1Þ is the final state energy and Ei(n) is the initial state energy. If there were

no rearrangement of all of the spectator electrons, the binding energy would exactly equal

the negative of the orbital energy of the initial state of the electron, �ek. This

approximation is known as Koopmans’ theorem:

EBðkÞ ¼ �ek ð2:6:3Þ
in which the binding energy is referenced to the vacuum level.

Koopmans’ theorem is based on an effective one electron approximation in which the

initial state wavefunction can be described by a product of the single-particle wavefunc-

tion of the electron to be removed, jj, and the n� 1 electron wavefunction of the

resulting ion, �j(n� 1),

ciðnÞ ¼ jj�jðn� 1Þ: ð2:6:4Þ
Within this picture the final state wavefunction of the ion is simply

cf ðn� 1Þ ¼ �jðn� 1Þ: ðone electronÞ ð2:6:5Þ
Consequently the energies required for Equation (2.6.2) are

EiðnÞ ¼ hciðnÞjHjciðnÞi ð2:6:6Þ
and

Ef ðn� 1Þ ¼ h�jðn� 1ÞjHj�jðn� 1Þi: ð2:6:7Þ
Substitution of Equations (2.6.6) and (2.6.7) into Equation (2.6.2) demonstrates that only

one peak is expected in the photoelectron spectrum.

The electrons are not frozen. The final state achieved by removing one electron

corresponds to an ionic state in which a hole exists in place of the ejected photoelectron.

This does not correspond to the ground state of the final ionic state. The remaining

electrons relax and, thereby, lower the energy of the final state. This type of relaxation

occurs regardless of the phase (gaseous, liquid, or solid) in which the atom exists. If the

atom is located in a solid, then in addition to this atomic relaxation, there can be extra-

atomic relaxation. In other words, not only the electrons in the ionized atom can relax

but also the electrons on neighbouring atoms can relax in response to the ionization

event.

These considerations lead us to reconsider our description of the final state wavefunc-

tion. We now write a final state wavefunction in terms of the eigenstates of the ion,

cf ðn� 1Þ ¼ uk�jlðn� 1Þ; ð2:6:8Þ

where uk is the wavefunction of the excited electron with momentum k and �jl are the

wavefunctions of the l ionic states that have a hole in the jth orbital. The relaxation of the

ion core in the final state means that the wavefunction �j(n� 1) is not an eigenstate of

the ion. Therefore, there is not a unique �j(n� 1) that corresponds to �jl(n� 1). Instead,

the �j(n� 1) must be projected onto the true eigenstates of the ion. This results in the

formation of one or more possible final state wavefunctions such that the final state

energy required for Equation (2.6.2) is

Eflðn� 1Þ ¼ h�jlðn� 1ÞjHj�jlðn� 1Þi; ð2:6:9Þ
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which has between 1 and l solutions. That there is more than one solution to Equation

(2.6.9) means that more than one peak appears in the spectrum.

The one electron or Hartree-Fock picture of Equation (2.6.3) also neglects relativistic

and electron correlation effects. Both of these tend to increase the electron binding

energy; hence, a more accurate expression of the binding energy is

EBðkÞ ¼ �ek � derelax þ derel þ decorr: ð2:6:10Þ
Recall that the energy of an electronic state is determined not only by the electronic

configuration but also by angular momentum coupling. In the LS coupling scheme, the

total angular momentum is given by the vector sum j ¼ lþ s. Any state with an orbital

angular momentum l > 0 and one unpaired electron is split into two states, a doublet,

corresponding to j ¼ l� 1=2. More complex multiplet splittings in the initial state arise

from states with higher total spins. Two conventions are encountered for the naming of

electronic states. The first is the familiar convention for electronic states nLj
(n ¼ principal quantum number and L ¼ s; p; d; f ; . . . corresponding to

l ¼ 0; 1; 2; 3; . . .). In X-ray spectroscopy, a nomenclature based on the shell is commonly

used. The shell derives its name from n according to K, L, M, N,. . . for n ¼ 1, 2, 3, 4,. . ..
A subscript further designates the subshell. The number starts at 1 for the lowest (l,j) state

and continues in unit steps up to the highest (l,j) state. Thus the shell corresponding to

l ¼ 2 has levels L1, L2 and L3 corresponding to 2s, 2p1=2 and 2p3=2.

From the above the discussion it is clear that both initial state and final state effects

influence the binding energy. Initial state effects are caused by chemical bonding, which

influences the electronic configuration in and around the atom. Thus, the energetic shift

caused by initial state effects is known as a chemical shift, �Eb. To a first approximation,

all core levels in an atom shift to the same extent. For most samples it is a good

approximation to assume that the chemical shift is completely due to initial state effects

and that, in particular, the relaxation energy does not depend on the chemical environ-

ment. This is obviously an approximation but it is a good general rule.

The chemical shift depends on the oxidation state of the atom. Generally, as the

oxidation state increases the binding energy increases. The greater the electron with-

drawing power of the substituents bound to an atom, the higher the binding energy. This

can be understood on the basis of simple electrostatics. The first ionization energy of an

atom is always lower than the second ionization energy. Similarly, the higher the

effective positive charge on the atom, the higher the binding energy of the photoelectron.

Most of the atomic relaxation results from rearrangement of outer shell electrons. Inner

shell electrons of higher binding energy make a small contribution. The nature of a

material’s conductivity determines the nature of extra-atomic relaxation. In a conducting

material such as a metal, valence electrons are free to move from one atom to a neighbour

to screen the hole created by photoionization. In an insulator, the electrons do not possess

such mobility. They react by being polarized by the core hole. Hence, the magnitude of

the extra-atomic relaxation in metals (as much as 5–10 eV) is greater than that of

insulators.

Several other final states effects result in what are known as satellite features. Satellite

features arise from multiplet splitting, shake-up events and vibrational fine structure.

Multiplet splittings result from spin–spin interactions when unpaired electrons are

present in the outer shells of the atom. The unpaired electron remaining in the ionized
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orbital interacts with any other unpaired electrons in the atom/molecule. The energy of

the states formed depends on whether the spins are aligned parallel or anti-parallel to one

another. In a shake-up event, the outgoing photoelectron excites a valence electron to a

previously unoccupied state. This unoccupied state may be either a discrete electron

state, such as a p* or s* state, or, especially in metals, is better thought of as electron-

hole pair formation. By energy conservation, the photoelectron must give up some of its

kinetic energy in order to excite the shake-up transition; hence, shake-up features always

lie on the high binding energy (lower kinetic energy) side of a direct photoemission

transition. Occasionally, the valence electron is excited above the vacuum level. Such a

double ionization even is known as shake off. Shake-off events generally do not exhibit

distinct peaks whereas shake-up transitions involving excitation to discrete states do. An

excellent discussion of final state effects can be found in.50

The width of photoemission peaks is determined to a large extent by the lifetime of the

core hole (homogeneous broadening) and instrumental resolution. However, sample

inhomogeneity and satellite features can also lead to peak broadening, especially if the

instrumental resolution is insufficient to resolve the latter from the main photoemission

feature. The instrumental resolution is determined not only by the resolution of the

energy analyser but also by the wavelength spread in the incident X-ray beam. Through

the Heisenberg uncertainty relation, the intrinsic peak width, � is inversely related the

core hole lifetime, t, by
� ¼ h=t; ð2:6:11Þ

where h is the Planck constant. The lifetime generally decreases the deeper the core hole

because core holes are filled by higher lying electrons and the deeper the core hole, the

more de-excitation channels there are that can fill the core hole. Analogously, for a given

energy level, the lifetime decreases (the linewidth increases) as the atomic number

increases. Intrinsic lifetime broadening is an example of homogeneous broadening and

has a Lorentzian lineshape.

Quantitative analysis

One of the great strengths of XPS is that it can be used not only for elemental analysis,

but also for quantitative analysis. XPS peak areas are proportional to the amount of

material present because the photoionization cross section of core levels is virtually

independent of the chemical environment surrounding the element. However, since the

inelastic mean free path of electrons is limited, the detection volume is limited to a region

near the surface. The distribution of the analyte in the near surface region also affects the

measured intensity.

The area under an XPS peak must be measured after a suitable background subtraction

has been performed. In order to relate the peak area to the atomic concentration, we need

to consider the region that is sampled. X-rays interact weakly with matter and penetrate

several mm into the bulk. The photoelectrons, on the other hand, have a comparatively

short inelastic mean free path, as we have seen in Figure 2.13. In addition, it depends on

the kinetic energy of the electron ejected from the atom A and the material through which

it passes, hence, we denote the mean free path by lM(EA).

The measured intensity is compared with that of a known standard and a ratioing

procedure is used to eliminate the necessity to evaluate a number of instrumental factors.

It must be borne in mind that the best standard is one that has exactly the same
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concentration and matrix, in short, one that is identical to the sample. This is, of course,

impractical. Therefore, the proper choice of the standard is important and the approx-

imations introduced by using one must be considered. Appropriate standards are the

signal from a known coverage, as determined for example by LEED measurements, or

that from a pure bulk sample. One should try to match both the concentration and the

spatial distribution of the standard as closely as possible to those of the sample to be

analysed. Here, we consider only the most common case. For other distributions, the

reader is referred to Ertl and Küppers.2

Adsorbate A occupies only surface sites with a coverage yA
The coverage yA represent the covered fraction of B, the substrate. The uncovered

portion is then (1� yA). The signal from A is not attenuated by electron scattering, hence

IA ¼ yAI0A; ð2:6:12Þ

where I0A is the signal from a known or standard coverage of A. Equation (2.6.12) can be

used to determine the absolute coverage at an arbitrary coverage if the absolute coverage

is known for I0A. If not then Equation (2.6.12) can only be used to determine a relative

coverage compared with the coverage at I0A. The absolute coverage can be found at any

arbitrary coverage if we use a ratio of XPS signals. The signal from B given by the sum

of the bare surface contribution and that of the covered portion is

IB ¼ I0B 1� yA þ yA exp � aA cos#

lA

� �� �
; ð2:6:13Þ

where I0B is the signal from a clean B substrate. Therefore,

IAI
0
B

IBI
0
A

¼ yA

1� yA þ yA exp � aA cos#
lA

� � : ð2:6:14Þ

2.6.2 Ultraviolet Photoelectron Spectroscopy (UPS)

The origins of photoelectron spectroscopy rest not with X-ray excitation but rather with

photoemission caused by ultraviolet (UV) light. Hertz51 and Hallwachs in the late 1880s

discovered that negative charge was removed from a solid under the influence of UV

irradiation. This is the photoelectric effect. Neither the electron nor the quantum nature of

the photon were yet known at the time and it was not until the landmark work of Einstein

in 190552 that it was recognized that light must be composed of photons with quantized

energy hn. It was Einstein who proposed the linear relationship between the maximum

kinetic energy of the photoelectrons and the photon energy

EK;max ¼ hn� �; ð2:6:15Þ
where h is Planck’s constant and � is the work function. Equation (2.6.15) is, of course, a

special version of the more general Einstein equation [Equation (2.6.1)].

UV photons can excite photoemission from valence levels. In contrast to XPS,

ultraviolet photoelectron spectroscopy with near UV light is difficult to use quantitatively.

However, since valence electrons are involved in chemical bonding, UPS is particularly
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well suited to the study of bonding at surfaces. UPS readily provides measurements of the

work function and band structure of the solid, the surface and adsorbed layers.

UPS as a method of studying band structure rather than simply work functions is a

relatively new technique. This is largely because of instrumental reasons, for example,

the need for UHVand strong sources of UV light. Eastman and Cashion53 were the first to

integrate a differentially pumped He lamp with an UHV chamber. A He lamp provides

light at either 40.82 or 21.21 eV. Atomic emission lines are extremely sharp, which

allows for a high ultimate resolution. The resolution is, in practice, limited by the energy

resolution of the electron spectrometer. Other light sources covering the range of roughly

10–100 eV have found use, particularly synchrotrons and the laser based technique of

high harmonic generation.54,55 Lasers have brought about the advent of multiphoton

photoelectron spectroscopy,56–61 which is a particularly powerful technique that allows

us to investigate the dynamics of electrons directly in the time domain.

Much of what we have learned above regarding XPS is applicable to UPS as well.

Koopmans’ theorem is again the starting point, in which the first approximation is that the

negative of the orbital energy is equated to the measured binding energy. The binding

energy, also called the ionization potential Ip, is the difference between the initial and final

state energies. Relaxation effects are again important but tend to be smaller than those

found in XPS. UPS can be performed with such high resolution that small shifts and

satellites are easily detected. These satellites can in principle include vibrational structure.

Normal resolution is insufficient for most vibrational structure but high-resolution studies

have observed it.62 A further difficulty with observing vibrational structure arises from the

natural linewidth of adsorbed molecules. Chemisorbed species are strongly coupled to the

substrate. The adsorbate–substrate interaction leads to excited state lifetimes that are

generally on the order of 10�15 s. This translates into a natural linewidth of�1 eV, which is

much too broad to observe vibrational transitions. Physisorbed species are less strongly

coupled and this has allowed for the observation of vibrational structure in exceptional

cases. High-resolution studies can yield information not only on electron and hole lifetimes

but also electron–phonon interactions and defect scattering.63

Whereas XP spectra are conventionally referenced to the vacuum level, UP spectra are

commonly referenced to the Fermi energy. Thus a binding energy of EB ¼ 0 corresponds

to EF. With this convention, the work function of the sample, and thereby, the absolute

energy scale for an UP spectrum, is easily determined but for experimental reasons, it is

not as straightforward as Einstein’s relationship suggests. The spectrometer work

function, �sp, must be accounted for when interpreting the measured electron kinetic

energies, EK, as shown in Figure 2.19,

EK ¼ hn� EB � �sp: ð2:6:16Þ
For excitation with a fixed photon energy hn, therefore, the maximum kinetic energy of

photoelectrons is given by

EK;max ¼ hn� �sp: ð2:6:17Þ
Meanwhile the minimum kinetic energy is given by

EK;min ¼ �� �sp: ð2:6:18Þ
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The width of the spectrum,

�E ¼ EK;max � EK;min ¼ hn� � ð2:6:19Þ
can thus be used to determine the work function of the sample

� ¼ hn��E: ð2:6:20Þ
These relations are used to fix the energy scale as shown in Figure 2.20. Figure 2.20

indicates the additional possibility of a signal arising from secondary electrons emanat-

ing from the spectrometer. Applying a voltage to the sample easily discriminates against

the signal from secondaries.

Angle-resolved ultraviolet photoemission (ARUPS)

UPS can be used to interrogate the band structure of the solid as well as adsorbate levels.

Firstly, we note that the photon momentum is inconsequential in the photon energy range

(10–100 eV) used in UPS. Therefore, the electron momentum is unchanged by photon

absorption, that is ki � kf . Equivalently, we state that only Franck–Condon (vertical)

transitions are observed in UPS.

To obtain a measure of the band structure of a solid we need a more in depth

understanding of the photoemission process.2,64,65 The transition rate R between the

initial state ci and the final state cf caused by a perturbation H0 is given by Fermi’s

golden rule

R ¼ 2p
�h
jhcf jH0jciij2dðEf � Ei � hnÞ: ð2:6:21Þ

Figure 2.19 The influence of the spectrometer work function, �sp, on photoelectron spectra.
�s, work function of the sample; E

sp
vac; E

s
vac vacuum energies of the spectrometer and the sample,

respectively; EF, Fermi energy; EK, electron kinetic energy; EFB , binding energy; h, Planck
constant; n, frequency of incident photon. Adapted from J. C. Vickerman, Surface Analysis: The
Principal Techniques, Copyright (1997), with permission from John Wiley & Sons, Ltd.
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dðEf � Ei � hnÞ is the Dirac delta function, it is unity when Ef � Ei � hn ¼ 0 and zero

elsewhere. The perturbation represents the interaction of the electromagnetic field of the

photon with the atom/molecule to be excited. As electric dipole transitions are by far the

most likely to be observed, we write

H0 ¼ e

2mc
ðA  Pþ P  AÞ; ð2:6:22Þ

where P is the momentum operator �i�hr and A is the vector potential of the photon’s

electric field.

Measuring the relationship between electron energy and momentum reveals the band

structure of a solid. The photoelectron kinetic energy EK is related to the parallel and

perpendicular components of momentum, kk and k?, respectively, by

EK ¼ �h2

2m
ðk2k þ k2?Þ: ð2:6:23Þ

The momentum of the photoelectron measured in vacuum bears a direct relationship to

the momentum of the electrons in the solid.64 In order to determine the components of the

momentum, we need to measure the angular distribution of photoelectrons. This is the

basis of angle-resolved UPS or ARUPS.

The differential cross section with respect to the angle from the normal � must be

determined. This can be written64

ds
d�

/ jhcf jPjcii  A0j2dðEf � Ei � h�Þ: ð2:6:24Þ

Figure 2.20 A representative ultraviolet photoelectron spectrum. The relative intensities of
primary and secondary electrons depend on instrumental factors. Evac, vacuum energy of the
sample; EF, Fermi energy; h, Planck constant; n, frequency of the incident photon; �, sample
work function. Reproduced from G. Ertl et al., Low Energy Electrons and Surface Chemistry,
2nd edn., Copyright (1985), with permission from VCH, Weinheim.
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Again we write the initial and final wavefunctions in a one-electron picture

ciðnÞ ¼ fj�jðn� 1Þ ð2:6:25Þ
cf ðn� 1Þ ¼ uk�jlðn� 1Þ: ð2:6:26Þ

Accordingly, the differential photoionization cross section can be written

ds
d�

/ jhukjA  Pjfiih�jljciij2: ð2:6:27Þ

Similar to what we discussed above for XPS, satellite features are expected due to

relaxation effects in addition to the potential for vibrational fine structure. The presence

of the vector product A P means that the differential cross section depends on the relative

orientation between the polarization of the ultraviolet light and the transition dipole of

the species to be excited. This property can be used to identify transitions and the

adsorption geometry of molecular adsorbates.

A detailed interpretation of UP spectra is beyond the scope of this book but can be found

in the references in Further Reading. Figure 2.21 shows the ability of UPS to identify

adsorbate electronic states and the effects of the adsorbate on the substrate. The most

complete understanding of angle-resolved photoemission can only be achieved with

comparisons to calculations.

UPS is surface sensitive because the low energy of the photoelectrons leads to a short

inelastic mean free path. It can be used to map out the band structure of solids as well as

the electronic structure of adsorbates and the effect of adsorption on the substrate’s band

structure. Chemisorption involves an exchange of electrons between the adsorbate and

substrate. This leads to a change in work function, which is readily detected by the

change in the width of the UP spectrum. Difference spectra, the difference between

spectra of adsorbate-covered and clean surfaces, clearly show the changes in the substrate

as well as adsorbate induced features.

Because of the strong coupling between adsorbate and substrate, the ionization

energies measured in UPS are shifted compared with those observed in the gas phase.

This is illustrated in Figure 2.21 and embodied in the equation

Ead ¼ Egas � ð�þ��Þ þ Erelax þ Ebond shift: ð2:6:28Þ

Ead and Egas the ionization energies measured in the adsorbed and gas phases,

respectively. Erelax accounts for final state relaxation processes and Ebond shift is an initial

state shift brought about by the adsorbate–substrate interaction. The remaining term

accounts for changes in the work function; however, the exact form of this term remains

controversial as is discussed elsewhere.2

For chemisorbed species, Ebond shift is large. The orbital energies are pinned to the

Fermi level of the substrate. The magnitude of both Ebond shift and Erelax depends on the

specific orbital and not all orbitals shift to the same extent. This can lead to overlaps in

UP spectra from adsorbed species that do not occur in gas-phase spectra.

Physisorbed species exhibit Ebond shift � 0 as expected from the weak coupling with the

substrate. The orbitals are pinned to the vacuum level. Küppers, Wandelt and Ertl66

exploited this by using physisorbed Xe photoemission to demonstrate that the work

function is defined locally not globally. For instance, steps and defects affect the surface
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dipole layer in their vicinity and, therefore, exhibit a different work function than

terraces. Similarly, a chemically heterogeneous surface, such as a bimetallic surface, can

exhibit distinct photoemission peaks associated with Xe physisorption on the two distinct

metal sites on the surface.

Advanced Topic: Multiphoton Photoemission (MPPE)

An extremely potent extension of photoelectron spectroscopy, especially for dynamical

studies, is multiphoton photoemission.67 The most common version is two-photon

photoemission (2PPE). Multiphoton photoemission is the surface analogue of multi-

photon ionization (MPI), which has been used to great advantage in gas-phase spectro-

scopy. MPPE can be performed either with or without resonance enhancement.

Resonance enhancement occurs when one (or more) photon(s) excites an electron into

a real but normally unoccupied electronic state. Subsequently, further absorption of one

(or more) photon(s) ionizes the electron. The sum of the photon energies has to be greater

than the work function. Extremely high signal to noise can be achieved by using photons

that individually do not have sufficient energy to cause photoemission. This can lead to

essentially background free photoemission spectra. This is demonstrated in Figure 2.22.

The photoelectron signal is resonance enhanced due to the transient population of a

normally unoccupied surface state. Figure 2.22 also demonstrates the power of polariza-

tion control to identify the nature of a transition. For instance, the diamond surface state

is composed principally of sp3 orbitals, which are aligned along the surface normal. Such

normally unoccupied states are difficult to study by other spectroscopic techniques,

though inverse photoemission has been profitably employed in this cause68 as well.

Figure 2.21 Changes observed in ultraviolet photoemission spectra (lower panel) upon
adsorption. The upper panel displays the difference spectrum. N(E)covered and N(E)clean are
the count rates of photoelectrons from the adsorbate-covered and clean surface, respectively.
�NðEÞ ¼ NðEÞcovered �NðEÞclean. Reproduced from G. Ertl, J. Küppers, Low Energy Electrons
and Surface Chemistry, 2nd edn. Copyright (1985) with permission VCH, Weinheim.
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Multiphoton events are an example of nonlinear spectroscopy–a spectroscopy in which

the signal is proportion to the light intensity raised to a power greater than one.

Multiphoton transitions are extremely weak and, in general, they are only excited by

high intensity light sources such as lasers. The use of lasers allows for high spectral and

temporal resolution. High temporal resolution is required to study electron dynamics.69 In

this way, the lifetimes of surface states and image potential states have been directly

measured55 and the electron–electron and electron–phonon scattering processes that lead

to thermalization of excited electrons have been probed.59,61,70 Two-photon photoemis-

sion has also given us a direct glimpse of the motion of desorbing Cs atoms as they leave

the surface.71

2.6.3 Auger Electron Spectroscopy (AES)

Another workhorse technique of surface science, in particular because it can be easily

incorporated into the same apparatus that is used for LEED, is Auger electron spectro-

scopy (AES). An Auger transition can be excited by photons, electrons or even by ion

bombardment and is depicted in detail in Figure 2.23. The phenomenon was first

described by Auger in 1925.72 Conventionally, electron bombardment at energies in

the 3–5 keV range is used for surface analytical AES. Auger transitions can, however,

also be simultaneously observed during XPS measurements. Like XPS, AES can be used

for quantitative elemental analysis and the measured signal is influenced by the inelastic

mean free path of electrons, the atomic concentration and the concentration distribution.

Figure 2.22 Two-photon photoemission of the reconstructed C(111)–(2� 1) diamond sur-
face. The normally unoccupied surface state observed at �3 eV is only observed with p-
polarization due to selection rules. Reproduced from G. D. Kubiak, et al., Phys. Rev. B, 39,
1381. Copyright (1989), with permission from the American Physical Society.
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Our first approximation to the photoemission process involved in XPS assumed a one-

electron picture. Auger spectroscopy, in contrast, relies on the coupling between

electrons. As shown in Figure 2.23, after ionization of a core level, a higher lying

(core or valence) electron can fill the resulting hole in a radiationless transition. This

process leaves the atom in an excited state. The excited state energy is removed by the

ejection of a second electron. Inspection of Figure 2.23 makes clear that a convenient

method of labelling Auger transitions is to use the X-ray notation of the levels involved.

Thus the transition in Figure 2.23 (a) is a KL1L2 transition and that in Figure 2.23 (b) is a

KL1V transition in which the V stands for a valence band electron. In some cases, more

than one final state is possible and the final state is added to the notation to distinguish

between these possibilities, e.g. KL1L3(
3P1) as opposed to KL1L3(

3P2). Coster-Kronig

transitions [Figure 2.23(c)], have particularly high rates and are, therefore, extremely

important for determining the relative intensities of Auger transitions.

Auger spectroscopy can be used to detect virtually any element, apart from H and He.

With increasing atomic number (Z), however, the probability of radiative relaxation of the

core hole, i.e. X-ray fluorescence, increases. Furthermore, since the incident electron energy

(the primary electron energy Ep) is often only 3 keV, the Auger transitions of interest in

surface spectroscopy generally have energies below 2 keV. Thus the primary excitation shell

shifts upward as Z increases, e.g. K for Li, L for Na, M for potassium and N for ytterbium.

The energy of an Auger transition is difficult to calculate precisely as many electron

effects and final state energies have to be considered. Fortunately for surface analytical

Figure 2.23 A detailed depiction of Auger transitions involving (a) three core levels (b) two
core levels and the valence band and (c) a Coster-Kronig transition in which the initial hole is
filled from the same shell.
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purposes, the exact energy and lineshape of Auger transition need only be considered in

the highest resolution specialist applications. The low resolution required for quantitative

surface analysis also means that the small energy differences between final state

multiplets can be neglected. Auger transitions from different elements tend to be fairly

widely spaced in energy and when they do overlap coincidentally there is often no easy

way to use them for quantitative analysis.

The observed energy of an Auger transition is best approximated with reference to

Figure 2.24. Note that the energy scale is referenced to the Fermi level. The primary

electron e�p must have sufficient energy to ionize the core level of energy EW. An

electron at energy EX fills the initial hole and the energy liberated in this process is

transferred to an electron at EY, which is then ejected into the vacuum. This electron

must overcome the work function of the sample, �e, to be released into the vacuum;

hence the kinetic energy is reduced by this amount. However, the electron is detected by

an analyser with a work function�sp. The vacuum level is constant and electrical contact

Figure 2.24 Energy levels for a KLV Auger transition, including the influence of the spectro-
meter work function �sp. Adapted from J. C. Vickerman, Surface Analysis: The Principal
Techniques. Copyright (1997), with permission from John Wiley & Sons, Ltd.
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between the sample and the analyser leads to alignment of their Fermi levels. Thus it is

actually �sp that must be subtracted from the energy of the electron to arrive at the final

kinetic energy

EWXY ¼ EK � EL � EV � �sp: ð2:6:29Þ
If the sample is an insulator, the Fermi levels do not automatically align. Sample charging

can easily occur and special care must be taken in interpreting the spectra. The energy of

the electrons created through the Auger process, the Auger electrons, is not dependent on

the primary electron energy.

Quantitative analysis

The quantitative treatment of the intensity of Auger transitions is complicated not only by

inelastic scattering but also backscattering effects. For a complete discussion, see Ertl and

Küppers2 or Vickerman.1 First consider the geometry of excitation and detection, see

Figure 2.25. Some of the electrons from the primary excitation beam excite the emission

of Auger electrons and some are backscattered after elastic or inelastic scattering from

the sample. Excitation occurs over a certain volume and the geometry of this excited

region is determined by the composition of the sample (in particular the atomic number

of the components) and the primary electron beam energy. The volume of primary

excitation takes on a teardrop shape for low atomic number samples and low primary

electron beam energies. It develops into a more spherical shape for higher beam energies

and higher Z. Auger electrons are created and propagate in all directions. However, only

those Auger electrons that propagate back toward the detector, such as a cylindrical

mirror analyser (CMA) or on older systems a retarding field analyser (RFA), and which

escape the sample without experiencing inelastic scattering are detected as Auger

electrons. Therefore, the Auger electrons emanate from a shallow region whose cross

section is defined by the cross section of the primary beam and the depth of which is

determined by the inelastic mean free path of the Auger electrons at their specific kinetic

energy. Inelastically scattered primary and Auger electrons excite the emission of other

electrons from the sample (secondary electrons) with a continuous range of energies

from Ep down to zero (more accurately, down to a low energy cutoff determined by the

spectrometer detection system and stray fields). All of the Auger, backscattered and

secondary electrons that are intercepted by the detector are detected. Each detector has a

typical acceptance angle of electrons that it can detect. Electrons that leave the sample at

too great of an angle measured from the normal will fall outside of the acceptance angle.

Because of the presence of backscattered and secondary electrons, the signal

acquired – the number of electrons as a function of the kinetic energy of the electrons

N(E) – is composed of peaks from the Auger electrons at well-defined energies along

with a continuous background. The background has an intensity comparable to that of

the Auger peaks and will also have some smoothly varying structure. The signal N(E)

is called the integral signal or the integral spectrum. In many cases it is not easy to

identify the peaks in the N(E) spectrum; therefore, the differential signal dN(E)/dE is

calculated and plotted as a function of E. The energy of an Auger transition is labelled

according to the most negative portion of a peak in the derivative spectrum.

Approximate compositional analysis can easily be obtained with the use of the

measured relative sensitivity factors sX, which can be found in the Handbook of Auger
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Electron Spectroscopy.73 The mole fraction of component A in a binary mixture of A and

B is given by

xA ¼ IA=sA
IA=sA þ IB=sB

: ð2:6:30Þ

In Equation (2.59), IA and IB are the intensities of the peaks associated with the adsorbate

and the substrate, respectively and sA and sB, are the relative sensitivity factors. If there

are more than two components then the denominator has to be replaced by a sum over all

components. The mole fraction can be equated to the relative coverage. The intensity of

the peak is often taken as the peak height when the data is taken in a differential mode but

more accurate quantitative work is performed by using the peak area for data taken in an

integral mode.

2.6.4 Photoelectron Microscopy

Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) are

well-established techniques in the realm of materials science for the determination of

structure. The electrons created by photoemission also lend themselves readily to the

determination of the spatial information. There are, in general, three strategies that can be

used to make images using photoemission. The first is to irradiate with a minute probe

beam (either electrons or photons) and then to collect all of the photoelectrons as a

function of the position of the scanned beam. In the second method, the entire surface can

be illuminated but the photoelectrons are imaged through a small aperture so that only a

limited region of the sample is viewed. The detector is then scanned across the sample to

build up an image. In the third method, the entire sample is illuminated and the

Figure 2.25 The geometry of Auger electron spectroscopy. A primary electron beam excites
the formation of Auger electrons as well as X-ray fluorescence. Backscattered and secondary
electrons are also created in the process.
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photoelectron distribution is imaged onto a position sensitive detector. A photoelectron

microscope can be used not only to measure the compositional profile of a surface, but

also the geometric profile of its magnetic structure.74

Photoelectron microscopes are useful both for spectromicroscopy and microspectro-

scopy. In spectromicroscopy, micrographs (images) of electrons within a limited energy

range are acquired. In other words, spectromicroscopy is energy-resolved microscopy.

This is particularly important for compositional mapping. Microspectroscopy involves

the acquisition of spectroscopic information, e.g. photoemission intensity versus

kinetic energy, from a spatially resolved surface region. In this way the electronic

structure of micro- or nano-scale structures can be measured, for example, as a function

of size.

Profiling and xy Mapping with XPS

XPS can also be used to garner information on the geometric distribution of an element in

all three dimensions. An XPS signal becomes progressively more surface sensitive for

large values of the takeoff angle. For takeoff angles normal to the surface, roughly the

first 10 nm (20–40 atomic layers) of material are probed. If information for greater depths

is required, XPS can be performed with simultaneous removal of the surface layers.

Removal is generally achieved by sputtering, a process in which high-energy ions are

used to bombard the surface and eject material from the sample. The measurement of

atomic composition as a function of depth is known as depth profiling.
The spatial resolution of XPS in the xy plane is impeded by the difficulty of focusing

X-rays. Using focused X-rays, spatial resolutions down to �50 mm have been achieved.

Alternatively, imaging of the photoelectrons with a position sensitive detector has been

used to achieve a resolution of �10 mm. The pursuit of an XPS microscope remains an

active area of research.

Depth Profiling and xy Mapping with AES

Depth profiling by the combination of AES and sputtering is more commonly employed

than the combination with XPS. See Vickerman1 and Hofmann75 for a full discussion.

Since high-energy electron beams can be focused to spot sizes on the order of tens of

nanometres, Auger spectroscopy lends itself to high-resolution surface microscopy more

readily than does XPS. High-resolution electron microscopes can be used in two modes.

They can be used as a normal scanning electron microscope (SEM) to image the

topography of a sample. The advantage of a scanning Auger microscope is that images of

elemental composition can be obtained. This allows for correlations to be drawn between

topography and elemental composition.

Photoemission Electron Microscope (PEEM)

In conventional photoemission spectroscopy, the photon energy is chosen to be sig-

nificantly greater than the work function of the sample. As we have learned, the work

function of a heterogeneous surface is not uniform. Consider a surface that is partially

covered with chemisorbed oxygen atoms. Oxygen causes a large increase in the surface

dipole in the region where it is adsorbed. If measured by a technique that averages over a

large area, this appears as a global change in the work function. However, if probed by a

higher resolution technique, we find that the work function is only changed in the parts of

the surface covered with oxygen. If we choose a photon energy that is just above the work
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function of the clean surface, photoemission is only observed from the clean surface

regions. The oxygen-covered areas are dark, that is, they do not emit electrons.

This effect can be exploited to image the chemisorption of oxygen and other

adsorbates that cause large changes in the work function. This technique is known as

photoemission electron microscopy (PEEM).74,76 It was originally conceived in the 1930s

but it was not widely exploited in surface studies until Engel developed modern

instruments in the 1980s. Under favourable circumstances, i.e. when adsorbates produce

sufficiently diverse work function changes to be differentiated, PEEM is capable of

submicron resolution coupled with moderate temporal resolution. This combination

allows PEEM to image spatiotemporal pattern formation during surface reactions with

�200 nm resolution.77 We will speak more about this topic in Chapter 6.

2.7 Vibrational Spectroscopy

Vibrational spectroscopies have long found an important place in the chemist’s arsenal of

analytical techniques and the same is true for adsorbed systems.78,79 Vibrational

spectroscopy is extremely useful in identifying the types of bonds that are present in a

sample. Shifts in vibrational frequencies can also be used to gain insight into subtle

changes in bonding. A variety of spectroscopies can give information on vibrational

motions: infrared absorption,80,81 electron energy loss,23 Raman, sum frequency genera-

tion, inelastic neutron tunnelling,79 helium scattering,82 and inelastic electron scatter-

ing.83 Ho has demonstrated that an STM can yield vibrational spectra with high spatial

resolution.84 NSOM can also be used to obtain spatially resolved infrared and Raman

spectra. Here we shall concentrate on just two of these spectroscopies, infrared

absorption and electron energy loss spectroscopy.

Most surface vibrational spectroscopy is performed on the fundamental transitions,

that is, on the transition from v ¼ 0 to v ¼ 1. The harmonic oscillator approximation is

usually appropriate at this low level of excitation. The energy levels of a harmonic

oscillator are equally spaced and given by

Ev ¼ ðvþ 1=2Þho0; ð2:7:1Þ
where v is the vibrational quantum number. The characteristic frequency of a harmonic

oscillator is given by

o0 ¼ 1

2p

ffiffiffi
k

m

s
; ð2:7:2Þ

where k is the force constant of the vibration (related to the bond strength) and m is the

reduced mass

m ¼ m1m2

m1 þ m2

ð2:7:3Þ

of the diatomic oscillators composed of atoms of mass m1 and m2. An N-atom polyatomic

molecule has 3N � 6 (bent) or 3N � 5 (linear) vibrational modes in the gas phase.

Additional modes are introduced by adsorption as the translational and rotational degrees
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of freedom are lost for localized adsorption. These are transformed into new modes often

denoted as frustrated translations and rotations. If we consider the CO molecule bound in

an upright geometry, adsorption transforms the z translation into the vibration associated

with the surface–CO bond. To a first approximation we can consider the various

vibrational modes to be independent oscillators. The harmonic approximation breaks

down for high levels of excitation because the oscillators are better described by a Morse

potential than a harmonic potential. This is especially important for low frequency

modes, such as the surface–adsorbate bond, because even moderate temperatures lead to

significant populations in excited vibrational states. Anharmonicity not only results in a

continuously decreasing level spacing with increasing values of v, but also in couplings

between the various vibrational modes. In a real (anharmonic) oscillator overtone

transitions (�v > 1) and combination bands (simultaneous excitation of more than

one vibrational mode) can be observed.

Equations (2.7.1) and (2.7.2) are written in terms of radial frequency. More commonly,

vibrational transitions are categorized in terms of inverse centimetres (cm�1) in infrared

spectroscopy or millielectron volts (meV) in electron energy loss spectroscopy. The

inverse centimetre is the unit of wavenumber, which is denoted by �n and is not to be

confused with frequency (n) or angular frequency (o ¼ 2pn). A useful conversion factor

is 1meV ¼ 8:065 cm�1.

As shown in Figure 2.26 the vibrational spectrum in the adsorbed phase differs greatly

from that found in the gas phase. The loss of rotational fine structure is immediately

obvious. The change in linewidth is also apparent. There are numerous mechanisms that

lead to the increased linewidth in the adsorbed phase.81,85–87 Both homogeneous and

inhomogeneous processes lead to line broadening. Inhomogeneous broadening is

dominated by variations in the environment around the adsorbate. Under normal

circumstances, inhomogeneous broadening is significant and leads to a Gaussian line-

shape. Only the most well-ordered adsorbate structures on single crystal surfaces exhibit

spectra that are not dominated by inhomogeneous broadening. Figure 2.26 also

demonstrates that more than one frequency can be associated with the same vibration

in the adsorbed phase, the C��O stretch in this case, even though there is a unique value in

the gas phase. A prime example of which is the ideally terminated Si(111)–(1� 1):H

surface shown in Figure 2.27, which Chabal and co-workers have exploited to study

vibrational energy transfer processes with unparalleled detail.86 Homogeneous broad-

ening arises both from vibrational energy transfer and dephasing events. The study of

vibrational energy transfer and dephasing in adsorbates was pioneered by Cavanagh,

Heilweil, Stephenson and co-workers.88–92

Vibrational modes are named according to the type of motion involved in the vibration.

There are four characteristic types of vibrations. Stretches change the bond length and are

denoted with n (Greek nu not to be confused with the vibrational quantum number v). In-

plane motions that change bond angles but not bond lengths are bends. These are denoted

with d and are sometimes further subdivided between rocks, twists and wags. Out-of-

plane bends are assigned the symbol g. Torsions (t) change the angle between two planes

containing the atoms involved in the motion.
Equation (2.7.2) shows that the fundamental vibrational frequency depends on the

reduced mass. Isotopic substitution can therefore be used as an aid in identifying

vibrational transitions. The value of k depends on the vibrational potential, which
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means that vibrational spectra are sensitive to changes in the vibrational potential

introduced by changes in chemical bonding.

2.7.1 IR Spectroscopy

The application of IR spectroscopy to surfaces owes much of its early development to the

work of Eichens,93,94 Sheppard95,96 and Greenler.97,98 The absorption of infrared

Figure 2.26 The IR spectrum of (a) gas-phase CO versus that of (b) CO adsorbed on dispersed
Rh clusters. The gas-phase spectrum exhibits rotational fine structure. The adsorbed CO forms a
gem dicarbonyl species (Rh(CO)2). Coupling between the two adsorbed CO molecules leads
to two vibrational peaks. The effect of oxygen isotopic substitution is also evident. 16,16 refers
to Rh(C16O)2, etc. Adapted from J. T. Yates, Jr., et al., J. Chem. Phys., 79, 1026. Copyright
(1983), with permission from the American Institute of Physics.
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radiation by adsorbed species80,81 bears many similarities to IR absorption in other

phases. The probability of a vibrational transition is proportional to the square of the

transition dipole moment. The transition dipole moment is given by80

Mvv0 ¼
Z 1

�1
cðvÞmcðv0Þdt; ð2:7:4Þ

where c(v) and c(v0) are the initial and final state vibrational wavefunctions, respectively,
and m is the dipole moment of the molecule. For the vibrational transition to have a

nonzero probability, the integral in Equation (2.7.4) must be nonzero along at least one of

its components (x, y or z). The z axis is conventionally chosen to lie along the surface

normal. Group theory and symmetry arguments79,99 can be used to determine which

modes are IR active, that is, capable of being observed in infrared spectroscopy. This

Figure 2.27 The IR spectrum of H adsorbed on chemically prepared (a) flat and (b) stepped Si
(111) surfaces. Part (a) reproduced from P. Jakob et al., Chem. Phys. Lett., 187, 325. Copyright
(1991), with permission from Elsevier. Part (b) reproduced from P. Jakob et al., Phys. Rev. B,
47, 6839. Copyright (1993), with permission from the American Physical Society.
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symmetry constraint depends not only on the molecule but also on the symmetry of the

adsorption site.100 This property is useful for the determination of adsorbate structure.

The strength of an absorption feature depends not only on the transition dipole moment

but also on the strength of the electric field associated with the infrared light incident on

the sample and the orientation of the electric field vector with respect to the transition

dipole. Therefore, we need to consider the electric field strength at the interface to

understand what types of vibrations can be observed. Semiconductors and insulators can

support electric fields both perpendicular and parallel to their surfaces. A metal, however,

can only support a perpendicular electric field. This is because of the image dipole effect

illustrated in Figure 2.28. Thus, on a metal only vibrations with a component along the

surface normal will be observed in IR absorption spectra. On semiconductors and

insulators, the orientation of the adsorbate can be determined by measuring the intensity

of spectral features as a function of the polarization angle of the incident light.

Infrared spectroscopy is performed in a number of distinct modes:

� Transmission (Figure 2.29(a)) Only appropriate for transparent substrates and films

that are sufficiently thin so as not to absorb too much of the incident light. Successfully

employed in the study of dispersed metal supported catalysts, thin films on insulating

and semiconducting substrates and adsorption onto the surfaces of porous solids.

� Reflection (Figure 2.29(b)) Most appropriate for metal single crystals for which it is

performed near grazing incidence. Known as reflection absorption infrared spectro-

scopy (RAIRS) or infrared reflection absorption spectroscopy (IRAS).

� Diffuse reflectance (Figure 2.29(c)) Powders or rough surfaces scatter radiation

diffusely rather than specularly. An absorption spectrum is measured by collecting all

of the scattered radiation. Known as diffuse reflectance infrared Fourier transform

spectroscopy (DRIFTS).

� Internal reflection (Figure 2.29(d)) Infrared light can be bounced through a trans-

parent substrate, particularly diamond, Si, Ge or ZnSe, and absorption can occur at

each surface reflection. Known as attenuated total reflectance (ATR) or multiple

internal reflection (MIR) spectroscopy. Can be used to interrogate the interface

between any two phases – solid/solid, solid/liquid, solid/gas – as long as the substrate

is transparent. Thus studies of semiconductor/aqueous solution interfaces become

possible, as required for in situ electrochemical studies, even though the liquid is

opaque. In addition to adsorbed layers on the ATR element, this technique can also be

used to study the surface of solids pressed against the semiconductor prism.

Other methods are discussed by Chabal.81

Figure 2.28 Image dipole at a metallic surface.
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Transmission is perhaps the most familiar form of infrared spectroscopy. In surface

science, however, it is generally only used for high surface area samples and thin films

because a single adsorbed monolayer adsorbs so little radiation. In transmission mode,

the amount of adsorbed radiation is characterized in terms of the transmittance

T ¼ I

I0
ð2:7:5Þ

or absorbance

A ¼ � log T ¼ log
I0

I

� �
; ð2:7:6Þ

where I0 is the incident intensity and I is the transmitted intensity. In the absence of

reflection and scattering, the transmittance is given by

T ¼ 10�acl ¼ expð�alÞ; ð2:7:7Þ

Figure 2.29 The modes of IR spectroscopy (KWK).
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where a is the absorptivity, c the concentration and l the path length. The absorption

coefficient, a, is related to the absorptivity by

a ¼ 2:3026 ac ð2:7:8Þ
which is, in turn, related to the imaginary part, k, of the complex refractive index, ñ, by

a ¼ 4pk
l0

; ð2:7:9Þ

where l0 is the vacuum wavelength of the infrared light and k is defined through

~n ¼ nþ ik: ð2:7:10Þ
It follows that absorbance is linearly proportional to concentration and the pathlength

A ¼ acl: ð2:7:11Þ
The absorption spectra collected by diffuse reflectance are expressed in terms of the

Kubelka-Munk function

a
S
¼ ð1� R1Þ2

2R1
; ð2:7:12Þ

where S is the scattering coefficient and R1 is the reflectivity of an (optically) infinitely

thick sample. If the scattering coefficient is known (or assumed independent of

wavelength) over the region of the spectrum, the Kubelka-Munk function directly

transforms the measured reflectivity spectrum into the absorption spectrum.

In RAIRS and ATR, the reflection spectrum is measured for the clean substrate, R0(n),
and the adsorbate-covered substrate, R(n). The absorption spectrum is usually expressed

in terms of the relative change in reflectivity

�RðnÞ
R0ðnÞ ¼ R0ðnÞ � RðnÞ

R0ðnÞ : ð2:7:13Þ

The relative change in reflectivity is related to the absolute coverage (molecules per unit

area), s, and the adsorbate polarizability, aðnÞ (not to be confused with the absorption

coefficient) according to81

�RðnÞ
R0ðnÞ ¼ 8p2n

c
FðjÞ s ImaðnÞ; ð2:7:14Þ

where j is the angle of incidence and F(j) contains all of the local field characteristics

and the dielectric response of the system.

Equations (2.7.11) and (2.7.14) demonstrate that IR spectroscopy can be used to

quantify the extent of adsorption. It is usually assumed that the absorbance and relative

change in reflectivity are linearly proportional to adsorbate number density, as expected

from Equations (2.7.11) and (2.7.14). However, this is not always so,80 in particular,

deviations are to be expected if there are strong interactions between adsorbates (lateral

interactions). While it is often a good approximation, especially at low coverage, the

linear relationship between adsorbate coverage and infrared absorption needs to be

confirmed by corroborating measures of coverage.
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Surface infrared spectroscopy can only be performed if the substrate does not absorb

strongly. Depending on the substrate, this leads to a cut-off in the low-frequency region of

the spectrum, occurring at around 500–1000 cm�1. Because of this, infrared spectroscopy

cannot be used to interrogate low-frequency vibrations. For example, the substrate–

molecular adsorbate bond generally has a very low frequency. Surface phonons also have

vibrational frequencies too low to be studied by IR spectroscopy.

IR spectroscopy has two other important characteristics. The first is that it is capable of

very high spectral resolution (<0.01 cm�1). This is much smaller than the linewidths

observed for most adsorbates. High resolution studies, however, can lead to important

information regarding vibrational energy transfer and dephasing. The second

characteristic is that it can be used for high-pressure, in situ studies. In this case any

absorption from the gas phase must be subtracted. This characteristic allows for the study

of working catalysts under realistic conditions.

2.7.2 Electron energy loss spectroscopy (EELS)

When electrons backscatter from a surface they can lose energy to the various degrees of

freedom of the surface and adsorbed layer. Electron energy loss spectroscopy23 relies

upon the use of a monochromatic, collimated beam of electrons, which is energy

analysed after it has scattered from the surface. The angular distribution of the scattered

electrons contains further information. In principle, rotational, vibrational and electronic

transitions can be observed in EELS. The study of vibrations by electron energy loss is

often called high-resolution electron energy loss spectroscopy (HREELS) to differentiate

it from the study of electronic transitions.

Figure 2.30 The electron energy loss spectrum of co-adsorbed O2 þ CO on Pd(111). The
species associated with o1, o2 and o3 are illustrated in Figure 3.8. Adapted from K. W.
Kolasinski et al., Surf. Sci., 334, 19. Copyright (1995), with permission from Elsevier.
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Figure 2.30 displays an EEL spectrum collected from a co-adsorbed layer of CO and

O2, which concentrates on the vibrational part of the spectrum. By far the largest peak in

the spectrum is the elastic peak. The absolute energy of the elastically scattered electrons

is unimportant as far as the position of peaks in the spectrum is concerned. The centre of

the elastic peak, E0, fixes the origin of the spectrum and is conventionally set equal to

zero energy. The width of the elastic peak, conventionally expressed as a full width at

half maximum (FWHM), is a measure of the spectral resolution.

The energy at which a peak occurs is

E ¼ E0 � �ho: ð2:7:15Þ
�ho ¼ the energy of the excited transition (generally in meV) and E ¼ the detected

energy. Thus, if we take E0 ¼ 0, the energy of a peak is the energy of the vibration

excited by electron scattering.

Three Scattering Mechanisms

The proper interpretation of EEL spectra requires knowledge of how electrons scatter

inelastically. The three mechanisms of scattering are dipole scattering, impact scattering

and resonance scattering. Wave-particle duality lies behind these three scattering

mechanisms.

In dipole scattering the electric field associated with the charge of a moving electron

interacts with the scatterer (adsorbate or surface phonon). The electron acts as a wave and

the interaction is analogous to that of a photon in IR spectroscopy. On a metal, the same

selection rule is followed, that is, only vibrations associated with a dipole moment

change normal to a metal surface can be observed. Just as for photons, dipole scattered

electrons emerge along the specular angle. The angle of incidence equals the angle of

reflection and both the elastically scattered and inelastically scattered electrons emerge

along the same propagation direction. The analysis of the spectra associated with dipole

scattering, therefore, follows the same methods as RAIRS. Whereas the energetic

position of the loss peaks does not depend on E0, the intensity of the peaks does. The

intensity smoothly varies with E0 roughly following (E0)
1/2.

In impact scattering the electron acts like a particle. The electron bounces off the

scatterer, experiencing a short-range interaction and exchanging momentum. Because of

momentum exchange off-specular scattering (ji 6¼ jf ) occurs. Thus, by measuring the

angular distribution of the scattered electrons, impact and dipole scattering can be

differentiated. The short-range interaction means that the selection rules valid for RAIRS

are no longer appropriate for this scattering regime.

While we may attempt to classify an electron as either a wave or a particle, an electron

is, after all, an electron. In resonance scattering,101 the electron interacts with the

adsorbate as only an electron can. That is, the electron actually becomes trapped in a

bound (or quasi-bound) electronic state. The trapping state can be a real excited state of

the isolated ion. In electron scattering such a state is called a Feshbach resonance.

Alternatively, a centrifugal barrier, which arises from the angular momentum associated

with the electron-molecule scattering event, can trap an electron. This is known as a

shape resonance. A shape resonance is a very short-lived state (on the order of a few

femtoseconds). However, even a Feshbach resonance generally has a lifetime on the order

of only 10�10–10�15 s. Resonance scattering is sensitively dependent on the incident
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electron energy, that is, resonances in the vibrational excitation probability are observed

as a function of E0. Resonances also have characteristic angular dependencies for both

their excitation and decay. The angular distribution of the electrons scattered through a

resonance provides information about the symmetry of the resonance, e.g. whether a s or

p symmetry state is involved. Because of the finite lifetime of the temporary negative ion

state formed, the excitation of overtones often accompanies resonance scattering. In fact,

this is one of the clearest signatures of this mechanism. It is also often the only way to

study these higher lying vibrational states.

One of the great strengths of EELS is that it can interrogate the low frequency region

(0–800 cm�1) where IR cannot be used. Thus, EELS can be used to investigate both the

substrate–adsorbate bond and phonons. The resolution of EELS is, however, significantly

lower than that of IR spectroscopy. While it is relatively easy to obtain 10meV resolution, it

is only recently that resolution on the order of 1meV (�8 cm�1) has been obtained. The use

of an electron beam means that EELS is constrained to use in UHV. The intensity of loss

features is dependent on the adsorbate coverage and, subject to the same caveats as for

RAIRS, it can be used as a quantitative measure of adsorbate coverage.

2.8 Other Surface Analytical Techniques

A large fraction of research at surfaces throughout the 1970s and 1980s was devoted to

developing an alphabet soup of surface sensitive analytical techniques. An extensive

collection of these acronyms has been collected by Somorjai.102 Experimentation in surface

science requires the routine intervention of a multi-technique approach and, therefore, a

familiarity with a large number of techniques is necessary for the surface scientist. For

brevity a number of these techniques have been left out, including synchrotron based

techniques for structure determination,103 ion scattering,4 He atom scattering104 and sum

frequency generation (SFG) for time resolved vibrational spectroscopy.105

2.9 Summary of Important Concepts

� Knudsen beams are molecular beams with thermal properties.

� Supersonic jets experience significant cooling during expansion, exhibit high transla-

tional energy and have significantly enhanced intensity compared with Knudsen

beams.

� STM involves the tunnelling of electrons from occupied to unoccupied electronic states.

The voltage between the tip and the surface determines the direction of current flow.

� STM images electronic states not atoms.

� AFM allows for atomic scale imaging on insulating surfaces and for direct measure-

ments of intermolecular forces.

� NSOM extends optical spectroscopy to the nanoscale and even single molecule regime.

� Low energy (�20–500 eV) electrons penetrate only the first few atomic layers and can

be used to investigate surface structure.

� The symmetry of LEED patterns is related to the periodicity of the substrate and

adsorbate overlayer structure.
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� XPS probes the electronic states associated with core levels and is particularly well

suited to quantitative elemental analysis.

� UPS probes the electronic states associated with valence electrons and is particularly

well suited to studying electronic changes associated with chemical bonding.

� AES is also used for quantitative elemental analysis.

� In IR spectroscopy at metal surfaces a strict dipole selection rule means that only

vibrations with a component along the surface normal can be observed.

� In EELS electrons scatter through dipole, impact and/or resonance scattering mechan-

isms and no strict selection rule can be assumed unless the mechanism is known.

2.10 Frontiers and Challenges

� For all forms of spectroscopy higher resolution, lower detection sensitivity and higher

data acquisition speed are the roads to the frontiers and the greatest challenges.

However at surfaces this comes with the bonus challenges of doing so with smaller

spots sizes (higher spatial resolution) and less damage to the sample.

� Development of ultrafast electron and X-ray diffraction techniques.

� Developing techniques for routine chemical analysis using scanning probe microscopes.

� Understanding SPM tip/surface or SPM tip/adsorbate interactions. How does tip size and

shape affect AFM images? How does the electronic structure of the tip affect STM

images and spectroscopic data? When and how do tip interactions influence SPM data?
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2.12 Exercises

2.1 Derive Equation (2.1.2).

2.2 Show that the pressure in a chamber of volume V, at initial pressure p0, pumped with

a pumping speed of S changes as a function of time according to

pðtÞ ¼ p0 expð�t=tÞ; ð2:12:1Þ
where t ¼ V=S is the time constant of the chamber/pump combination.

2.3 (a) What is the gas flux striking a surface in air at 1 atm and 300K? (b) Calculate the

pressure necessary to keep a 1 cm2 Pt(100) surface clean for 1 h at 300K, assuming a

sticking coefficient of 1, no dissociation of the gas upon adsorption and that ‘clean’

means <0.01ML of adsorbed impurities.
2.4 Lieber and co-workers106 used AFM to measure the adhesion force arising from the

contact of CH3 groups. The adhesion force was 1.0 nN. If the tip/surface contact area

was 3.1 nm2 and the radius of a CH3 group is (0.2)1/2 nm, calculate the interaction

force resulting from the contact of two individual CH3 groups.
2.5 In an STM image, does an adsorbate sitting on top of a surface always look like a

raised bump compared with the substrate?
2.6 Some adsorbates can be imaged in STM at low temperatures but seem to disappear at

higher temperatures even though they have not desorbed from the surface. Explain.
2.7 The dimer unit on a Si(100) surface has a bonding orbital just below EF and an

antibonding orbital just above EF. Make a prediction about STM images that are

taken at positive compared with negative voltages. Do the images look the same and,

if not, how do they differ?
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2.8 Use Equations (2.5.18) and (2.5.19) to show that the diffraction reflexes appear at

s

l
¼ h1a

�
1 þ h2a

�
2 ð2:12:2Þ

Assume normal incidence of the incoming electrons.

2.9 Describe how the spots in a LEED pattern would evolve if:

(a) incident molecules adsorbed randomly onto a surface forming an ordered

overlayer only when one quarter of the substrate atoms are covered (a quarter

of a monolayer);

(b) the incident molecules formed ordered islands that continually grow in size

until they reach a saturation coverage of a quarter of a monolayer;

(c) an overlayer is ordered in one direction but not in the orthogonal direction

(either due to random adsorption or diffusion in the orthogonal direction).

2.10 Consider clean fcc(100), fcc(110) and fcc(111) surfaces. (fcc ¼ face-centred

cubic). Draw the unit cell and include the primitive lattice vectors a1 and a2.
Calculate the reciprocal lattice vectors a1� and a2� and draw the LEED pattern

including the reciprocal lattice vectors.

2.11 For structures (a)–(i) in Figure 2.31 determine the associated LEED patterns.

Classify the structures in both Wood’s and matrix notation.

Figure 2.31 Structures (a)–(i): see Exercise 2.11.
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2.12 Fractional coverage can be defined as the number of adsorbates divided by the

number of surface atoms:

y ¼ Nads

N0

: ð2:12:3Þ

For each of the structures in Exercise 2.11, calculate the coverage. Note any

correlations between coverage and the LEED patterns.

2.13 Given LEED patterns (a)–(i) in Figure 2.32 obtained from adsorbate-covered

face-centred cubic (fcc) substrates, determine the surface structures. Substrate

reflexes are marked � while the additional adsorbate induced reflexes are marked

�. Assume no reconstruction of the surface.

2.14 Determine all of the X-ray levels that all possible for the n ¼ 3 shell.

2.15 Explain why Auger electron spectroscopy is surface sensitive. Are Auger peaks

recorded at 90, 350 and 1500 eV equally surface sensitive?

2.16 The Auger data for the intensity of the Pt transition at 267 eV and the C transition

at 272 eV found in Table 2.3 was taken for adsorption of CH4 on Pt(111) at

Figure 2.32 Low-energy electron diffraction (LEED) patterns (a)–(i): see Exercise 2.13.
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Ts ¼ 800K, Tgas ¼ 298K. At this temperature CH4 dissociates and H2 desorbs

leaving on C(a) on the surface. Use the data to make a plot of yPt and yC versus the

exposure, e, in other words make a plot of the uncovered and covered surface sites

as a function of e. The AES sensitivity factors are sPt ¼ 0:030 and sC ¼ 0:18.
2.17 Consider the spectrum of adsorbed CO in Figure 2.26. CO is adsorbed as a gem-

dicarbonyl on the Rh atoms present on the Al2O3 substrate as shown in the Figure

2.33.

(a) If the CO molecules in the gem-dicarbonyl were independent oscillators, only

one CO stretch peak would be observed. Explain why there are two peaks in

the spectrum.107

(b) Explain why substitution of 18O for 16O changes the positions of the bands.
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3

Chemisorption, Physisorption
and Dynamics

In Chapter 1 we discussed the structure of adsorbates on surfaces and in Chapter 2 the

methods we use to probe them. Now we turn to describing the interactions that hold

adsorbates onto surfaces and the processes that get them there. In Chapter 4 we discuss

the thermodynamics and kinetics of adsorption and the adsorbed phase. In this chapter,

we investigate those aspects of energetics that control the motions and binding of atoms

and molecules to surfaces. In particular, we concentrate mainly on the interactions of

individual molecules with clean surface. The effects of higher coverages are dealt with in

Chapter 4.

3.1 Types of Interactions

When a molecule sticks to a surface, it can bind with either a chemical interaction

(chemisorption) or a physical interaction (physisorption). Chemisorption involves the

formation of a chemical bond between the adsorbate and the surface. Physisorption

involves weaker interactions involving the polarization of the adsorbate and surface

rather than electron transfer between them. Table 3.1 compares and contrasts several

general aspects of chemisorption and physisorption.

While chemisorption and physisorption may seem like nicely distinguishable categories,

a more or less continuous spectrum of interaction strengths exists, going from one to the

other. Nonetheless, it is a useful distinction to make in most cases. At 0K all molecular

motion apart from that associated with zero point energy ceases. This means that all

chemical substances condense if the temperature is low enough. Another way to interpret

this is that any chemical substance adsorbs (become either chemisorbed or physisorbed) if

the temperature is low enough. Liquid nitrogen and liquid helium are the two most

commonly used cryogenic coolants and, therefore, two important low temperatures to
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remember are the boiling points of N2 (77K) and He (4K). Most substances stick to a

surface held at l-N2 temperature and virtually everything sticks at l-He temperature.

Chemisorption is highly direction, as are all chemical bonds. Therefore, adsorbates that

are chemisorbed (chemisorbates) stick at specific sites and they exhibit a binding

interaction that depends strongly on their exact position and orientation with respect to

the substrate. On metals, chemisorbed atoms tend to sit in sites of the highest coordination.

For instance, O atoms on Pt(111) bind in the fcc three-fold hollow sites with a bond energy

of �370 kJmol�1.1 This is not surprising since a crystal of an fcc metal is constructed by

stacking the atoms one layer on top of the next by placing the atoms in the sites of highest

coordination. There are, of course, exceptions. H atoms usually bind in the sites of highest

coordination but can occupy two-fold sites on W(100).2 The diamond lattice of a

semiconductor is composed of atoms stuck successively on the tetrahedrally directed

dangling bonds of the surface. Thus, atoms tend to chemisorb on the highly localized

dangling bonds of semiconductors in preference to sites of high coordination.

One important exception to the above rules is when an adsorbate forms such a strong

bond with the substrate that it reacts to form a new compound. Oxygen forms strong

bonds with a number of elements, for instance, Fe, Al and Si are highly susceptible to

oxidation. Therefore, oxygen chemisorption can easily lead to formation not only of

surface bound O atoms but also O bound in subsurface sites. The bonding of O atoms

between and below the surface atoms of the substrate can be thought of as precursors to

the formation of, for example, Fe2O3, Al2O3 and SiO2. H atoms, because of their small

size, are also highly susceptible to the occupation of subsurface sites. Of particular

interest is the H/Pd system,3,4 in which H atoms can pack into the Pd lattice to a density

greater than that of liquid H2.

Physisorbed species (physisorbates) do not experience such strongly directional

interactions. Therefore, they bond more tenuously to specific sites and experience an

attractive interaction with the surface that is much more uniform across the surface. In

many cases, the interactions between physisorbates are as strong as or stronger than the

interaction with the surface.

3.2 Binding Sites and Diffusion

The binding energy of an adsorbate depends on its position on the surface. This means not

only that there are different binding sites at the surface, but also that the sites are separated

Table 3.1 A comparison between chemisorption and physisorption.

Chemisorption Physisorption

electron exchange polarization
chemical bond formation van der Waals attractions
strong weak
� 1 eV (100 kJmol�1) � 0:3 eV (30 kJmol�1), stable only at cryogenic

temperatures
highly corrugated potential less strongly directional
analogies with coordination chemistry
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by energetic barriers, as shown in Figure 3.1. To move across the surface an adsorbate has

to hop from one site to the next via pathways that traverse these barriers. Therefore, the

barriers that separate the binding sites represent diffusion barriers. Figure 3.1(a) can be

thought of as a one-dimensional (1D) potential energy surface (PES). Motion from one

well to the next represents diffusion. Each well may also contain a number of bound

vibrational states, which represent the vibrations of the adsorbate against the surface.

Consistent with Figure 3.1, diffusion5 is an activated process. For a uniform potential,

we therefore expect diffusion to be governed by a simple Arrhenius form

D ¼ D0 expð�Edif=RTÞ ð3:2:1Þ

Figure 3.1 The interaction potential of an adsorbate is corrugated as can be seen in these (a)
1D and (b) 2D representations of energy versus position on ideal defect-free surfaces.
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where D is the diffusion coefficient, D0 the diffusion pre-factor and Edif is the activation

energy for diffusion.

There are two extremes of temperature for which Equation (3.1.1) does not describe

diffusion. At very low temperatures for light adsorbates such as H and D, quantum effects

can predominate.6 In this tunnelling regime, diffusion is independent of temperature.

When the temperature is sufficiently high such that RTs � Edif , the adsorbate translates

freely across the surface, performing a type of Brownian motion. In other words, it is

bound in the z direction but it is not bound in x and y directions. This state of free

2D motion is known as a two-dimensional gas. The greater the corrugation in the

adsorbate/surface potential, the larger the effective diffusion barrier experienced by

the adsorbate and the higher Ts must be to form a 2D gas. Chemisorbates experience

greater diffusion barriers than physisorbates. In most cases, the Ts required to form a 2D

gas is sufficiently high to engender a significant rate of desorption.

For temperatures RTs not � Edif , we can interpret Equation (3.1.1) directly. D is

related to the hopping frequency, n, the mean-square hopping length (related to the

distance between sites) and the dimensionality of diffusion by

D ¼ nd2

2b
: ð3:2:2Þ

For one-dimensional diffusion b ¼ 1, whereas for uniform diffusion in a plane, b ¼ 2.

The root mean square distance, hx2i1=2, travelled by an adsorbate diffusing in 1D in a

time t is given by

hx2i1=2 ¼
ffiffiffiffiffiffiffiffi
2Dt

p
: ðUniform1D PotentialÞ ð3:2:3Þ

Diffusion of a single particle in a uniform 1D potential is particularly simple;

nonetheless, analysis of 1D diffusion and our knowledge of adsorbate interactions lead

to several important conclusions. Figure 3.1 demonstrates that the adsorbate/surface

potential is corrugated. This corrugation takes two forms: geometrical, as probed, for

example, by STM, and energetic, which results in diffusion barriers. Since different

binding sites have different binding energies, they also exhibit different diffusion

barriers. In a 1D potential, the highest barrier determines the overall rate of diffusion.

A surface is two-dimensional and this makes diffusion over a surface somewhat more

complex.Fora simpleuniform2DPES,wesubstituteb ¼ 2 intoEquation(3.1.2)andarriveat

hx2i1=2 ¼
ffiffiffiffiffiffiffiffi
4Dt

p
: ðUniform 2D PotentialÞ ð3:2:4Þ

However, the diffusion barrier is not always uniform across the surface, that is, Edif

depends on the direction in which the adsorbate diffuses. In this case, adsorbates diffuse

anisotropically. This can lead to the formation of islands of adsorbates that do not have

uniform shapes in both the x and y directions. For instance, on surfaces that exhibits rows

and troughs, such as fcc(110) or the Si(100)–(2� 1) reconstruction, diffusion along the

rows is much easier than across the rows. If the diffusing adsorbates tend to stop when

they meet each other, they form string-like islands that are much longer in the direction

parallel to the row than perpendicular to it. Swartzentruber,7 for instance, has used an

STM to track the motion of Si atoms deposited on a Si(100)–(2� 1) surface. The atoms

rapidly diffuse to form dimers (called addimers). The addimers rapidly diffuse along the

rows of dimers in the substrate. Diffusion in this direction can occur either directly
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over the dimers or between the dimers. Although the between-dimer site is the most

energetically favourable, there is a barrier between the on-top and between-dimer

positions. Therefore, addimers can diffuse for long periods up and down the rows before

they hop into the more stable between-dimer sites. Defects have a great influence on

diffusion. Defects can facilitate the transfer from on-top to between-dimer sites. In other

cases, defects may act as repulsive walls or as sinks that trap adsorbates.

A typical defect, which we have already encountered, is a step. The electronic structure

of steps differs from that of terraces. This leads to a significantly different binding

potential at steps and likewise changes the diffusion barriers near steps. Frequently, as

shown in Figure 3.3, diffusion in the step-down direction, that is from one terrace across a

step to the terrace below, is more highly activated than is diffusion on the terrace. This

additional barrier height is known as the Ehrlich-Schwoebel barrier, Es.
8,9 For the type of

potential shown in Figure 3.3, step-up diffusion is more highly activated than step-down

or terrace diffusion. Consequently, only terrace and step-down diffusion are expected

unless the temperature is high. Other types of defects as well as adsorbates also influence

diffusion at surfaces.10 The potentials shown in Figure 3.1 are single-adsorbate poten-

tials. Bowker and King11,12 and Reed and Ehrlich13 have shown that lateral interactions

play an important role in diffusion. Whereas D is constant in the absence of lateral

interactions, repulsive interactions increase the value of D and attractive interactions

Figure 3.2 Anisotropic growth of Si islands on Si, resulting from anisotropic diffusion. The
lighter features in this scanning tunnelling microscope image are the Si atoms that have
aggregated into islands on top of the Si(100) substrate. Reproduced from Y.-W. Mo, et al.,
J. Vac. Sci. Technol., A, 8, 201. Copyright (1990), with permission from AVS The Science &
Technology Society.
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decrease it. Thus, the study of diffusion profiles provides one means of measuring the

strength of lateral interactions.

Molecules execute the type of diffusion described above. Atoms that do not interact

too strongly with the substrate diffuse likewise. However, for strongly interacting atoms,

particularly for metal atoms deposited on metal substrates, another diffusion mechanism

can occur. This is known as the exchange mechanism of diffusion and is depicted in

Figure 3.4. This mechanism is particularly important for metal-on-metal growth

systems.

Figure 3.3 A step changes the diffusion activation energy, Edif [one-dimensional (1D)
diffusion]. Step-up diffusion is often negligible because of the increased barrier; note also
the increased binding strength at the bottom of the step – a feature that is often observed. Es,
Ehrlich-Schwoebel barrier.

Figure 3.4 The exchange mechanism of diffusion. Mass transport occurs via the replacement
of one atom with another. This can happen either (a) on a terrace or (b) at a step.
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3.3 Physisorption

Physisorption is a ubiquitous phenomenon. All atoms and molecules experience long-

range van der Waals forces. Thus, virtually any species physisorbs if the temperature is

low enough. The only exception is when the adsorbate experiences such a strong

chemical attraction for the substrate that it cannot be stopped from falling into the

chemisorption well, for example, Re adsorption on a Re surface. For Re, which has the

strongest metal–metal bond, it is impossible to stop the Re atom from falling directly into

the chemisorbed state.

Rare gases can only interact through van der Waals forces; therefore, physisorption is

the only way in which they can attach to a surface. Hence, these species are only bound to

surfaces at low temperatures. Some surfaces are particularly inert and, therefore, favour

physisorption. Examples of passivated surfaces are H-terminated diamond and silicon

and S-terminated Re as well as graphite, all of which exhibit remarkably low reactivity.

These surfaces are so stingy with their electrons that physisorption is the primary means

of interaction between chemical species and the surface. Low surface temperature can

also stabilize physisorbed states of more reactive species, especially if formation of the

chemisorbed state is an activated process.

Van der Waals forces exist not only between adsorbates and substrates but also, among

adsorbates. Because the adsorbate–surface interaction is so weak in physisorption, lateral

interactions are very important for physisorbed molecules and can be as strong as the

adsorbate–substrate interaction. Furthermore, physisorption is less site specific than

chemisorption; therefore, at high coverage incommensurate structures, ordered structures

that lack registry with the substrate, may be formed.

Advanced Topic: Theoretical Description of Physisorption

Zaremba and Kohn14–16 laid the foundations for a theoretical description of physisorption

in the mid 1970s. The total physisorption potential between an atom and a metal surface,

V0ðzÞ, can be written in terms of a short-range repulsive potential, VHF(z), and a long-

range van der Waals attraction, Vcorr(z). As is customary, z is chosen to be the atom–

surface separation along the surface normal. The repulsive term arises from the overlap

of (filled) atomic orbitals with the electronic states of the surface. The approaching atom

experiences a Pauli repulsion when the electrons of the surface attempt to interact with

the filled atomic orbitals. If the closed shell species is to remain closed shell, its orbitals

must be orthogonal to any metal states with which they interact. It is this orthogonaliza-

tion energy that gives rise to the Pauli repulsion. This interaction can be approximated

using a Hartree-Fock treatment. The attractive van der Waals term is given by the Lifshitz

potential

VcorrðzÞ ¼ C

ðz� z0Þ3
þ Oðz�5Þ: ð3:3:1Þ

The terms of order z�5 are normally neglected. They arise from multipole and other

higher order perturbations. Note that Vcorr(z) decreases as z
�3 whereas the van der Waals
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interaction between two atoms decreases at z�6, that is, because of the many-body

surface, a physisorption interaction decays more slowly than does the van der Waals

interaction between two isolated atoms. Equation (3.3.1) describes this interaction well

only in the region in which no appreciable overlap between the atom and metal orbitals

occurs. The van der Waals interaction arises from the interaction of an instantaneous

dipole on the atom with an induced charge fluctuation in the metal. Therefore, the

constant C is related to the polarizability of the atom, aðoÞ, and the dielectric function of

the metal, eðoÞ

C ¼ 1

4p

Z 1

0

aðioÞ eðioÞ � 1

eðioÞ þ 1
do: ð3:3:2Þ

z0 is the position to which the Lifshitz potential is referenced. It is found from the

weighted average of the centroid of the induced surface charge, �zðioÞ,

z0 ¼ 1

2pC

Z 1

0

aðioÞ�zðioÞ eðioÞ � 1

eðioÞ þ 1
do: ð3:3:3Þ

Equation (3.3.3) demonstrates that the position of the reference plane depends not only

on the charge distribution but also on the dynamic screening properties of the surface.

The total potential can then be written

V0ðzÞ ¼ VHFðzÞ þ VcorrðzÞ: ð3:3:4Þ
Equation (3.3.4) succeeds in describing the physisorption potential because the equili-

brium distance associated with a physisorption bond tends to be much larger than z0. This

condition ensures that the overlap of the metal and atom wavefunctions is sufficiently

small to allow for the use of Equations (3.3.2)–(3.3.4).

3.4 Nondissociative Chemisorption

3.4.1 Theoretical Treatment of Chemisorption

Haber suggested that adsorption was related to ‘unsaturated valence forces’ in the surface

of the substrate.17 Langmuir18,19 subsequently formulated and confirmed the concept that

chemisorption corresponds to the formation of a chemical bond between the adsorbate

and the surface. This was one of his many contributions to surface science that garnered

him the Nobel Prize in 1935. Theoretical approaches to the description of the adsorbate–

surface bond have taken many approaches.14,20 All of these approaches need to contend

with the problem of how an atom or molecule is attached to an essentially semi-infinite

substrate. The standard methods of theoretical solid-state physics are well developed for

dealing with the bulk of the substrate and these succeed in describing extended electronic

states. However, the reduction of symmetry introduced by the surface leads to the

formation of localized states and computational difficulties. Furthermore, the adsorbate

represents a localized impurity in this reduced symmetry setting. Alternatively, one might

approach the problem from the quantum chemical viewpoint. Quantum chemistry

powerfully describes the properties of small molecules. One might then approach the

surface as a cluster onto which an adsorbate is bound. The challenge is attempting to add
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a sufficient number of atoms to the cluster while still explicitly treating enough electronic

wavefunctions. Obviously both approaches have their advantages and disadvantages.

Before we proceed to the specifics of chemisorption bond formation, a quick review of

molecular orbital formation is in order. In Figure 3.5(a), the familiar situation of

molecular orbital (MO) formation from two atomic orbitals (AO) is presented. Recall

that AO interactions depend both on the energy and symmetry of the states involved: the

Figure 3.5 Orbital interactions. (a) Gas phase. (b) Weak chemisorption. (c) Strong chemi-
sorption. a, b, atomic orbitals; ab, ab*, bonding and antibondingmolecular orbitals; a, b energy
shifts of molecular orbitals with respect to the mean energy of a and b.
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closer in energy the stronger the interactions and some symmetry combinations are

forbidden. Note also that antibonding state is generally more antibonding than the

bonding state is bonding, b > a in Figure 3.5(a). Consequently, if ab and ab� are both

fully occupied, not only is the bond order zero, but the overall interaction is repulsive. In

the gas phase, an orbital must contain exactly zero, one or two electrons and the orbital

energy is well defined (sharp) as long as the molecule remains bound. MOs extend over

the entire molecule, though in some cases the electron density is localized about a small

region of the molecule or even a single atom.

One of the first useful approaches applied to atomic absorption at surfaces was that of

the Anderson-Grimley-Newns approach.14,21–24 The important point arising from this

approach is that the types of electronic states that arise after chemisorption depend not

only upon the electronic structure of the substrate and adsorbate but also the coupling

strength between the adsorbate and the substrate. The adsorbate levels may end up either

inside or outside of the metal band. In the strong-coupling limit (Figure 3.5(c)), in which

the adsorbate level interacts strongly with a narrow band, e.g. the d band of a transition

metal, the adsorbate and metal orbitals split into bonding and antibonding combinations,

one below and one above the metal band. Aweak continuous part extends between these

split-off states. In the weak-coupling limit (Figure 3.5(b)), in which the adsorbate level

interacts with a broad band such as the s band of a transition metal, little of the metal

density of states is projected onto the adsorbate. However, the adsorbate level is

broadened into a Lorentzian shaped resonance centred on a narrow energy range.

The Grimley and Newns model based on the Anderson Hamiltonian is necessarily a

local description of chemisorption because only the interaction of the adsorbate with its

nearest neighbours is accounted for. Furthermore, electron correlation can, at best, only

be included in an approximate fashion.25 Consequently, other methods are required to

gain a quantitative understanding of chemisorption.

Figure 3.6 demonstrates the effect of surface proximity on the electronic states of an

adsorbate, considered first in the weak chemisorption limit. As a molecule approaches a

Figure 3.6 Diagram of broadening and shifting of adsorbate levels as they approach a surface.
EF, Fermi energy; Evac, vacuum energy; � work function of the surface material; E1, E2, E3,
energies of molecular orbitals 1, 2 and 3, respectively, of the molecule far from the surface;
E1,ads, E2,ads, E3,ads, energies of molecular orbitals 1, 2 and 3, respectively, of the adsorbed
molecule; shaded area, occupied band (e.g. valence band).
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surface, its electronic states interact with the electronic states of the metal. This broadens

the MOs (spread them out in energy) and it also lowers the energy of the MOs. Whereas

the energetic ordering of MOs generally is not changed, the spacing between them may

change. Furthermore, orbitals that were degenerate in the gas phase can have this

degeneracy lifted by the presence of a surface. The reason why MOs experience a shift

and broadening is that they interact with the electrons of the substrate. If there are no

substrate electrons at the energy of a MO, as for the orbital of energy E3 in Figure 3.6,

little interaction occurs and the MO remains sharp. This is particularly important for core

levels, which lie below the valence band of the substrate and for MOs that fortuitously

have energies that lie in a bandgap of the substrate. As metals generally do not exhibit

bandgaps, the valence electronic states of adsorbates usually experience strong interac-

tions, shifts and broadening. In the case of semiconductors and insulators where

bandgaps do exist, some adsorbate valence levels may show little interaction with the

substrate if they fortuitously fall in a bandgap.

Figure 3.6 is also instructive for the strong chemisorption limit. In this case, the

bonding combination is shifted lower in energy than the initial adsorbate orbital.

Broadening also occurs; indeed the broadening is generally so severe that a continuous

band connects the bonding and antibonding split-off states. In this limit, it is important to

remember that while the final orbitals may be localized primarily on the adsorbate and

correlate with specific initial adsorbate orbitals, the final orbitals are combination states

that are composed of metal and adsorbate contributions. They also have a spatial extent

that may include several substrate atoms.

The energy of an orbital with respect to the Fermi energy determines the occupation of

that orbital. Just as for the substrate, all electronic states of the adsorbate that lie below EF

are filled, whereas those above EF are empty. The broadening of electronic states has an

interesting effect for states near EF. When a state lies partially below and partially above

EF, as does the highest orbital in Figure 3.6, it is partially filled. This is particularly

important for the strong chemisorption limit because the bonding or antibonding

combination often straddles EF and is more or less occupied depending on its position

relative to EF. The interaction strength depends on the relative filling of the orbitals and

their bonding and antibonding character. As we shall see shortly, the position of transition

metal d bands relative to EF is the most important factor in determining the filling of the

bonding and antibonding combinations (for a given adsorbate orbital) and, therefore, the

interaction strength.

The two most widely used theoretical approaches to chemisorption problems currently

differ in how they set up the problem. In the repeated slab approach, a small slice of

substrate is chosen. This is several atoms wide and several layers thick. To re-institute the

symmetry properties that make bulk calculations more feasible, repeated boundary

conditions are used, that is, a stack of slabs separated by a vacuum region is considered

and the x and y directions fold back onto themselves. Alternatively, the cluster approach

can be used to model the substrate. Increasingly, density functional theory (DFT) in

combination with generalized gradient approximation corrections (GGA) is being used

in both types of calculations. DFT has made great strides in recent years and has provided

a method of treating larger and larger systems with increasing detail and accuracy. DFT

methods attempt to model electronic states in terms of the electronic charge density with

the GGA term accounting for the correction due to the shape of the electron distribution.
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An exchange-correlation functional is then tacked onto the charge density. Finding better

expressions for the exchange-correlation functional remains an outstanding challenge for

theoreticians. The awarding of the 1999 Nobel Prize in chemistry to Kohn marked the

advances and successes of DFT theory.

One drawback of traditional DFT methods is that they are not able to calculate excited

electronic states. Time-dependent DFT is, however, making rapid progress along these

lines.26 Configuration interaction (CI) calculations and other types of atomic/molecular

orbital based strategies provide alternate methods to address excited states but the cost

and time required to perform these calculation increases rapidly with the number of

electrons, which make them difficult to perform on large systems. Currently, these

methods are limited to 10–100 electrons if a high level of CI is included. This limits the

usefulness of this approach for routine calculations with transition metal surfaces.

Whether a slab or cluster approach is more appropriate for a given system depends on

the nature of the substrate. For semiconductors, for instance, bonding is highly localized.

A cluster approach is, therefore, feasible and clusters with on the order of 10 atoms can

provide a useful model to study the interaction of, for instance, H with Si.27 Metals

require more atoms to be present for a fully developed band structure to evolve. The

study of small metal clusters is itself an area of active research, largely because many

properties as well as the reactivity of metals show cluster size dependence.28,29 While

interesting in it own right, these small metal clusters do not necessarily represent a good

model of larger metal aggregates and single crystal surfaces.

3.4.2 The Blyholder Model of CO Chemisorption on a Metal

CO has long served as a model adsorbate30 and a discussion of how CO binds with a

surface illustrates a number of points that aid us in understanding nondissociative

molecular chemisorption. We need to consider the electronic structure of CO in the

gas phase and how the electronic structure of CO is modified by the presence of a surface.

We start the discussion of CO chemisorption with the Blyholder model.31 As in gas-

phase or coordination chemistry, the frontier orbitals – the highest occupied molecular

orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) – are assumed to

have the greatest effect on adsorbate/surface chemistry. Figure 3.7 depicts the frontier

orbitals of CO. The HOMO of CO is the 5s MO. The LUMO is the 2p�. The former is

roughly nonbonding with respect to the C��O bond, whereas the latter is antibonding with

respect to C��O.
The alignment of the HOMO and LUMO with respect to the surface is also important

in determining the bonding. The 5s orbital is localized on the C end of the molecule. The

2p� is symmetrically distributed along the molecular axis. The combination of the

energetic and orientational aspects of the molecule/surface interaction can be summar-

ized as follows. The 5s orbital is completely occupied as it lies below the Fermi energy

EF. The 2p� is partially occupied. The 5s orbital interacts strongly with the metallic

electronic states. Effectively the electron density of the 5s orbital is donated to the metal

and new hybrid electronic states are formed (donation). These are predominately

localized about the C end of the molecule; however, they also extend over several

metal atoms. The 2p� orbital accepts electron density from the metal through a process

known as backdonation. Again, new hybrid electronic states are constructed which are
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primarily localized about the CO molecule but which also extend over several substrate

atoms. The overlap of the 5s orbital with the metal states is most favourable if the

molecule is orientated with the C end toward the surface. The overlap of the 2p� orbital
with the metal states is most favoured by a linear geometry. Consequently, we predict that

the CO molecule should chemisorb C end down with its axis along the normal to the

surface. This expectation is confirmed by experiment. CO is nearly always bound in an

upright geometry. One exception is at high coverage on the Ni(110) surface where lateral

interactions cause CO molecules to tilt alternately across the rows.32

The bonding character of the 5s and 2p� orbitals also tell us more about the

chemisorption interaction. The hybrid orbitals formed by donation and backdonation

are both bonding with respect to the M��CO bond (the chemisorption bond). The 5s
orbital is non-bonding in CO. Therefore, modification of this orbital does not have a

strong influence on the intramolecular C��O bond. The 2p�, on the other hand, is

antibonding with respect to the C��O bond, hence, the increased occupation of the 2p�

engendered by backdonation leads to a weakening of the C��O bond. A weaker C��O
bond leads to increased reactivity of the CO. This is one of the basic elements of catalytic

activity. Not only do surfaces provide a meeting place for reactants, but also they weaken

(or break) bonds in the reactants, which in turn leads to a decrease in the activation

barrier for the overall reaction.

The involvement of the 2p� orbital allows us to understand the effect of chemisorp-

tion on the vibrational spectrum of CO. The decreased bond order of the CO bond

caused by backdonation into the 2p� results in a lower bond strength. Since the bond

strength is proportional to the vibrational frequency, we observe a decrease in the

Figure 3.7 The molecular orbitals of gas-phase CO. The wavefunction changes sign in going
from the regions enclosed by solid lines to those enclosed by dashed lines. Energies, E, are given
in atomic units (1 atomic unit ¼ 27:21 eV). Orbitals with negative energies are occupied in the
ground state of the neutral molecule. Reproduced from W. L. Jorgensen, et al., The Organic
Chemist’s Book of Orbitals, Academic Press, New York Copyright (1973), with permission from
Academic Press.
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vibrational frequency. The extent of this shift depends on the extent to which the 2p�

is filled. Backdonation into this antibonding orbital depends on the chemical identity

of the metal, which determines the relative position of the d band with respect to the

2p� orbital, as well as on the site that the CO occupies. As in coordination

chemistry,33 adsorbed CO experiences greater backdonation with increased coordina-

tion number of the chemisorption site. Therefore, we expect backdonation to increase in

the order on top (one-fold coordination) < two-fold bridge < four-fold hollow on a fcc

(100) surface. Correspondingly the vibrational frequency should decrease in the order

on top > two-fold bridge > four-fold hollow. These general trends are borne out by

experiment.

The Blyholder model, the use of frontier orbitals and analogies to coordination

chemistry have been successful in explaining the qualitative trends observed in the

chemisorption of small molecules. However, when looked at in detail, the situation is

more complicated than the simple picture outlined above. For instance, the adsorption

energy of CO on Ni(100) is nearly twice that of CO/Cu(100), nevertheless, the C��O
stretch frequency differs by less than 25 cm�1.34 In order to understand specific systems

and quantitative characteristics, we need to reconsider the assumptions of the Blyholder

model.

Ab initio calculations in conjunction with experimental data34,35 have shown that

not only the 5s and 2p� orbitals but also the 4s and 1p orbitals must be taken into

account. In other words, the formation of bonds at surface tends to be somewhat more

complex than in the gas phase. Analysis of how the CO molecular orbitals hybridize

with the electronic states of the metal shows that the s bonding interactions slightly

strengthen the C��O bond but destabilize the M��CO bond. All of the s states that

contribute to bonding are initially full and the lowest unoccupied s state (6s) is far

too high in energy to contribute to the bonding. Therefore, the net effect of the s
states is to reorganize the electrons with respect to the gas-phase electron densities.

They have little influence on the C��O bond energy but are repulsive with respect to

the chemisorption bond rather than attractive as assumed in the Blyholder model. The

p system, on the other hand, still acts as we expected in the Blyholder model. The p
system is largely responsible for the M��CO bond and the backdonation into these

hybrid orbitals is antibonding with respect to the C��O bond. Furthermore, the

energetic position of the d bands with respect to the 2p� orbital is still an important

parameter in determining the orbital populations.

Several lessons are learned from CO adsorption. The fundamental principle of

chemical bonding still prevails. Orbitals combine to form bonding and antibonding

combinations. The relative occupation of bonding orbitals with respect to antibonding

orbitals determines relative bond strengths. The filling of orbitals that strengthen one

bond, for instance the M��CO bond, generally leads to a weakening of other bonds, e.g.

the C��O bond. As a first approximation, we should consider the interaction of frontier

molecular orbitals with the electronic states of the substrate near the Fermi energy. Any

hybrid orbitals that fall below EF are occupied and those above it are unoccupied.

Adsorbate-associated orbitals are broadened by their interaction with the substrate.

Therefore, they may straddle EF and become partially occupied. To understand quantita-

tively the bonding in an adsorbate/substrate system, it may be necessary to consider other

orbitals beyond the frontier orbitals.
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3.4.3 Molecular Oxygen Chemisorption

Let us revisit the vibrational spectrum of O2/Pd(111) (Figure 2.30) in light of our

understanding of the Blyholder model. The three distinct vibrational frequencies in the

O��O stretching region are indications of three distinct molecular O2 species with

different bond orders. Decreasing vibrational frequency corresponds to increased

occupation of the p� related states and increasing M��O2 binding. Vibrational spectro-

scopy alone does not allow us unambiguously to identify the geometry of the three O2

species. However, with the aid of X-ray analysis and recourse to coordination chemistry,

we are able to identify the three species as those shown in Figure 3.8.

The interaction of O2 with Pd is more complicated than that of COwith Pd. In part, this is

caused by the increased reactivity of O2 with Pd. CO does not dissociate at low temperature

whereas O2 partially dissociates when an O2-covered surface is heated above�180K. This

can be related to the MO structure of O2. The two 2p� orbitals are half-filled and degenerate
in the gas phase. The degeneracy is lifted in the adsorbed phase because one orbital is

orientated perpendicular and the other parallel to the surface. Both become available upon

chemisorption for various amounts of backdonation. In a sense, the structures depicted in

Figure 3.8 are almost a snapshot of the dissociation of O2 on Pd(111). It should come as no

surprise to discover that the O2 species that is most likely to dissociate is the o1 species,

that is, the O2 species with the strongest M��O2 bond and the weakest O��O bond.

Nonetheless, other simple expectations about the O2/Pd system are not borne out.36 The

most strongly bound species (o1) is the last to be populated when the surface is dosed at

Ts � 100K while the moderately bound,o2, is the first to be populated. Dissociation of O2

does not occur until the temperature is raised. On the other hand, if adsorption is carried out

at lower temperature, Ts � 30K, a physisorbed molecular state is formed instead of the

chemisorbed state.37 This state has a vibrational frequency almost identical to that found in

the gas phase, as expected for a van der Waals bound species that does not experience

charge transfer into antibonding MOs from the surface.

The data for O2/Pd(111) indicate that the predictions of simple equilibrium thermo-

dynamics, i.e. that the system should attain the state of lowest free energy, are not borne

out for the interaction of O2 with a low temperature Pd surface. Hence activation barriers

must separate the various molecular physisorbed, molecular chemisorbed and dissocia-

tively adsorbed states. Reaction kinetics and dynamics control the state of the system and

must prevent it from attaining the state of lowest free energy. This highlights the

Figure 3.8 O2/Pd(111) adsorbate structure. The labelling of the three states (o1, o2 and o3)
correlates with the loss peaks observed in the electron energy loss spectrum as shown in
Figure 2.30.
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importance of always determining whether the system under consideration has attained

equilibrium or merely a steady state. Reaction kinetics and dynamics are discussed

thoroughly in the following chapters.

3.4.4 The Binding of Ethene

As a model of the binding of a polyatomic molecule to a surface, we consider ethene

(ethylene). How would H2C����CH2 bind at a surface? In the gas phase, ethene is a planar

molecule with a polarizable p-bond system connected with the C����C double bond. At

cryogenic temperature, H2CCH2 binds weakly to the surface, lying flat on the surface as

depicted in Figure 3.9(a). With a binding energy of �73 kJmol�1 on Pt(111)1 this species

can be considered weakly chemisorbed. The adsorption geometry is determined by the p
bonding interaction, which finds the strongest interaction when the H2CCH2 lies flat

rather than end on.

A stronger interaction with the surface requires more extensive exchange of the p
electrons with the surface. As p electrons are donated from H2CCH2 to the surface to form

two s bonds, the bond order drops to one between the C atoms. A planar geometry is no

longer favourable for a H2CCH2 species. The adsorbate prefers to assume a structure closer

to that of ethane. The C��C axis remains parallel to the surface (Figure 3.9(b)), but the H

atoms bend up away from the surface so that the bonding about the C atoms can assume a

structure consistent with sp3 hybridization. This electronic rearrangement occurs when p-
bonded C2H4/Pt(111) is heated above 52K.38 The transformation of the p-bonded planar

species to the di-s bound chemisorbed species is mirrored in the vibrational spectrum. The

C��H stretches are IR inactive in the p-bonded species (no component along the normal)

but not the chemisorbed species.38 The C��C stretch, if it could be observed, would also

shift to significantly lower frequency in the chemisorbed state.

On Pt(111), the di-s species is stable up to �280K with a binding energy of

�117 kJmol�1. Above this temperature, the molecule rearranges and at room tempera-

ture the stable configuration is that of ethylidyne (C��CH3) as shown in Figure 3.9(c)

which requires the loss of one H atom per molecule via H2 desorption. The migration of

the H atom from one side of the molecule to the other is accompanied by the standing up

of the molecule. The bond breaking and formation is activated, which is why this

adsorption geometry is not formed at low temperature.

The three C2H4-derived species exhibit not only different binding geometries and

energies but also different reactivities and roles in the hydrogenation of C2H4.
39

Whereas we might not expect the p-bonded species to be important at room

temperature or above, high pressures (�1 atm) and the presence of H2 in the gas

phase can lead to appreciable coverages this species. The coverage is determined by

the dynamic balance between adsorption, desorption and reaction – topics that are

dealt with in more detail in Chapters 4 and 6. The p-bonded species is more reactive

than the di-s bonded C2H4 toward hydrogenation while ethylidyne does nothing more

than occupy sites that could otherwise be used for reaction. The catalytic reactivity, as

discussed further in Chapter 6, depends sensitively on the strength of the adsorbate/

surface interaction and the balance between a strong enough interaction to activate the

adsorbate but not so strong that the adsorbate prefers to remain chemisorbed rather

than reacting further.
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3.5 Dissociative Chemisorption: H2 on a Simple Metal

The dissociation of H2 on a surface is the prototypical example of dissociation at a

surface.40–42 The measurement of the dissociation probability (dissociative sticking

coefficient) of H2 and its theoretical explanation serve as the basis for a useful historical

record of the advance not only of our understanding of reaction dynamics at surfaces but,

also, as a record of the ever more sophisticated experimental and theoretical techniques

that have been brought to bear on surface reaction dynamics.43

Figure 3.9 The binding of ethene at a metal surface. (a) The weakly chemisorbed p-bonded
C2H4. (b) The di s–bonded chemisorbed state. (c) Ethylidyne.
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Figure 3.10 is an oversimplification but it is a useful starting point to understand

dissociative adsorption. The real-life situation is more complicated because each

molecular orbital of the molecule interacts with the surface electronic states. Each

combination of molecular orbitalþ surface orbital generates a bondingþ antibonding

pair. The positions and widths of each of these new hybrid orbitals changes as the

interaction of the molecule with the surface increases. Close accounting of orbital

occupation must be made not only to determine the filling of orbitals, but also to keep

track of with respect to which bond an orbital is bonding or antibonding. For example, in

the case of CO chemisorption, backdonation into the p system is bonding with respect to

the M��CO bond but antibonding with respect to the C��O bond.

As a closed shell species approaches a surface, a repulsive interaction develops due to

the Pauli repulsion of the electrons in the solid and molecule. A Pauli repulsion is the

repulsive force that arises between filled electronic states because no more than two

electrons can occupy an orbital as predicted by the Pauli exclusion principle. Filled states

must, therefore, be orthogonal and orthogonalization costs energy. For a rare gas atom,

this is the end of the story because excited states of the atom lie high in energy. For H2,

however, electron density can be donated from the metal into the 2s� antibonding orbital.
Electron transfer leads to a weakening of the H��H bond and a strengthening of the

adsorbate/surface interaction. Eventually dissociation occurs if enough electron density

can be transferred. Dissociation can be thought of as a concerted process in which the

transfer of electron density leads to a gradual weakening of the H��H bond while M��H
bonds form.

Figure 3.10 Calculated changes in the electronic structure of the orbitals associatedwithH2 as
the molecule approaches a Mg surface. Moving to the left in the diagram represents motion
toward the surface. Reproduced from J. K. Nørskov et al., Phys. Rev. Lett., 46, 257. Copyright
(1981), with permission from the American Physical Society.
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The H2 1s and 2s� orbitals shift and broaden as they approach the surface. Electron

transfer from the metal to the H2 occurs because the 2s� drops in energy and broadens as

H2 approaches the surface. As it drops below EF, electrons begin to populate the orbital

and the H2 bond grows progressively weaker while the M��H bonds become progres-

sively stronger.44–46 The process of charge transfer is illustrated in Figure 3.10.

Because the MOs involved in bond formation have a definite geometry, the orientation

of the molecule with respect to the surface must be correct to facilitate orbital overlap and

charge transfer. Both the final state of the dissociated molecule (two adsorbed atoms) and

the orientation of the 2s� orbital render a parallel approach of the H2 the most favourable

to charge transfer and dissociation. Furthermore, just as there is corrugation in a

chemisorption potential, corrugation exists in the energetics of H2 dissociation. In

other words, there are specific sites on the surface that are more favourable to

dissociation than are others. The corrugation in the H2/surface interaction exhibits

both energetic and geometric components.47

3.6 What Determines the Reactivity of Metals?

A number of new concepts have been introduced in the preceding sections. Therefore,

this section is intended to act in part as a résumé, reinforcing concepts of bonding at

surfaces. It also extends our understanding so that we can comprehend quantitative trends

in adsorption energies and dissociation probabilities.

We already have some feeling for the reactivity of metals. Au and Ag are particularly

attractive for jewellery not only because of their preciousness but also because they

oxidize slowly. Fe is not very attractive for this purpose because it readily rusts. However,

the oxidation behaviour of a metal is only one measure of reactivity. Pt is also prized in

jewellery, particularly in Japan, and resists oxidation as well as other chemical attack.

Nonetheless, it is one of the most useful metals in catalysis. So what makes Au so noble

whereas metals such as Pt and Ni are highly catalytically active?

As is to be expected, surface structure plays a role in reactivity. The presence of

structural defects can lead to enhanced reactivity. For instance, C��C and C��H bonds are

more likely to be broken at step and kink sites48 on Pt group metals than on terraces.

Adsorption is generally more likely to be hindered by an energetic barrier (see Section

3.9 below) on close packed metal surface – i.e. bcc(110), fcc(111) and hcp(001) – than on

more open planes. We return to issues of the surface structure dependence of reactivity in

Chapter 6. Putting aside for a moment these structural factors, we concentrate below on

the electronic factors that differentiate one metal from another.

In this discussion we follow the theoretical work of Hammer and Nørskov49–51 who

investigated the chemisorption of H and O atoms and the dissociative chemisorption of

H2 molecules over a variety of metals. In the previous section, we considered a simple

two-level picture of H2 dissociation. We now look in more detail at how the molecular

orbitals interact with the s and d bands of the metal and how this affects both binding

energies and activation barriers.

We begin with the chemisorption of an atom, taking H as a representative example.

The mixing of H and metal orbitals can be conceived of as a two-step process as depicted

in Figure 3.11. In the step 1, the hydrogen 1s orbital interacts with the s band of the metal.
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The s band of transition metals is very broad; thus, the interaction is of the weak

chemisorption type. This leads to a bonding level far below the Fermi energy. Accord-

ingly, the bonding level is filled and the overall interaction is attractive. The strength of

this interaction is roughly the same for all transition metals. In step 2, we consider the

interaction of the bonding level with the metal d band. This interaction leads to the

formation of two levels. One is shifted to lower energies than the original bonding state

and the second is positioned slightly higher in energy than the unperturbed metal d band.

The low energy state is bonding with respect to adsorption while the high energy state is

antibonding. The overall energetic effect of the resulting states depends on the coupling

strength between the adsorbate-s band hybrid with the d band and the extent of filling of

the antibonding state. The filling of the antibonding states is, in turn, determined by the

position of the antibonding state with respect to the Fermi energy. As both the coupling

strength and the Fermi energy depend on the identity of the metal, differences in the

second step explain the differences in chemisorption bond strength between metals.

Moving from left to right across a row of the transition metals, the centre of the d

bands moves further below EF. The antibonding state formed in step 2 follows the

position of the d bands. For early transition metals (left-hand side), the antibonding state

lies above EF and is not filled. Consequently, both step one and step two are attractive and

atomic chemisorption is strongly exothermic. For Cu, Ag and Au, however, the

antibonding state lies below EF and is filled. The resulting repulsion tends to cancel

out the attraction from step 1. For both H and O on Cu, the overall interaction is

marginally attractive, whereas for Au chemisorption is unstable. Thus, the trend across a

Figure 3.11 The two-step conceptualization of chemisorption bond formation on transition
metal surfaces. (a) Early transition metal (b) Coinage metal.
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row can be explained in terms Ed, the energy of the d band centre. This correlation is

confirmed in Figure 3.12 in which a linear relationship between Ed and the O atom

binding energy is found.

To explain why Au is more noble than Cu, the magnitude of the coupling in step 2

needs to be considered. The orthogonalization energy between adsorbate and metal d

orbitals, which is repulsive, increases with increasing coupling strength. This energy

increases as the d orbitals become more extended. The 5d orbitals of Au are more

extended than the 3d orbitals of Cu, which renders Au less reactive than Cu because of

the higher energy cost of orthogonalization between the H1s and Au 5d orbitals.

Hence, there are two important criteria affecting the strength of the chemisorption

interaction: (1) the degree of filling of the antibonding adsorbate-metal d states (which

correlates with Ed) and (2) the strength of the coupling. The filling increases in going

from left to right across a row of transition metals in the periodic chart and is complete

for the coinage metals (Cu, Ag and Au). The coupling increases in going down a column

in the periodic chart. It also increases in going to the right across a period.

The principles used to explain atomic adsorption can be extended to molecular

adsorption as well. Indeed, in Chapter 6 we encounter examples (steam reforming of

hydrocarbons over a Ni catalyst, Ru catalyst for ammonia synthesis, BRIMTM catalyst) in

Figure 3.12 The interaction strength of chemisorbed O and how it varies across a row of
transition metals. In the upper panel, the good agreement between experimental and theore-
tical results is shown. In the lower panel, the linear relationship between interaction strength
and the d band centre is demonstrated. Source of data for experimental results: I. Toyoshima, G.
A. Somorjai, Catal. Rev – Sci. Eng., 19 (1979) 105. Reproduced from B. Hammer and J.K
Nørskov, Adv. Catal. 45, 71. Copyright (2000), with permission from Academic Press.
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which the knowledge gained from first principles calculations has been used to fashion a

modified working industrial catalyst. The two-step process is applicable, for instance, to

CO. The result is a description of the bonding that is in accord with the Blyholder model.

The 5s derived states (bonding and antibonding combinations) are predominantly below

the Fermi energy and, therefore, lead to a repulsive interaction. The 2p� derived states lead
to attractive interactions because the bonding combination lies below EF while the

antibonding combination is (at least partially) above EF. Moving to the left in the periodic

chart, the M��CO adsorption energy increases as the filling of the 2p�-metal antibonding

combination rises further above EF. However, the adsorption energy of C and O increases at

a greater rate than that experienced by the molecular adsorbate. Therefore, a crossover from

molecular to dissociative adsorption occurs. This happens from Co to Fe for the 3d

transition, Ru to Mo for 4d and Re to W for 5d. Similar trends are observed for N2 and NO.

In the dissociative chemisorption of H2 both the filled sg orbital and the unfilled s�u
MOs must be considered. The sg orbital acts much like the H 1s orbital did as explained

above. The s�u orbital also undergoes similar hybridization and it is the sum of both sets

of interactions that determine whether an energy barrier stands in the way of dissociation.

Again the energetic positioning of the bonding and antibonding combinations with

respect to the metal d band, the filling of the levels and the coupling strength are decisive.

For dissociative adsorption, the strength of the s�u interactions is the dominant factor that

determines the height of the activation barrier. Similar trends appear for the chemisorp-

tion energy of H and the activation barrier height for H2. Cu, Ag and Au exhibit

substantial barriers (> 0:5 eV). The barrier height, if present at all, decreases rapidly to

the left. For instance for Ni, the close-packed Ni(111) surface has a barrier height of only

0.1 eV whereas other more open faces exhibit no barrier at all.52

3.7 Atoms and Molecules Incident on a Surface

Adsorption and desorption are the simplest and most ubiquitous surface reactions. All

chemistry at surfaces involves adsorption and/or desorption steps at some point. There-

fore, it is natural that we should start any discussion of reaction dynamics at surfaces with

a thorough investigation of these two fundamental steps. Furthermore, we will find that a

great deal of what we learn by the study of adsorption and desorption will be transferable

to the understanding of more complex surface processes.

3.7.1 Scattering Channels

We now turn from a discussion of energetics and bonding interactions to a discussion of

the dynamics of molecule/surface interactions. That is, we turn from looking at the

adsorbed phase to how molecules approach and enter the adsorbed phase. A fundamental

understanding of gas/solid dynamical interactions was greatly advanced by the introduc-

tion of molecular beam techniques into surface studies.53–60 When these techniques were

combined with laser spectroscopy in the groups of Ertl,61–63 Somorjai,64–66 Zare67–69 and

Kleyn, Luntz and Auerbach,70–72 we obtained our first glimpses of energy exchange

between molecules and solid surface on a quantum state resolved level. Cavanagh and

King,73,74 Bernasek and co-worker,75–77 Haller and co-workers78–83 and Kubiak, Sitz and
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Zare84,85 then extended such studies to molecular desorption and recombinative deso-

rption. We are now in the position to address the question: what is the outcome of a

generalized molecule/surface scattering event? To answer this question, as we shall see,

we need to understand potential energy hypersurfaces and how to interpret them with the

aid of microscopic reversibility.

We can classify these encounters in several ways as illustrated in Figure 3.13. Events

in which no energy is exchanged correspond to elastic scattering. Although no energy is

exchanged, momentum is transferred. For the molecular beam scattering depicted in

Figure 3.13, elastic scattering is characterized by scattering in which the angle of

incidence is equal to the angle of reflection (specular scattering). The experimental and

theoretical aspects of elastic scattering have received much attention in the literature.86,87

A special case of elastic scattering is diffraction. Diffraction is particularly important for

light particles, as we have already seen for electrons, but it can also be important for

heavier particles, particularly H2 and He. Indeed, while LEED was important in

demonstrating the wave-like nature of the electron, one of the first demonstrations of

the wavelike nature of an atom was provided by the experiments of Stern who observed

the diffraction of He from single crystal salt surfaces.88–90 Even Ne can experience the

effects of diffraction in scattering.91 Diffractive scattering depends sensitively on the

structure of the surface and He diffraction has been used as a powerful tool to examine

the structure of surfaces92 and may even find applications in microscopy.93 A particle

must lose energy to stick to a surface; therefore, an elastically scattered particle always

leaves the surface and returns to the gas phase.

As far as reactions at surfaces are concerned, we are more interested in scattering

events in which energy is exchanged. This is inelastic scattering. If a particle is to adsorb

on a surface, it must lose a sufficient amount of energy. Therefore, we differentiate

between two types of inelastic scattering. The first type is direct inelastic scattering in

which the particle either gains or loses energy and is returned to the gas phase. A useful

example of direct inelastic scattering is the scattering of He atoms, which can be used to

investigate surface phonons, low frequency adsorbate vibrations and diffusion.94 In

Figure 3.13, the direct inelastic channel has a broader angular distribution centred about a

subspecular angle due to a range of momentum transfer events in which, on average, the

scattered molecules have lost energy. Superspecular scattering is indicative of a net gain

Figure 3.13 Scattering channels for a molecule incident upon a surface.
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of energy by the scattered beam. Equating subspecular (superspecular) scattering with a

net loss (gain) of energy from the beam to the surface is only strictly correct for a flat

surface. In this case, the parallel component of momentum is conserved and only the

normal component can change. Scattering from a corrugated surface can lead to coupling

between parallel and normal momentum. Nonetheless, particularly if the incident kinetic

energy is not too high, conservation of parallel momentum is often observed in direct

inelastic scattering.

A special case of inelastic scattering is when the particle loses enough energy to be

trapped in the adsorption well at the surface. This is known as trapping or sticking.

Trapping is when a molecule is transferred from the gas phase into a state that is

temporarily bound at the surface. If the molecule returns to the gas phase we call the

overall process trapping/desorption. Sticking is when a molecule is transferred into a

bound adsorbed state. The difference between trapping and sticking becomes most

distinct in the discussion of precursor mediated adsorption (Section 3.7.5). The

distinction between trapping and sticking is lost at high temperatures when surface

residence times become very short even for chemisorbates. Because direct inelastic

scattering and sticking lead to such different outcomes, we generally associate the term

inelastic scattering only with the former. In contrast to elastic or direct inelastic

scattering, molecules which leave the surface after trapping or sticking do so only

after a residence time on the surface characteristic of the desorption kinetics. Desorption,

regardless of whether it is normal thermal desorption or trapping/desorption, is generally

associated with an angular distribution that is centred about the surface normal because

the molecules have lost all memory of their initial conditions in the beam.

Molecular beam techniques are particularly well suited for the study of all forms of

elastic and inelastic scattering including those that lead to reactions.95–97 Supersonic

molecular beams have found wide use in chemical dynamics.98,99 They allow the

experimenter to control the angle of incidence and energy, as well as the flux of the

impinging molecules. Molecular beams can be either continuous or pulsed. Pulsed

molecular beams are particularly well suited to time-resolved studies of both dynamics

and kinetics. A typical molecular beam apparatus is sketched in Figure 3.25. For further

details on molecular beam methods see Barker,95 & Anderson,100 and Scoles.100,101

As dynamicists studying surface reactivity, we are interested in the probability with

which a particle adsorbs on the surface. From the above discussion, the sticking

probability on a clean surface, or initial sticking coefficient, s0, is readily defined as

s0 ¼ Lim
y!0

Nstick

Ninc

¼ Lim
y!0

Nstick

Nel þ Nin þ Nstick

ð3:7:1Þ

where Nstick is the number of particles that stick to the surface, Ninc is the total number

incident on the surface, Nel is the number scattered elastically, and Nin is the number

scattered inelastically but which do not stick. Values of s0, even for simple molecules

such as H2 and O2, can vary between 1 and > 10�10. This extreme range of sticking

probabilities indicates that sticking is extremely sensitive to the exact form of the

molecule–surface interaction potential. We investigate the mathematical treatment of the

sticking coefficient in more detail in Chapter 4, in particular, how it changes with

coverage. For now, we concentrate mainly on the dynamical factors that determine the

sticking coefficient on a clean surface. In the following sections, we characterize the
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adsorption process by defining what we mean by nonactivated and activated adsorption as

well as direct and precursor mediated adsorption.

3.7.2 Nonactivated Adsorption

One of the most illustrative ways to conceptualize the binding of an adsorbate is in terms of

a 1D potential as shown in Figure 3.14. Such diagrams were introduced by Lennard-Jones

in 1932 to aid in the understanding of H2 adsorption on metal surfaces;103 hence, the name

Lennard-Jones diagrams. A molecule must lose energy to stick to a surface. Obviously,

total energy is one of the decisive factors that determines whether a molecule can stick. The

curve in Figure 3.14(a) represents the energy of a molecule with zero kinetic energy as a

function of the distance from the centre of mass of the molecule to the surface. We

represent a molecule with some kinetic energy by a point above the curve and the distance

between the point and the potential energy curve is equal to the kinetic energy.

Figure 3.14 represents a potential energy curve for nonactivated adsorption. In non-

activated adsorption, the molecule does not encounter an energetic barrier as it moves

closer to the surface and adsorption is downhill all the way. From Figure 3.14 we can

draw several important conclusions. Firstly, the less energy a molecule has, the easier it is

for the molecule to roll downhill and stick in the chemisorption well. With increasing

amounts of kinetic energy, the molecule has to lose progressively more kinetic energy

when it strikes the surface. Therefore, the initial sticking coefficient decreases as the

kinetic energy of the molecule increases. These intuitive expectations are true for direct

Figure 3.14 A one-dimensional representation of nonactivated adsorption: (a) elastic scatter-
ing trajectory; (b) direct inelastic scattering trajectory; (c) sticking event (chemisorption); (d)
sticking event (physisorption).
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nonactivated adsorption except at extremely low energies. For physisorbed systems, as

the velocity of the incident molecule approaches zero, the sticking coefficient actually

tends to zero. This is a quantum mechanical effect, which has been observed for Ne

incident on Si(100).104 This effect occurs only at exceptionally low energy is not

important for reactive systems and will not be considered further.

Figure 3.14 depicts four hypothetical trajectories. In trajectory a, the molecule

approaches the surface with a high kinetic energy. As it enters the chemisorption well,

the total energy is constant but the distance between the trajectory and the potential

energy curve, i.e. the kinetic energy, increases. The molecule is accelerated toward the

surface by the attractive force of the chemisorption potential. The molecule then reflects

from the repulsive back wall of the potential and retreats from the surface with the same

total energy. This is an elastic scattering trajectory. Trajectory b approaches the surface,

is reflected from the repulsive wall but, in this case, the molecule bounces off the surface

with more kinetic energy than it had initially. This is a direct inelastic scattering

trajectory in which the molecule gains energy. Trajectory c represents a sticking event.

The molecule again approaches the surface and is scattered off the repulsive wall. Now,

however, it loses sufficient energy on its first encounter with the wall that its total energy

drops below the zero of the potential energy curve. The molecule then loses further

energy and drops to the bottom of the chemisorption well. In trajectory d, the molecule

sticks but in this case it falls into the physisorption well. After sticking in the

physisorption well, a barrier must be overcome to enter the chemisorbed state.

Trajectory c poses an interesting question. How long does it take the molecule to reach

the bottom of the chemisorption well once it has hit the surface? Note that for the

molecule to stick, it need not lose all of its kinetic energy on the first bounce. It only has

to lose enough energy to drop below the zero of the potential energy curve. Therefore, the

molecule can retain some energy after the first encounter with the surface and it may take

several bounces before the molecule fully equilibrates and falls to the bottom of the well.

Indeed, from Figure 3.14 we can easily imagine a trajectory that bounces off the back

wall and only falls into the chemisorption well after it samples the physisorption well. As

we shall see in Section 3.7.5 and in Chapter 4, this result has important ramifications both

for the dynamics and kinetics of adsorption.

Whereas the description of the adsorption of an atom onto a surface with a 1D

potential energy curve may seem satisfactory, you should feel less confident about its

ability to describe the interaction of an adsorbing molecule, especially for the case of

dissociative adsorption. The interaction of a molecule is described by a multidimensional

potential energy hypersurface (PES). A somewhat better description is given by a 2D

representation in which the molecular centre of mass–surface separation, z, is plotted

along one axis and the intramolecular bond distance of the (diatomic) molecule, R, is

plotted along the other axis. Contours denote the change in energy along these two

coordinates. Such a 2D PES for nonactivated dissociative adsorption is depicted in

Figure 3.15. Far from the surface (large values of z), motion along the R axis corresponds

to intramolecular vibration and motion along the z axis represents translation of the

molecule with respect to the surface. At small values of z, the molecule is bound in an

adsorption well. Motion along z now corresponds to the molecule–surface vibration.

In Figure 3.15, the molecule dissociates along a nonactivated pathway. On the surface,

the chemisorption well is displaced to larger values of the interatomic separation because

152 Surface Science



the minimum distance between the atoms in the dissociated state must be larger than in

the molecule. If the diagram were continued to larger values of R, a periodic set of wells

would be found, which corresponds to the two atoms bound at the preferred adsorption

sites separated by increasing distances. The meaning of the R coordinate changes as a

result of the transition from gaseous to adsorbed phase. In the gas phase, motion along R

corresponds to the intramolecular vibration. In the adsorbed phase, R is still the distance

between adsorbed atoms but no vibrational mode can be assigned directly to motion

along this coordinate.

The dashed line in Figure 3.15 represents the paths of minimum energy that connects

the gas-phase molecule to the adsorbed phase. This can be thought of as the reaction

coordinate. Drawing the energy as a function of the position along this path results in a

1D representation of energy versus position that is reminiscent of a Lennard-Jones

diagram. Though some care must be taken in interpreting the energy profile along this

path,105,106 to a first approximation, it is convenient and instructive to visualize the

reaction coordinate in this way.

3.7.3 Hard Cube Model

The effects of translational energy, a nonrigid surface, the relative masses of the

impinging molecule and surface atom and surface temperature upon direct nonactivated

adsorption are better understood by investigating so-called hard cube models.107–111 The

surface is modelled by a cube of mass m. The cube is confined to move along the

direction normal to the surface with a velocity described by a 1D Maxwellian distribution

at Ts. As the surface is assumed to be flat, the tangential momentum is conserved. The

Figure 3.15 2D PES for nonactivated dissociative adsorption. z is the distance from the
molecular centre of mass to the surface and R is the internuclear distance between the atoms of
the molecule.
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molecule with massM and total kinetic energy EK is assumed to be a rigid sphere, i.e. the

internal degrees of freedom are unaffected by the collision. Its angle of incidence is #i.

The attractive part of the potential is approximated by a square well of depth e. The
attractive well accelerates the molecule as it approaches the surface. Hence, the normal

velocity of the molecule at impact is

un ¼ �½2ðEK cos2 #i þ eÞ=M	1=2: ð3:7:2Þ
The surface atoms move with velocity v. As always, the direction away from the surface

is positive. The probability distribution of surface atom velocities is

PðvÞdv ¼ ðun � vÞ expð�a2v2Þdv; ð3:7:3Þ
where

a2 ¼ m

2kBTs
: ð3:7:4Þ

The factor ðun � vÞ accounts for collisions being more probable if the cube is moving

toward the atom than if it is moving away.

After collision, the parallel and normal components of velocity, v0p and v0n respectively,
are calculated using the conservation of energy and linear momentum,

u0p ¼ up ð3:7:5Þ

and u0n ¼
m� 1

mþ 1
un þ 2

mþ 1
v; ð3:7:6Þ

where m ¼ M

m
: ð3:7:7Þ

Trapping occurs if the molecule exchanges sufficient energy to drop below the zero of

energy. Stated otherwise, trapping occurs if the normal velocity of the molecule after

collision is below a critical velocity u0c that can be contained in the well,

u0c ¼
2e
M

� �1=2

: ð3:7:8Þ

This condition occurs when the velocity of the surface cube is below a critical value of

vc ¼ 1
2
ð1þ mÞ 2e

M

� �1=2

þð1� mÞun
" #

: ð3:7:9Þ

The sticking coefficient is obtained by calculating the fraction of collision for which the

surface atom velocity is below vc from Equations (3.7.3) and (3.7.9)

sðun; e; TsÞ ¼
R vc
�1 ðun � vÞ expð�a2v2ÞdvR1
�1 ðun � vÞ expð�a2v2Þdv : ð3:7:10Þ

Integration yields

sðun; e; TsÞ ¼ 1
2
þ 1

2
erfðavcÞ þ expð�a2v2cÞ

2aunp1=2
: ð3:7:11Þ
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erf is the error function. The results of Equation (3.7.11) are shown in Figure 3.16 for

parameters determined by Kleyn and co-workers108 for NO/Ag(111). We see that s drops

as expected for increasing molecular velocity. There is a weak dependence of s on Ts for

the low velocities typical of thermal distributions; thus, the trapping probability falls

slowly with increasing Ts. Furthermore, since the model involves an impulsive collision, s

drops with increasing m because the collision becomes less inelastic. The effective mass

of the surface cube depends on the point of impact as well as the initial velocity of the

incident molecule.

Figure 3.16 The behaviour of the trapping probability as predicted by the hard cubemodel for
NO incident on silver surface. (a) The effect of Ts andmolecular velocity on s. A 500 KMaxwell
velocity distribution is shown to convey the relative importance of various velocities to the
thermally averaged trapping probability. (b) The dependence of s on the effective surface mass
and Ts. The effective surface mass is chosen to be either one (107.9 amu) or two (215.8 amu)
Ag atoms. Parameters determined by Kleyn and co-workers.108

Chemisorption, Physisorption and Dynamics 155



3.7.4 Activated Adsorption

Some molecules exhibit extremely low sticking coefficients that actually increase with

increasing temperature, as first observed by Dew and Taylor for H2
112 and by Schmidt for

N2.
113 To explain this, we need to consider the interaction of a molecule with a surface

along a potential energy curve of the type shown in Figure 3.17. In this case, the molecule

encounters an activation barrier as it approaches the surface and, therefore, we call this

activated adsorption. Trajectories on such a potential energy curve exhibit distinctly

different behaviour than in the nonactivated case. A low-energy molecule (trajectory a)

reflects off the energetic barrier. In the absence of quantum mechanical tunnelling, a

molecule must have an energy greater than or equal to the barrier height in order to have

a chance to enter the chemisorption well (trajectory b). The sticking coefficient for

activated adsorption is zero for low energy molecules. It then rises abruptly as the energy

of the molecules approaches and exceeds the energy of the barrier. Classically, a step

function is followed as the molecular energy exceeds the activation barrier. Quantum

mechanically, tunnelling leads to a more gradual onset to barrier crossing. Other factors

discussed below lead to a further rounding off the step function behaviour. At sufficiently

Figure 3.17 A Lennard-Jones diagram is a one-dimensional representation of the potential
energy. In the case shown here, the one dimension is taken as the distance above the surface. A
barrier separating the chemisorption well from the gas phase distinguishes activated adsorption.
Also shown in the diagram are the energies of two hypothetical trajectories at (a) low and (b)
high kinetic energy. Classically, only high energy trajectories can overcome the adsorption
barrier.
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high energy, the sticking coefficient begins to decrease as the energy of the molecules

becomes excessive, just as it did for nonactivated adsorption. Therefore, simply by

measuring the sticking coefficient as a function of the incident kinetic energy, we can

distinguish between activated and nonactivated adsorption. The latter statement is true for

direct adsorption. In the next section, we discuss the complications introduced by the

presence of an indirect (precursor mediated) path to the adsorbed phase.

Just as for nonactivated adsorption, a 2D representation of the PES can be drawn for

activated adsorption. Three examples are drawn in Figure 3.18. These three PESs are

distinguished by the position of the barrier. The barriers are characterized as early, middle or

late based upon how closely the transition state (TS), which resides at the top of the barrier,

resembles the gas phase molecule. The early barrier is in the entrance channel to adsorption

and the interatomic distance in the TS is close to the equilibrium bond distance of the

molecule. The late barrier is in the exit channel for adsorption and the TS has an elongated

interatomic distance. As we shall see shortly, the position of the barrier and the shape of the

PES are decisive in determining how a molecule best surmounts the activation barrier.

3.7.5 Direct versus Precursor Mediated Adsorption

The possibility of transient mobility for an adsorbing molecule brings with it two distinct

types of adsorption dynamics in nonactivated adsorption. These two types of dynamics

are known as direct adsorption and precursor mediated adsorption. The adsorption

mechanism has implications not only for how molecular energy affects the sticking

coefficient, but also for how adsorbate coverage affects the kinetics of adsorption. The

effects on kinetics are discussed in Chapter 4. Table 3.2 presents a survey of some

Figure 3.18 Potential energy surfaces (PESs) for activated dissociative adsorption with (a)
early, (b) middle and (c) late barriers. z, the distance from the molecular centre of mass to the
surface (vertical axis); R, internuclear distance between the atoms of the (diatomic) molecule
(horizontal axis). George Darling is thanked for providing these very fine model PESs.
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adsorption systems. A perusal of this table illustrates that a variety of adsorption

dynamics are observed and the mechanism of adsorption depends upon not only the

chemical identity of the molecule and surface but also on the presence of co-adsorbates,

crystallographic plane, surface temperature and molecular energy.

Direct adsorption corresponds to the case in which a molecule makes the decision to

stick or scatter upon its first encounter with the surface. In the extreme limit, a molecule

hits the surface, loses virtually all of its energy and adsorbs at the site where it lands. In a

less restrictive case, the molecule loses enough total energy to be bound but it is still able

to hop one or more sites away from the point of impact. For instance, the molecule might

strike the surface at an on top site before sliding into a bridge or hollow site.

We do not expect the energy of the gas molecule to have a strong effect on the sticking

coefficient in direct nonactivated adsorption. This is true at moderate energies; however,

at extremes of high and low energy, the sticking coefficient is a function of energy. As

already mentioned, the sticking coefficient drops at sufficiently high energies. At low

molecular energies, two factors conspire to increase the sticking coefficient. One is that

the molecule has little energy to lose. Second, a molecule may only be able to stick in one

particular orientation or at one particular site. Consider, for example, NO on Pt(111),

which must bind N end down. If a NO approaches O end first, it does not stick unless the

molecule is able to reorientate itself before it bounces off the surface. The slower the

molecule, the greater the probability that the strong attraction of the surface for the N end

pulls the molecule into the proper orientation before it strikes the surface. The process of

molecular reorientation is known as steering. Molecules can be steered by attractive or

repulsive forces not only into the proper orientation but also to the proper surface site.

Similarly, surface temperature does not have a strong influence on the sticking

coefficient in direct nonactivated adsorption (Figure 3.16). At high temperatures,

adsorbed molecules desorb after a short residence time on the surface. Eventually, the

residence time becomes so short that it is difficult to distinguish between desorbing

molecules and those that scatter directly.114

In precursor mediated adsorption a molecule loses sufficient energy in the normal

component of kinetic energy on the first bounce to stop it from returning to the gas phase.

The molecule is trapped into a mobile precursor state. In some instances the precursor may

correlate with a stable adsorbed state, such as a physisorbed state. In other cases, the

precursor may be a completely dynamical state. That is, the molecule enters the chemisorp-

tion well but a bottleneck in energy transfer stops it from falling immediately to the bottom

of the well. The total energy of the trapped precursor molecule may either be less than that

required for stable adsorption or it may be higher. In the latter case, the precursor

corresponds to a metastable state. The necessary criterion is that the normal component

of kinetic energy is too low for the molecule to leave the surface. The precursor molecule

now starts to hop from one site to the next. At each hop the molecule can either desorb into

the gas phase, migrate to the next site or become adsorbed. Desorption can either occur

because of energy transfer from the surface to the precursor molecule or by intramolecular

energy transfer from onemolecular degree of freedom into the normal component of kinetic

energy. The latter process is particularly important for metastable precursors.

The dependence on energy and temperature of precursor mediated adsorption is more

complex than for direct adsorption because multiple steps must be considered. The

dynamics of trapping into the precursor state are the dynamics of direct adsorption; thus,
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Table 3.2 A survey of various adsorption systems. Unless stated to be extrinsic, precursor
refers to the sticking behaviour on the clean surface.

Species Surface Properties Reference

Atomic
Xe Pt(111) Combination of direct and extrinsic precursor [1]

mediated adsorption leads to s increasing with
increasing coverage, nonactivated

Kr Pt(111) Intrinsic and extrinsic precursors, nonactivated [2]
Cs W Precursor mediated, nonactivated [3]
Ir, Re, W, Pd Ir(111) Direct at y ¼ 0, nonactivated [4]
Molecular
CO Ni(100) Direct nonactivated adsorption on clean surface. [1]

Pt(111) Extrinsic precursor for low EK and low Ts. Direct [5, 6]
adsorption possible at yðCOÞ > 0 for higher EK

CO2 Cu(110) Direct nonactivated, precursor mediated adsorption. [7]
Below 91 K s increases with increasing coverage.

Ni(111) Precursor mediated, nonactivated [8]
N2 Fe(111) Direct into first molecular state, activated transfer [9, 10]

into second molecular state, K co-adsorption lowers
barrier to transfer

NO Pt(111) Direct nonactivated [11]
O2 Ag(111) Activation barrier between physisorbed and [12]

chemisorbed molecular states
Pt(111) Precursor mediated switching to direct for high EK [13]
Pt(100) s0 two orders of magnitude lower on HEX-R0.7
 [14]

reconstruction compared with (1�1), precursor
switches to direct for high EK

n-alkanes Pt(111) Precursor mediated, nonactivated, s increases with [1]
coverage for C2H6 and C3H8

Si2H6 Si(111)–(7�7) Precursor mediated, nonactivated [15]
Dissociative
H2 Si(111)–(7�7) Direct activated, large barrier on clean terraces, [16–19]

lower barrier at steps, lower barrier in
neighbourhood of adsorbed H

Si(100)–(2�1)
Ni(997) Precursor mediated [1]
Cu(100) Direct activated, large barrier [20]
Cu(111)

Ge(100)–(2�1) Direct activated, large barrier [21]
Pt(111) Activated on terraces but nonactivated at steps with [22]

possible involvement of precursor
W(110) Direct activated [22]
Re(0001)
Mo(110) Direct nonactivated [22]
Rh(111)
Ir(111)

N2 Fe(111) Precursor mediated [9]
W(110) Direct activated [1]
W(100) Precursor mediated at low Etrans, direct at high trans, [1]

extrinsic precursor
W(310) Nonactivated [22]

O2 Pt(111) Precursor mediated, barrier between molecular [23]
chemisorbed state and dissociative well

(continued)
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Table 3.2 (Continued)

Species Surface Properties Reference

W(110) Precursor mediated for low EK, direct activated for [24]
higher EK

Ir(110)–(2�1) [25, 26]
Ge(100)–(2�1) [26]

CO2 Ni(100) Direct activated [1]
Si(111)–(7�7) [27]

CH4 W(110) Direct activated [1]
Ni(111)

Ir(110)–(2�1)
n-alkanes, Ni(100) Direct activated [1]
C2–C4

Ir(110)–(2�1) Direct activated and precursor mediated, low Ts and [1]
EK favour precursor, high Ts and EK favour direct

CH3OH Pt(111) Direct activated and precursor mediated, low Ts and [28]
EK favour precursor, high Ts and EK favour direct,
precursor associated with defect sites

C6H6 Si(111)–(7�7) Precursor mediated from physisorbed state to [29]
chemisorbed

SiH4 Si(111)–(7�7) Direct activated [15]
Si2H6 Si(111)–(7�7) Precursor mediated switching to direct for high EK, [15, 30, 31]

dissociation suppressed by H(a)
Si(100)–(2�1)
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this step has the same energy dependence as direct adsorption. The desorption rate out of

the precursor state increases with increasing surface temperature. In most cases, this rate

increases faster than the transfer rate from the precursor to the adsorbed phase; therefore,

increased surface temperature tends to decrease the rate of adsorption in precursor

mediated adsorption. This behaviour is not, however, exclusive. If the barrier between the

precursor state and the chemisorbed state has its maximum above E ¼ 0, increasing Ts
increases the rate of adsorption. This is found, for example, for the dissociative

adsorption of O2 on Pd(111) and Pt(111). For surface temperatures near l-N2 temperature,

O2 at room temperature adsorbs into a molecular chemisorbed state and no dissociation is

observed. However, if the surface temperature is raised above �180K, the dissociative

sticking coefficient rises as there is now a competition between desorption out of the

molecularly chemisorbed precursor and dissociation. In Chapter 4 we investigate the

kinetics of precursor mediated adsorption in more detail.

A change in molecular or surface temperature can also lead to a change in the

adsorption dynamics (See Table 3.2). If the energy is low, the molecule may be trapped

into the physisorbed state and never move on to the chemisorbed phase. As the

temperature is increased, adsorption can change from either direct or precursor mediated

adsorption into the physisorbed state to precursor mediated adsorption into the chemi-

sorbed phase. However, as the temperature increases further, the precursor may no longer

represent an efficient mechanism for adsorption because of the high rate of desorption out

of this state. At this point, the adsorption dynamics become dominated by direct

adsorption. Whether such a scenario occurs as well as the relative efficacy of direct

versus precursor mediated adsorption are determined by the exact details of the molecule

surface interaction. By the end of this chapter, these factors should be clear.

3.8 Microscopic Reversibility in Ad/desorption Phenomena

At equilibrium, the number of molecules per unit area striking a surface (the incident

molecules) must be equal to the number per unit area receding from the surface (the

emitted molecules) (no net mass flow). Likewise, there can be no net energy or

momentum transfer. It follows that the angular distributions of the incident and emitted

molecules must be identical (no flow directionality). While these statements may seem

simplistic, they are so profound that they and their consequences have been repeatedly

discussed (and misinterpreted) for more than a century. Whereas any remaining questions

regarding angular distributions were settled in the 1970s and 1980s, issues pertaining to

energy transfer continue to remain an active area of research, particularly now that

quantum-state-resolved measurements are accessible.
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James Clerk Maxwell115 was the first to attempt a description of the angular and

velocity distributions of molecules emitted from a surface. Maxwell proceeded with

trepidation because, as he admitted, knowledge of the nature of the gas–surface interface

was essentially nonexistent in 1878. He assumed that a fraction, essentially the sticking

coefficient, of the molecules strike the surface and then are emitted with angular and

velocity distributions characteristic of equilibrium at the surface temperature. The

remaining molecules scatter elastically from the surface. Maxwell’s assumptions were

well founded and traces of them still pervade in the thinking of many scientists to this

day. However as we shall see, these assumptions violate the laws of thermodynamics.

First, we know that molecules also scatter inelastically. Second, and more importantly,

we know that the sticking coefficient is not a constant.

Knudsen116 made the next step forward when he formulated his law on the angular

distribution of emitted molecules. According to Knudsen, the angular distribution must

be proportional to cos #, where # is the angle measured from the surface normal. Such a

distribution is often called diffuse. That Knudsen’s proposition should attain the status of

a ‘law’ is remarkable because (1) it was incorrectly derived and (2) experiments of the

type he performed to prove it should exhibit deviations from a cos # distribution.

Smoluchowski117 pointed out these and other deficiencies. In particular, he noted that

Knudsen assumed that the sticking coefficient was unity – an assumption that cannot be

generally valid. Gaede118 scoffed at Smoluchowski’s more general derivation. Gaede

used an argument based on the second law of thermodynamics and the impossibility of

building a perpetual motion machine, which he used to conclude that s ¼ 1 and that the

cos # distribution must be observed. Millikan,119 in the course of his oil drop

experiments, set the cat among the pigeons when he demonstrated that specular scattering

occurs. His results were unmistakably confirmed by Stern’s observation of diffraction in

atomic scattering at surfaces.88–90 Therefore, the sticking coefficient cannot, in general,

be unity. Nonetheless, Millikan’s attempt at an explanation120 was at best a description of

a special case if not an outright violation of the second law as he introduced a type of

direct inelastic scattering characterized by a cos # distribution and Maxwellian velocity

distribution.

The situation did not improve until the landmark work of Clausing.121 By this time,

Langmuir’s investigations of gas–surface interactions had brought about a revolution in

our understanding of surface processes at the molecular level. Clausing drew heavily on

this work. In 1916 Langmuir122 stated ‘Since evaporation and condensation are in general

thermodynamically reversible phenomena, the mechanism of evaporation must be the

exact reverse of that of condensation, even down to the smallest detail’. This remains a

guiding principle that we use throughout the remainder of this chapter.

To analyse and describe correctly the energy and angular distributions of adsorbed,

desorbed and scattered molecules, we need to apply correctly two closely related

principles. These are microscopic reversibility, originally introduced by Tolman,123 and

detailed balance, first proposed by Fowler.124 These principles are formal statements of

the idea expressed by Langmuir. Microscopic reversibility refers to individual trajectories

whereas detailed balance refers to the rates of forward and reverse processes. That is,

microscopic reversibility pertains to individual particles whereas detailed balance

pertains to averages over ensembles of particles, though appropriate averaging can be

used with microscopic reversibility to make predictions about rates.
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Microscopic reversibility states that if we reverse individual trajectories in space and

time, they must follow exactly the same trajectory. In other words, the interaction of a

molecule with a surface (the effective potential energy curves) is independent of the

direction of propagation. The same potential energy surface (or set of curves if electronic

excited states are involved) governs the interaction of a molecule/surface system regardless

of whether the molecule is approaching the surface or leaving the surface. In the strictest

sense, microscopic reversibility does not apply to molecule–surface interactions. This is

because of the symmetry of the problem. As was first noted by Clausing,121 we cannot

reverse the coordinates of all the atoms (as the molecules must always approach the surface

from above) and a less restrictive form of reversibility, called reciprocity, is obeyed for

molecule–surface interactions.125,126 This is largely a matter for purists and is commonly

glossed over in the literature. The essential consequence of microscopic reversibility,

however, is not lost: gas–surface interactions exhibit time-reversal symmetry such that

adsorption and desorption trajectories can be related to one another.

Although the trajectories of individual particles are reversible, this does not mean that

molecule–surface interactions cannot lead to irreversible changes nor does it mean that

molecules have memory. The question of reversible and irreversible chemical reactions

is beyond our present discussion as we have limited our discussion to the formation of a

simple adsorbed layer rather than considering systems in which the surface reacts with

the incident molecules to form a surface film with a new chemical composition such as

an oxide layer or alloy. The question of memory is related to microscopic reversibility.

The equivalence of the Maxwell-Boltzmann distributions for the incident and receding

fluxes occurs because, when averaged over all molecules, both have exactly the same

characteristics. This does not mean that when a molecule hits a surface, resides there for

some time and subsequently desorbs, it enters the gas phase with exactly the same

energy that it had before it became adsorbed. The wonder of thermodynamics is that

even though no individual molecule returns to the gas phase with exactly the same

energy and direction of propagation, when averaged over all molecules in the system,

the energy and propagation directions do not vary in time for a system at equilibrium

when averaged over a sufficiently long period of time. Fluctuations in equilibrium

distributions do occur on short time scales127 but this is beyond our current discussion.

On the basis of this new knowledge of surface processes, thermodynamic arguments

and the recognition that several channels (desorption, inelastic and elastic scattering)

return molecules to the gas phase, Clausing proposed three principles.

(1) The second law of thermodynamics demands the validity of the cosine law for the

angular distribution of the molecules that leave a surface.
(2) The principle of detailed balance demands that for every direction and every velocity,

the number of emitted molecules is equal to the number of incident molecules.
(3) Every well-defined crystalline surface, which emits molecules, has a sticking

coefficient that is different from one and that is a function of the angle of incidence

and velocity.

Clausing’s principles are essentially correct, though in some circumstance s is unity to

a good approximation. We now follow their implications, use them to understand the

dynamics of adsorption and desorption and extend them to include the effects of

molecular vibrations and rotations.
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Consider, as in Figure 3.19, a gas at equilibrium with a solid covered with an adsorbed

layer. For a system at equilibrium, the temperature of the gas must be equal to the surface

temperature, that is, Tg ¼ Ts. Recall that at equilibrium, chemistry does not stand still,

rather, the rates of forward and reverse reactions exactly balance. In this case, the rates of

adsorption and desorption are equal and, therefore, the coverage is constant.

Consider the case in which the sticking coefficient is not a function of energy. Take

s ¼ 1 as did Knudsen and Gaede (a similar argument can be made as long as s is a

constant, as assumed by Maxwell). Since the gas-phase molecules are at equilibrium, by

definition all degrees of freedom of the gas-phase molecules are in equilibrium and these

degrees of freedom – rotation, vibration and translation – can all be described by one

temperature, Tg. For s ¼ 1, an equivalent way of stating that the rates of adsorption and

desorption are equal is to state that the flux of molecules incident upon the surface is

precisely equal to the flux of molecules returned to the gas phase by desorption,

rads ¼ rdes. In order to maintain Tg ¼ Ts ¼ a constant, as is demanded by the state of

equilibrium, not only must the fluxes of adsorbing and desorbing molecules be equal, but

also the temperatures of the adsorbing and desorbing molecules must be equal.

Furthermore, since the angular distribution of molecules incident upon the surface

follows a cosine distribution based on simple geometric arguments, the angular

distribution of the desorbing molecules must also follow a cosine distribution.

These results at first seem trivial. It appears obvious that the molecules, which are at

equilibrium with a surface at Ts, should desorb with a temperature Ts and that since the

surface is in equilibrium with the gas, Ts¼ Tg¼ the temperature of the desorbed

molecules. Nonetheless, this state of affairs is only a special case. It is not generally

valid, nor is it normally observed.

Figure 3.19 A gas in equilibrium with a solid. At equilibrium, the rates of forward and reverse
reactions are equal, as are the temperatures of all phases. The balanced rates of adsorption and
desorption lead to constant coverage. The balanced incident and exiting fluxes result in
constant pressure and no net energy transfer between the gas and solid.
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We have learned that the sticking coefficient depends on energy. Therefore, we must

consider the more general case of a sticking coefficient that is not constant. Consider the

extreme case in which molecules below a certain energy stick with unit probability but in

which they do not stick at all above this energy, i.e. s ¼ 1 for E � Ec and s ¼ 0 for E> Ec,

as shown in Figure 3.20.

At equilibrium we must have Tg ¼ Ts and rads ¼ rdes. The adsorbed molecules are in

equilibrium with the surface. When they desorb, we intuitively expect that the desorbates

leave the surface with a temperature equal to Ts. Consider, however, the implications of

Figure 3.20(b). From the form of the sticking coefficient as a function of energy, we know

that only low energy molecules stick to the surface. The high-energy molecules reflect and

return to the gas phase. By comparing Figures 3.20(a) and 3.20(b), we see that a Maxwell-

Boltzmann distribution (often simply called a Boltzmann distribution or a Maxwellian

distribution) at Ts has a higher mean energy than the mean energy of the molecules that

stick because of the presence of the high-energy tail. Therefore, if the desorbed molecules

entered the gas phase with a Boltzmann distribution at Ts, they would on average have a

higher energy than the molecules that stick. The gas phase would gradually warm up and

the temperatures of the gas and the solid would no longer be equal. This violates our initial

condition that the system is at equilibrium and because it spontaneously transports heat

from a cool body to a warmer body – it could be used to create a perpetual motion machine.

Hence, something must be wrong in our analysis.

The error is in the assumption of a Boltzmann distribution at Ts for the desorbed

molecules. Figure 3.20(c) displays the true energy distribution of the desorbed molecules.

The energy distribution of the desorbed molecules must match exactly that of the

adsorbed molecules. Consequently, whenever the sticking coefficient is a function of

energy, the desorbed molecules will not leave the surface with a Boltzmann distribution

at the surface temperature. Indeed, although the adsorbed layer is in equilibrium with the

surface, it will not, in general, desorb from the surface with an energy distribution that is

described by a Maxwell-Boltzmann distribution.

Figures 3.20(b–d) describe how the system is able tomaintain equilibrium. For a system in

which the sticking coefficient is not unity, adsorption and desorption are not the only

processes that occur. Scattering, which does not lead to sticking, must also be taken into

account. Equilibration is not determined by adsorption and desorption alone: it ismaintained

by the sum of all dynamical processes. Therefore, the energy distribution of the incident flux

must exactly equal the energy distribution of the sum of all fluxes that leave the surface. In

other words, the energy distribution of the incident fluxmust equal the energy distribution of

desorbed molecules plus scattered molecules, as is shown in Figure 3.20(d).

Clausing’s conclusion that desorption alone need not exhibit cosine angular or

Maxwellian velocity distributions was not tested for 58 years. Then Comsa55 reiterated

and extended his arguments and within 6 months van Willigen measured noncosine

distributions in the desorption of H2 from Fe, Pd and Ni surfaces. Soon after, molecular

beam scattering was used to test these principles further.56,128 The adsorption and

desorption experiments of Stickney, Cardillo and co-workers57,59,60 lead the way in

demonstrating that adsorption and desorption can be linked with detailed balance.

Microscopic reversibility allows us to understand the nonintuitive result that an

adsorbed layer at equilibrium does not desorb with an energetic or angular distribution

characteristic of our expectations of an equilibrium distribution. The root cause of this is
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the energy and angle dependence of the sticking coefficient. In the next chapter, we again

encounter a nonintuitive result arising from the energy dependence of the sticking

coefficient. Namely, we will see that deviations from Arrhenius behaviour are expected

for adsorption and desorption at high temperatures. This deviation can be understood

again once the importance of microscopic reversibility is appreciated within the context

of transition state theory.

3.9 The Influence of Individual Degrees of Freedom on Adsorption and
Desorption

The applicability of microscopic reversibility (reciprocity) to adsorption and desorption

means that we can discuss these two reactions in nearly equivalent terms. That is, what

pertains to one must also pertain to the other simply by reversing the sense in which the

Figure 3.20 Maxwell-Boltzmann distribution and a step function sticking coefficient.
(a) Energy distribution for incident flux and the sticking function. (b) Energetic distribution
of flux that adsorbs. (c) Energetic distribution of flux that does not adsorb. (d) Energetic
distribution of total flux that leaves the surface.
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particle traverses the potential energy curve. As soon as we consider more than one degree

of freedom, we must recognize that the potential energy curves shown above are

simplifications of the true multidimensional potentials that govern the dynamics. Because

the potential is multidimensional, the potential energy is actually described by a potential

energy hypersurface (the ‘hyper’ indicates that the ‘surface’ contains more than two

dimensions). Although I use the acronym PES, I use the term hypersurface when referring

to the potential energy to avoid confusion with the physical surface at an interface.

3.9.1 Energy Exchange

What if a gas is not in equilibrium with the solid? How long does it take the system to attain

equilibrium? This leads us to a discussion of what is known as accommodation. By

accommodation, we mean the process by which a gas at one temperature and a solid at a

different temperature come into equilibrium. If a cold gas is exposed to a hot surface, on

average the collisions are inelastic with the gas molecules gaining energy until the two

phases attain the same temperature. In the older literature, and particularly in the applied

and engineering literature, one encounters the concept of an accommodation coefficient

introduced by Knudsen.116 This is an attempt to quantify the efficiency of energy exchange

between a solid and a gas. The thermal accommodation coefficient, a, is defined in terms of

the energies of the incident, reflected and equilibrated molecules – Ei, Er and Es,

respectively – as

a ¼ Er � Ei

Es � Ei

: ð3:9:1Þ

If the molecules transfer no energy at all in a single encounter with the surface, Er ¼ Ei

and a ¼ 0. In the other extreme, the molecules equilibrate in one bounce and, therefore,

Er¼Es and a ¼ 1. While the thermal accommodation coefficient is useful in engineering

studies, it tells us little about the processes that lead to equilibration and is a poor quantity

to use if we are to understand why certain gases equilibrate faster than others do.

We need to realize that not all degrees of freedom are created equal. In virtually all

circumstances (for large characteristic dimensions of length and not too high tempera-

tures) we can consider only three distinct degrees of freedom – translation, rotation and

vibration – neglect electronic excitations and consider the translational degree of freedom

to be a continuous variable. Rotations and vibrations are quantized and, in general, the

spacing between rotational levels is significantly smaller than between vibrational levels.

Energy exchange between collision partners depends on the relative spacing of the

energy levels, the relative masses of the partners and the interaction potential. The closer

together the spacing of energy levels and the more closely the energy levels of collision

partners are to one another, the easier it is to transfer energy between them. Thus,

translational energy levels, which are separated by infinitesimal increments, are most

readily available for energy exchange in a gas–surface collision. Rotational levels are

generally separated by energies small compared with kBT and small compared with the

Debye frequency. Therefore, they should exchange energy readily but possibly more

slowly than translations. Vibrational levels, except for rather heavy small molecules such

as I2 or large molecules such as long chain hydrocarbons, are generally separated by

energies that are large compared with kBT and the Debye frequency. Hence, vibrations
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exchange energy at significantly slower rates. A full discussion of collisional energy

transfer is found in Chapter 6 of Levine and Bernstein.129 As a rule of thumb, translations

equilibrate on the order of a few (100) collisions, whereas rotations require roughly 100–

101 collisions and vibrations, unless they have a very low frequency, require 104–106

collisions. Molecular hydrogen, on account of its unusually small mass and large

rotational and vibrational energy spacings requires at least one order of magnitude

more collisions to equilibrate.

The properties of the surface affect the rate of energy exchange. Themass of surface atoms

plays a role as mentioned in the discussion of the hard cube model, as do the vibrational

properties of the surface, that is, the phonon spectrum. For semiconductor and insulator

surfaces, the only means of energy exchange (at normal temperatures) is via phonon

excitations. For metals, however, low energy electron-hole pairs can be excited. These low

energy excitations potentially play an important role in energy exchange at metal surfaces,

especially for the excitation and de-excitation of the high frequency vibrational modes of

adsorbing and desorbing molecules.130–135

The existence of an attractive potential well is also important for energy exchange. The

more attractive the potential energy surface, the greater the likelihood of energy exchange

as demonstrated in the hard cube model. In part, this results from the acceleration that the

molecule experiences as it approaches the surface. In addition, a strongly attractive

potential energy surface may be able to reorientate and distort the incident molecule.

This can lead to enhanced energy exchange between the molecule and the surface as well as

exchange of energy between different degrees of freedom within the molecule.

3.9.2 PES Topography and the Relative Efficacy of Energetic Components

The shape of the PES defines the types of ad/desorption channels that are available:

whether adsorption is activated or nonactivated, direct or precursor mediated, molecular

or dissociative. As can be seen in Table 3.2, the adsorption dynamics are determined by

both the PES and the energy of the incident molecule. In the following sections, we

discuss each degree of freedom individually. First, a few introductory remarks about PES

topology are in order.

While it may seem obvious that vibrational excitation should facilitate dissociation,

the degree to which vibrational energy can be converted into overcoming the activation

barrier is determined by the exact shape of the PES. The topology of the PES also

determines the relative efficacy of vibrational energy compared with translational and

rotational energy.136 To visualize the energetics of dissociative adsorption, we construct a

two-dimensional PES such as those in Figure 3.18. Starting from the upper left, motion of

the molecule toward the surface corresponds to motion along y and the intramolecular

vibration corresponds to motion along x. In the lower right, motion along y corresponds

to the vibration of the chemisorbed atoms against the surface and motion along x

corresponds to diffusion of the two atoms across the surface. Both the upper left and

lower right can be probed spectroscopically by measurements performed at equilibrium.

The difficulty arises in the transition state that governs the reaction dynamics. Ever since

the invention of the concept,137,138 one of the great pre-occupations of chemical

dynamics has been the direct observation of the transition state.129 Great progress has

been made in probing the transition states of gas-phase reactions,139 as witnessed by the
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Nobel Prizes of 1986 and 1999 awarded to Herschbach, Lee and Polanyi, and Zewail,

respectively, direct observation of transition states at surfaces still remains elusive and

computationally challenging.

Three elbow potentials are represented in Figure 3.18. These are analogous to similar

PESs drawn for gas-phase reactions and are similarly subject to the Polanyi rules

developed from the study of gas-phase reactions.140–142 For an early barrier, translational

energy is most effective for overcoming the barrier and rotational and vibrational energy

are ineffectual. For a very late barrier, vibrational energy is most effective. Rotational

energy can also facilitate reaction through the mechanism discussed for H2/Cu below, but

it is less effective than vibrational energy. Translational energy plays a subordinate role

on such a PES. For the middle barrier of Figure 3.18(b), all of the molecular degrees of

freedom play an important role in overcoming the barrier. Regardless of the barrier type,

rotation always plays an important role because of its intimate relationship to the

orientation of the molecule as it strikes the surface.

Hayden and Lamont143 demonstrated that a higher dimensional PES is required to

explain activated adsorption when they directly observed that sticking in the H2/Cu

system depends on internal energy and not just translational energy. The extensive

experimental results of Rettner and Auerbach43,144–147 for both adsorption and desorption

in the H2/Cu system coupled with the trajectory calculations of Holloway and Dar-

ling42,148–153 have demonstrated the ability of state-resolved experiments to probe the

PES of a surface reaction. In addition, this body of work has shown that even with the

high dimensionality of surface reactions, a relatively simple PES and microscopic

reversibility can explain the most intimate details of the formation and dissociation of

H2 on a metal surface.

The PES is also dependent on the surface coordinates. Binding energies and activation

barriers depend on the position within the unit cell. Vibrational excitation and surface

relaxation may also be important in ad/desorption dynamics. As a first approximation, the

PES is usually conceived of in terms of a rigid surface. However, corrugation or the lack

thereof must always be considered.

3.10 Translations, Corrugation, Surface Atom Motions

3.10.1 Effects on Adsorption

Potential energy hypersurfaces can be thought of very much like topographical maps and

we can use the intuition we have developed from our own experiences with geography

and bobsledding to help us understand how molecules interact with surfaces. If you have

ever taken a train from Berlin to Warsaw, you have experienced an approximation of the

flat potential in Figure 3.21(a). Once you have crossed the Oder River, the vast flat

expanse of Wielkopolski gives one the impression that (if the tracks were perfectly

frictionless) the engineer could turn off the engines and the train would simple roll ahead

until it reached Warsaw. Apart from friction, the only things that could stop the train are

occasional defects in the tracks and planar landscape. Figure 3.21(b) represents a

corrugated landscape. The consequences of corrugation are that there are preferred

sites for an adsorbate to come to rest and some directions are easier to move in than are
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others. Corrugation also facilitates more extensive energy transfer between the adsorbate

and the surface; for example, it leads to a coupling between normal and parallel

momentum. Finally, as shown in Figure 3.21(c), not all regions are seismically inactive.

Sometimes the surface must not be thought of as solely a rigid template but its motions

must also be considered. A surface, which is soft in comparison to the force with which

an adsorbate strikes it, is effective at dissipating energy, as energy can be transfered from

the adsorbate to the phonons and vice versa.

Consider first the case of a rigid particle interacting with a flat, frictionless surface. This

is represented in Figure 3.21(a) and is roughly equivalent to the experience of a Xe atom

incident upon a Pt(111) surface. The rare gas/Pt interaction potentials are extremely flat and

non-directional as they are dominated by van der Waals forces.154 Therefore, Xe has a low

probability of stopping on the terraces of the Pt(111) surface.155 The Xe atoms tend to roam

across the flat planes until they encounter defects in the landscape. These defects take the

form either of steps or previously adsorbed atoms (either Xe atoms or impurities).

Not all translational energy is the same. For Xe/Pt at low temperatures, the sticking

coefficient is high; nevertheless, the atoms roam over large distances, as much as

hundreds of angstroms, before coming to rest. Therefore, the important dynamical

criterion for Xe sticking is not the loss of all translational energy upon the first encounter

with the surface. Instead, sufficient energy must be lost from the normal component of

translational energy, denoted E?, or normal energy. The trapped but roaming Xe atom

has a low value of E? but still has a significant parallel component of translational

energy, Ek. The potential energy surface is conducive to efficient accommodation of E?
but Ek accommodates at a much slower rate. Xe adsorption is nonactivated, so we expect

that the sticking coefficient should decrease for sufficiently high kinetic energy. However,

we can refine this statement and state that we expect the sticking coefficient of Xe to

depend more strongly on E? than on Ek because it is the normal component that must be

accommodated whereas the parallel component can relax on a much longer time scale.

While Xe/Pt is an extreme case, it is a common feature of molecule/surface PESs that

E? accommodates more rapidly than Ek. As mentioned above, the occurrence of a mobile

state that can roam the surface searching for an adsorption site is the basis of precursor

mediated adsorption. The concept of a mobile precursor was first proposed by Taylor and

Langmuir.156 A precursor is always bound above a well (even if this state does not appear

in the Ts ¼ 0 K PES105,106 but the precursor need not be accommodated into the well. A

precursor can be trapped in highly excited states in the well if a dynamical bottleneck

prevents it from equilibrating rapidly.

Another important implication of transient mobility157 is that even though the Xe

atoms strike the surface at random positions, they do not stop at completely random

adsorption sites. The Xe atoms tend to form islands about the defects on the surface.

Islanding, the process of forming patches of adsorbates, requires the adsorbing molecules

to have mobility and a driving force that makes them stop at a preferred position. The

driving force in this case is a change in the corrugation of the molecule/surface potential

such as that presented by defects or adsorbate–adsorbate lateral interactions.

Most PESs are not as flat as the Xe/Pt potential. Nevertheless, flatness is not the only

consideration for the formation of a long-lived state prior to equilibration into the

adsorption well.158 H is strongly bound on Cu(111), qads � 2:5 eV, in a highly corrugated

potential (binding at a hollow site �0.5 eV stronger than an on-top site). Nonetheless, H
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atoms have a high probability of entering a mobile state that can live on the order of a ps

or longer and roam more than 100 Å across the surface. The reason for this is that H is

much lighter than Cu and, therefore, exchanges momentum very slowly with the

phonons. As H approaches the surface, the chemisorption well accelerates it to

EK � 2:5 eV. The corrugation in the potential is very effective at converting the normal

Figure 3.21 The interaction of an ad/desorbing molecule with various models of solid
surfaces. (a) A flat, rigid surface. (b) A rigid, corrugated surface. (c) A surface that is both
corrugated and vibrationally active.
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momentum into parallel momentum on the first bounce. Afterward, however, momentum

transfer is ineffective with the surface and it takes many collisions (on the order of tens of

collisions) for the atom to equilibrate. As we shall see later in this chapter, such ‘hot’ H

atoms are highly reactive.

A PES with significant corrugation is depicted in Figure 3.21(b). Corrugation leads to

efficient exchange of energy between E? and Ek. On a perfectly flat, frictionless

potential, Ek never accommodates. Corrugation scrambles normal and parallel momen-

tum and can lead to more efficient energy transfer with phonons. This conceptualization

of a corrugated but rigid surface can go a long way to explaining many molecule/surface

interactions. For instance, the dynamics of recombinative desorption of H2 from Cu(100)

can to a large extent be explained by visualizing a corrugated PES established by the

symmetry of the Cu(100) surface and the motions of H atoms diffusing across

it.42,43,47,145,148,152,159–161

Figure 3.21(c) depicts a situation in which the surface plays a more active role in the

adsorption and desorption dynamics. If a heavy molecule strikes a surface of compara-

tively light atoms, it can easily push the surface atoms around. This is a purely

mechanical instance in which the lack of rigidity is important. However, we have seen

in Chapter 1 that the presence of adsorbates can lead to reconstruction of surfaces.

Adsorbate induced reconstruction implies that surface atom motion can be inherent to the

adsorption/desorption dynamics. This is the case for the H2/Si system, in which surface

atom motion during the adsorption/desorption process must be considered if we are to

achieve an understanding of the dynamics. Although hydrogen is far too light to distort

the surface mechanically, the Si atoms move under the influence of the forces

accompanying the formation of chemical bonds. Surface atom excitations play a

significant role in determining the fate of an incident hydrogen molecule because the

height of the adsorption activation barrier is a function of the surface atom positions.

Hence, it is not only the energy of the incident hydrogen molecules but also, more

importantly, the energy (i.e. temperature) and positions of the surface Si atoms that

determines to a large extent the sticking coefficient of H2 on Si.162–168

3.10.2 Connecting Adsorption and Desorption with Microscopic Reversibility

We have mentioned previously that adsorption trajectories are reversible. That is, if we

simply run a movie of adsorption backwards then we obtain a movie that describes the

reverse process, namely, desorption. We can use this fact and the discussion of adsorption

in the previous section to make predictions about desorption.

When Xe adsorbs on Pt(111), it roams the surface until it eventually finds its final

adsorption site. Therefore, when Xe desorbs, we predict that it is kicked out onto the

terrace, diffuses over a long distance then, finally, departs the surface from some random

site on the terrace. Low kinetic energy atoms are the most likely to stick. Therefore,

microscopic reversibility demands that low energy atoms are also the most likely to be

returned to the gas phase by desorption. The consequence is that, when averaged over the

entire ensemble of desorbed atoms, the kinetic energy is lower than for an ensemble of

molecules at the same temperature as the surface. In other words, for the desorbed

molecules Ttrans < Ts. This is known as translational cooling in desorption and is a direct

consequence of the process described in Figure 3.20.
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To understand better translational cooling, consider the following thought experi-

ment for a molecule that experiences nonactivated adsorption. An adsorbed molecule

has been excited all the way to the top of the chemisorption well, that is, to energy

E ¼ 0. We consider the desorption to be one dimensional. All modes other than the

normal component of translational energy do not contribute to desorption. These

spectator modes all have an equilibrium energy distribution at Ts and, within the one-

dimensional model, they do not couple to the reaction coordinate. The molecule has

one final inelastic collision with the surface. Consider the surface to be effectively an

oscillator with an energy distribution characterized by an equilibrium distribution at Ts
as in the hard cube model. In the last encounter, the oscillator deposits all of its energy

in the desorbing molecule. With no dynamical constraints on energy exchange,

the surface oscillator transfers on average a distribution of energy characteristic of

the equilibrium distribution at Ts into normal translation of the adsorbate. We call the

amount of energy delivered hkTi. The molecule then departs from the surface. The

spectator modes all have an equilibrium distribution by definition in this model.

The normal component of translational energy also has an equilibrium distribution.

This description is what is demanded of a 1D model in which s0 ¼ 1 and is

independent of kinetic energy.

Now consider a one-dimensional model in which the oscillator finds it progressively

more difficult to transfer larger amounts of energy. In this case, the surface oscillator

delivers, on average, an amount of energy that is less than hkTi. Whereas the spectator

modes all have an equilibrium distribution of energy, the normal component of

translational energy has less energy than expected for equilibrium at Ts. Translational

cooling has been observed, for example, for desorption of NO/Pt(111),65,169 NO/Ge,170

Ar/Pt(111)171 and Ar/H-covered W(100).172 It corresponds to the case in which s0
decreases with increasing kinetic energy and is, therefore, a rather general phenomenon

for systems that exhibit nonactivated adsorption. Just as it is difficult for the surface to

take away sufficient energy to allow ever faster molecules to stick, so, too, is it difficult

for the surface to produce ever faster molecules in desorption.

In a real desorption system, the molecules do not all desorb from the E ¼ 0 level.

Molecules from a range of levels near the top of the chemisorption well experience one last

encounter with the surface and then desorb. The inability of the surface to deliver hkTi
leads to a subthermal energy distribution in the desorption coordinate. The levels near the

top of the well are rapidly depleted by desorption. However, the surface is unable to

maintain an equilibrium population distribution in these levels because of the inefficiency

of energy transfer at high energy. As we shall see in Chapter 4, this effect leads not only to

translational cooling in desorption, but also it represents a dynamical factor that causes

nonArrhenius behaviour of the desorption rate constant at high temperature.173–175

As we have seen in Section 3.5, H2 adsorption on Cu is activated. In a simple one-

dimensional Lennard-Jones type potential, we considered only the effect of energy along

the reaction coordinate, which to a first approximation we take as the normal component

of translational energy. Indeed, translational energy plays the most important role in

determining the sticking coefficient of H2 on Cu: the sticking coefficient increases

strongly with increasing H2 normal energy.43,176 Therefore, microscopic reversibility

demands that since fast H2 molecules are the most likely to stick, they are also the most

likely to desorb. This is the case and it is found experimentally that the desorbed H2 is
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very ‘hot’ in the translational degree of freedom. Furthermore, since molecules directed

along the surface normal stick better than those incident at grazing angles, the desorbed

molecules tend to be focused along the surface normal.

H2 adsorption on Si is also activated.163,176 However, the desorbed molecules are not

translationally hot and, therefore, translational energy is not the primary means of

promoting adsorption. The reason for this can be found in the role of surface excitations.

Dissociative adsorption of H2 on Si is activated in the surface coordinates. Effectively, we

need to excite the surface into preferential configurations for the H2 to dissociate and

stick as H atoms. Therefore, in desorption, the energy of the activation is not efficiently

conveyed to the desorbing H2 molecules. Instead, a large fraction of the activation energy

remains in the Si surface. The result is that molecules leave the surface not too hot but a

vibrationally excited surface is left behind.

3.10.3 Normal Energy Scaling

The Lennard-Jones model is a one-dimensional model. Only energy directed along the

reaction coordinate is effective in overcoming the barrier. Energy directed along other

dimensions – so-called spectator coordinates – have no influence on the reaction dynamics.

In the Lennard-Jones model, this dimension is taken as a barrier normal to the surface in

which only the normal component of kinetic energy is capable of overcoming the barrier.

Essentially, there was no evidence contradicting the one-dimensional nature of the adsorp-

tion barrier until the work of Bernasek and co-workers76 and Kubiak, Sitz and Zare.84,85

Their observations of superthermal population of the first vibrationally excited state could

only be accounted for by including additional dimensions in the adsorption dynamics.

In the absence of corrugation, there is no coupling between the parallel and perpendi-

cular components of momentum. Thus, in any flat surface system, if the dissociation barrier

is directed along the surface normal, only the component of kinetic energy directed along

the normal is effective in overcoming the barrier. In most systems, kinetic energy is the

most efficient at overcoming an activation barrier. Thus, even in multidimensional systems,

our first-order approximation is to expect normal energy scaling for the adsorption

probability. Normal energy scaling is defined as follows. The normal component of the

kinetic energy (the normal energy) varies with the angle of incidence, #in, as

E? ¼ Ein cos
2 #in: ð3:10:1Þ

Since the amount of normal kinetic energy decreases as cos2#in at constant Ein, the

effective barrier height in a one-dimensional system increases as 1/cos2#in as shown in

Figure 3.22(c). If the adsorption probability scales with the magnitude of normal energy

such that it decreases with angle as cos2#in, we say that activated adsorption exhibits

normal energy scaling. This can be contrasted with total energy scaling, for which the

exponent of cosn #in is n ¼ 0, i.e. the adsorption probability scales with total kinetic

energy rather than the component along the normal.

Normal energy scaling is observed for the dissociative sticking of CH4 on W(110) and

Ni(111), and n-alkanes/Ni(100) whereas total energy scaling is observed for the

dissociative sticking of N2/W(100).177 For H2 dissociation, normal energy scaling is

commonly observed with the exception of Pt(111), Ni(100) and Fe(110) surfaces for

which the parallel component inhibits dissociation. The presence of corrugation is
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Figure 3.22 A description of normal kinetic energy and the effective height of a one-
dimensional barrier: (a) the molecule is incident upon the surface at angle #i from the normal
with velocity ui and normal velocity un; (b) the normal energy falls with increasing angle of
incidence according to Equation (3.10.1); (c) the decreasing normal energy of molecules
incident at higher #i leads to an increasing effective barrier height if only the normal energy is
capable of overcoming the barrier.
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expected to lead to a scaling characterized by 0 � n � 2.178 Moreover, interaction

potentials are corrugated so how can we explain the prevalence of normal energy scaling?

Darling and Holloway47 have shown how the combination of energetic and geometric

corrugation combine counterbalancing effects that allow for normal energy scaling. Not

only the energy of the activation barrier (energetic corrugation) but also the position of

the barrier (geometric corrugation) varies with position across the surface. When they are

combined in the right amounts, normal energy scaling results because the surface is

corrugated rather than because it is flat. The reader is referred to the insightful discussion

of Darling and Holloway for further details.

3.11 Rotations and Adsorption

3.11.1 Nonactivated Adsorption

Our first impression might be that rotation should play a minor role in ad/desorption

phenomena because it is, after all, the presence of energy in the normal component of

kinetic energy that determines whether a molecule scatters or desorbs from a surface.

Rotation, however, has two consequential effects upon chemical reactivity. The first is as

a source of energy. If there is a way in which rotational energy can be channelled into the

reaction coordinate, then rotational energy can be used to affect reactivity. One of the

most important couplings is between rotational and kinetic energy. This channelling can

occur either as rotation-to-translational energy transfer (R–T transfer) or in the opposite

sense (T-R transfer). T-R transfer has been directly measured in, for example, the

scattering of NO from Ag and Pt surfaces.62,64,69,70,179 Rotation also changes the

orientation of the molecule with respect to the surface. From the discussion of the

Blyholder model in Section 3.4.2, we have seen that the chemisorption potential is highly

anisotropic. Molecules such as CO or NO bind in specific ways to a surface. A CO

molecule on a transition metal surface chemisorbs only through the C end of the

molecule and not through the O end. Therefore, a CO that approaches the surface O end

first is not able to stick in its equilibrium chemisorption site unless it is able to rotate into

the proper orientation. On the other hand, if a molecule is rotating rapidly, the surface

might not be able to stop it and pull it into the proper orientation for sticking. Thus, a

little rotation may be essential for sticking but too much enhances scattering.

The adsorption of molecular NO on Pt(111) is direct and nonactivated with a sticking

coefficient of�0.85 for room temperatureNO.169,180At lowcoverageNOoccupies anon-top

site and is bound perpendicular to the surface through the N atom. NO sticks with a higher

probability if it strikes thesurfaceNendfirst.181,182 Just as for translations,notall rotationsare

the same.We can decompose rotational motion into two components: so-called helicopters,

which rotate in the plane of the surface, and cartwheels, which rotate perpendicular to the

surface. Think of theNO as anAmerican football that is red on the N side andwhite on theO

side. It prefers to stick to the surface with the red side down and the white side up.

Several competing effects determine how rotation affects ad/desorption. These are

related to the competing effects of rotational-to-translational energy transfer and

molecular orientation. A cartwheeling molecule can present the correct geometry for

the chemisorbed state; however as scattering measurements show,72,179,183–185 it can also
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efficiently couple its rotational energy into normal translational energy. This can give an

added kick to the molecule and enhanced scattering. A helicoptering football never sticks

red side down unless it is steered into an upright geometry. However, in-plane rotation

does not couple at all to E? on a perfectly flat surface (think of the analogy to an oblong

football) and, therefore, it allows a much softer landing at the surface with no prospect of

enhanced desorption from rotational-to-translational energy transfer.

When looked at from the perspective of the chemisorbed molecule, it appears that only

cartwheeling motion can be excited in desorption. From the perspective of the surface, a Pt

atom striking the normally bound NO from the bottom cannot excite in-plane rotations in an

impulsive collision. Such a collision can only excite cartwheeling motion. Thus, we might

predict that desorbed molecules should have a higher probability of being cartwheels. In

adsorption, we might predict that helicopters would have a higher sticking coefficient

because of the softer landing and the ability of the highly directional chemisorption well to

steer the molecule along the incident trajectory. Our intuitive predictions appear to violate

microscopic reversibility and can only be resolved by direct experimental observation.

First, we take the temperature of the desorbed molecules using laser spectroscopy. We

find rotational cooling in desorption.63,64,73,175,186 This has been observed for NO/Ru

(001),73 NO/Pt(111),63,64 OH/Pt(111)187 and CO/Ni(111)188 and appears to be a general

phenomenon for nonactivated adsorption systems. Analogously to the case of translational

energy, this means that the sticking coefficient is a function of rotational energy and that it

decreases for increasing rotational energy. Laser spectroscopy can also determine the

degree of rotational alignment in a gas, i.e. the relative populations of the two components

of rotational motion. Such experiment has been performed for desorption of NO from Pt

(111).189 For states with a low value of the rotational quantum number, J, there is no

rotational alignment. However, as J increases there is a trend to a progressively greater

number of in-plane rotors compared with out-of-plane rotors. In-plane rotation must,

therefore, be more favourable for adsorption than is out-of-plane rotation. As J increases,

cartwheeling motion becomes progressively more unfavourable for adsorption.

The observation of rotational alignment in desorption has an important consequence for

our understanding of ad/desorption dynamics. As we have stated above, a normally bound

NO molecule cannot be excited into in-plane rotation when it is struck from below by a Pt

atom. Nevertheless, in-plane rotation is excited as efficiently as – and at high J even more

efficiently than – out-of-plane rotation. This is direct proof that desorption (and therefore

adsorption) is not a direct process in which a molecule leaves from the bottom of the

chemisorption well and pops out into the gas phase. Instead, the molecule gradually

percolates up to the top of the chemisorption well after many collisions with the surface.

After this multistep process of climbing the ladder of vibrational states in the chemisorption

well, the molecule leaves from the top of the chemisorption well. At the top of the well, the

bonding interaction does not bear a strong resemblance to the well-orientated geometry at

the bottom of the well. At the top of thewell where all of the several NO-surface vibrational

modes are multiply excited, the adsorbate geometry is not well defined and energy is easily

transferred into both components of rotation. For the most highly excited rotational states,

population is more readily built up in in-plane rotation. This is related to rotation-to-

translation energy transfer. Since in-plane rotation couples weakly to normal translation, in-

plane rotation does not enhance desorption and the desorption rate has little dependence on

the extent of in-plane rotational excitation. Out-of-plane rotation does couple to normal

Chemisorption, Physisorption and Dynamics 177



translation, therefore, excitation of out-of-plane rotation enhances the desorption rate. The

most highly excited out-of-plane rotation states therefore become progressively more

depleted of population compared with the in-plane rotational states.

The implication for adsorption is that it, too, must be a multi-step process. A slow

molecule rotating in-plane in a low J state is the most likely to stick. The molecules that

stick do not fall directly to the bottom of the chemisorption well. The adsorbing

molecules require many collisions with the surface until they finally lose their energy,

attain the correct bonding geometry and equilibrate with the surface. This may occur at

the point of impact but we can also expect that the molecule may exhibit some mobility

before attaining its final chemisorption site. The extent to which the molecule roams

about the surface is determined by the relative rates of accommodation and the

corrugation of the molecule–surface potential.

3.11.2 Activated Adsorption

The role of rotational in activated adsorption is best illustrated by the case of H2/Cu(100).

Dissociative H2 adsorption on Cu is activated as discussed in Section 3.5. The overlap of

the 2s� orbital with the metal orbitals is enhanced by a molecular orientation in which the

internuclear axis is parallel to the surface.190 We therefore predict rotational alignment in

desorption with a preference for in-plane rotation, an expectation that is experimentally

confirmed147,191 at low J.

The effect of rotational energy in H2 dissociation has two distinct effects.145,152 For

J ¼ 0, the PES can re-orientate the molecule as it approaches the surface and bring it into

the best possible orientation for entering the transition state. As J increases, steering

becomes less effective. Therefore, increasing rotational excitation is a hindrance to

dissociative adsorption at low J. At high J, a portion of the rotational energy can be

channelled into overcoming the activation barrier. This occurs because of the shape of the

PES. Bond extension is required to reach the transition state. The extension of the H��H
distance in the TS channels energy out of rotation and into the reaction coordinate.

Hence, rotational excitation promotes dissociation at high J. Taking the two effects

together, rotation hinders adsorption up to J � 5, whereupon the promotional effect of

rotational energy becomes dominant. Similar effects should be observed in any system

with an extended bond in the TS.

3.12 Vibrations and Adsorption

For molecules that are not too large, the spacing between vibrational levels tend to be

much greater than the energies of phonons and rotational states. Thus, vibrations tend not

to couple efficiently to other degrees of freedom. Vibrations can couple to the electronic

structure of a metal through electron-hole pair formation.131,135,192 Because of the band

gap found in semiconductors and insulators, electron-hole pair formation is not important

at usual energies for these materials. Because of the weak coupling of vibrations to other

degrees of freedom,molecular vibrations are not of utmost importance for nonactivated and,

in particular, nondissociative sticking of smallmolecules. This is not true for largemolecules

or for the sticking of clusters at surfaces. Largemolecules and clusters have a plethora of low
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frequency vibrational modes that can effectively soak up translational energy. Their

excitation upon collisionwith the surface canplay an important role in the sticking dynamics.

For activated adsorption, vibrations can play a crucial role.42,43 For the dissociative

adsorption of a diatomic molecule, the vibration is intimately related to the reaction

coordinate. For H2/Cu, H2/Si and H2/Pd, significant superthermal vibrational excitation

in desorbed molecules has been measured.85,193,194 These results demonstrate that

vibrational excitation and the concomitant bond extension aid in reaching the transition

state and overcoming the activation barrier. For any middle or late barrier PES,

vibrational excitation is important in the ad/desorption dynamics.

3.13 Competitive Adsorption and Collision induced Processes

We now investigate what happens when a surface covered with one adsorbate is exposed

to a different type of molecule. This is, of course, quite relevant to surface reactions as

both types of adsorbates must usually be present on the surface for a reaction to ensue.

The answer depends not only on the chemical identity of the surface and the adsorbing

molecules, but also it sometimes depends upon the order in which the molecules are

exposed to the surface.

First consider the system O2 þ CO on Pd(111).36,195 When O2 is exposed to a Pd(111)

surface held at 100 K, three molecular chemisorbed states are formed. These three states

have different binding energies to the surface. As the O2–Pd bond strength increases the

O��O bond is weakened and, therefore, the O��O stretch frequency is lowered. CO

adsorbs in one molecular chemisorption state. Temperature programmed desorption

(TPD) studies (Section 4.7) have shown that CO is bound more strongly than O2.

Systems tend to assume the lowest Gibbs energy. This is true at equilibrium; however,

the road to equilibrium is not always a direct one. As a first approximation, we neglect

entropic effects. This should be justified at the low temperatures considered and for the two

similar diatomic molecules in our system. CO should be able to displace O2 from the

surface since it is more strongly bound. Furthermore, we might expect that the least tightly

bound O2 species would be the first to be displaced, followed by the intermediate and then

the strongly bound O2. That is, o3 before o2 before o1. The data in Figure 3.23 show that

while the first expectation is met, the second is not. That is, CO can displace O2 from the

surface; however, it is the most weakly bound species, o3, which is actually the most able

to compete with CO for adsorption sites. Furthermore, we see that CO can also induce the

conversion of one type of O2 into another. The reasons for this lie in the dynamics of

competitive adsorption. CO and O2 must compete for sites on the Pd surface. In this

competition, we must consider three factors: (1) the energetics of chemisorption bond

formation; (2) what types of sites the adsorbates prefer and (3) the effect of the presence of

one adsorbate on the energetics of a second adsorbate.

To understand the displacement of O2 by CO on Pd(111), we have to consider not the

relative energetics of the O2 chemisorption states but the relative energies of the O2 states

bound on the sites onto which CO wants to adsorb. The results of Figure 3.23 suggest that

the most tightly bound O2 species must be bound to the same site onto which CO would

like to adsorb. The o1 species is unable to compete with CO not only because the CO is

more strongly bound, but also because the O2 is not sufficiently strongly bound to
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establish a sizeable barrier to its displacement. o1–O2 has two choices when CO pushes it

out of its site. It can either convert to the o2 or o3 states or it can desorb from the surface.

Quantitative analysis of the EEL spectrum reveals that both of these fates await displaced

o1-O2. The reason why CO is more strongly bound than O2 is that it more effectively

withdraws electrons from the surface. Thus with increasing CO coverage, the ability of Pd to

donate electrons to adsorbates decreases. Sinceo3-O2 requires the least amount of electron

donation and because it occupies a site different from that occupied by CO, it is able to

survive to the highest coverages of CO co-adsorption. The details of CO displacement of

chemisorbed O2 depend sensitively on the PES. Whereas CO displaces O2 from Pd(111)

with near unit efficiency, on Pt(111) the efficiency is only 0.09 per adsorbing CO.196

The question remains as to the mechanism by which one adsorbate displaces another.

Rettner197 has shown that a strongly adsorbing species can effectively transfer a portion

of its heat of adsorption to a pre-adsorbed molecule, leading to desorption. Specifically

H, N or O incident upon O2 chemisorbed on Pt(111) facilitate efficacious displacement of

the O2. A similar mechanism is also likely in the displacement of O2 by CO.

Somorjai and co-workers198 have investigated a number of instances in which an

ordered array of adsorbates is pushed aside by a co-adsorbate that is post-dosed to the

Figure 3.23 Competitive adsorption in the COþO2/Pd(111) system is investigated by
electron energy loss spectroscopy (EELS). The species associated with species o1, o2 and
o3 are illustrated in Figure 3.8. arb units, arbitrary units; Ts, surface temperature. Adapted with
K. W. Kolasinski et al. Surf. Sci., 334, 19. Copyright (1995), with permission from Elsevier.
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surface. CO is able to compress pre-adsorbed S layers on both Re(0001) and Pt(111)

surfaces, for example. The S atoms move into regions of locally higher coverage. In the

process, sites are freed up that become available for CO chemisorption. If CO desorbs

from the surface, as caused by an increase in the temperature, the S atoms move back into

the ordered structure that they originally occupied. In other cases, adsorbing CO

molecules can shepherd pre-adsorbed disordered molecules into an ordered phase.

This has been observed for ethyne, ethylidyne, propylidyne, benzene, fluorobenzene,

sodium, potassium and hydrogen on several metal surfaces. The common feature of all of

these adsorbates is that they are relative electron donors compared with the electron

accepting CO. In all of these cases, the pre-adsorbed molecule has a dipole associated

with it that is orientated opposite to that of the CO dipole. Conversely, in co-adsorbed

systems in which both adsorbates exhibit a dipole orientated in the same direction,

disordering or segregation occurs. For instance in the COþ O2/Pd(111) system no

ordered structures are formed while in the COþ S/Pt(111) segregation occurs.

In Chapter 6 we study another important example of competitive adsorption. This

occurs during the formation of self-assembled monolayers (SAM) of alkanethiols from

solution. With regard to SAM formation, the important aspect is that relatively inert

surfaces must be used. The surface interacts weakly with the solvent but since it is

present in a much greater concentration than the solute the physisorbed solvent covers the

surface initially. The alkanethiol slowly chemisorbs to the surface by displacing the

solvent molecules. When it binds to the surface, the bond is quite strong and, therefore,

the alkanethiol easily pushes aside the physisorbed species. Once bound, the alkanethiol

cannot be removed from the surface by other adsorbates that bind less strongly.

In the above examples, the adsorption energy and lateral interactions were involved in

displacement and shepherding of pre-adsorbed molecules. Another mechanism for

displacement and dissociation of pre-adsorbed molecules utilizes the kinetic energy of

an incident molecule. For moderately high incident kinetic energies, molecules that hit an

adsorbed layer can impart sufficient momentum to cause chemical transformations.199,200

Two distinct processes need to be considered. The first is collision induced desorption in

which the incident molecule transfers sufficient momentum to the adsorbed molecule

such that the adsorbate departs from the surface. Ceyer and co-workers201,202 demon-

strated that Ar incident on CH4/Ni(111) induces desorption of CH4 via a direct impulsive

collision. The second process is collision induced dissociation199,201 in which the

incident molecule fragments the adsorbate and the products remain, at least in part, on

the surface. An impulsive collision transfers kinetic energy to the adsorbate, which then

collides with the substrate. This mechanism leads to dissociation of CH4 via a pathway

that is equivalent to the dissociation high translational energy CH4 incident from the gas

phase. The kinetic energy leads to a distortion of the molecule, which allows the

molecule to overcome the dissociation barrier. For CH4/Ni(111), collision induced

desorption is always more probable than dissociation.

Advanced Topic: High-Energy Collisions

Even higher-energy collisions are also important in surface science. When considering

incident energies on the order of a keV or larger, we usually are dealing with incident
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ions. At these translational energies, the differences between the dynamics of ions and

molecules are largely inconsequential. At such high energies, the ions efficiently

penetrate the surface; therefore, we must consider collisions not only with the adsorbed

layer and the substrate surface but also with the bulk. Energy can be lost by direct

collisions between the ion and the nuclei of the target. Electronic excitations and charge

exchange occur as well. All three of these energy exchange mechanisms are dependent

on the translational energy and make different contributions as the ion slows. Electronic

losses dominate at the highest energies but cause only small changes in the scattering

angle. Elastic nuclear collisions produce large angle scattering, predominantly at low

energies. Charge exchange is by far the least important relaxation pathway.

The nuclear scattering of ions from surfaces can be modelled quite successfully by

classical hard-sphere kinematics. This allows for accurate predictions to be made about the

scattering angles and has been exploited in the form of various ion scattering spectroscopies

that can be used to probe the structure of surfaces and the selvedge.203 The depth of

penetration of ions depends on the relative masses of the projectile and the target nuclei, the

ion energy and the angle of incidence. By adjusting these parameters and the ion dose, the

depth and concentration of the implanted ions can also be controlled. Ion implantation has a

range of technical applications in materials science including the formation of buried

interfaces, semiconductor doping and the modification of surface chemical properties.204

High-energy particles cause a variety of radiation damage phenomena. When the

projectile collides with a target nucleus in a primary collision, it transfers momentum,

which leads to secondary collisions between the target and other substrate atoms. The

atoms struck in the secondary collision go on to further generations of collisions. This

process is known as a collision cascade. With the occurrence of so many collisions, it is

unlikely that all of the atoms return to their equilibrium positions. Many defects are

introduced into the lattice such as vacancies and the occupation of interstitial sites.

Some atoms do not return to the substrate and are expelled into the gas phase. The

process of removing substrate atoms by high energy collisional processes is known as

sputtering.205 The number of atoms sputtered per incident ion, i.e. the sputter yield, is a

function of the ion energy, angle of incidence, relative masses, the surface temperature

and the ion flux. Sputter yields can range from 1–50 atoms per incident ion for typical

mass combinations and collisions on the order of tens of keV. Sputtering occurs not

only because of collision cascades. The energy transfer processes that decelerate the

ion lead to a variety of thermal and electronic excitations that also contribute to the

ejection of substrate ions. Sputtering combined with post-irradiation annealing to

remove lattice defects is a commonly used method to prepare surfaces free of adsorbed

impurities.

3.14 Classification of Reaction Mechanisms

Mass transport to, from and on the surface plays an essential role in surface reactions.

When molecules are transferred between phases, it takes a finite time for them to

equilibrate. Furthermore, we know that not every collision between a molecule and

a surface leads to sticking. These characteristics affect the course of reactions at

surfaces.
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3.14.1 Langmuir-Hinshelwood Mechanism

The most common surface reaction mechanism is one in which both reactants are

adsorbed on the surface where they collide and form products. This is known as the

Langmuir-Hinshelwood (LH) mechanism.206 Adsorption, desorption and surface diffu-

sion plays essential roles in the LH mechanism. While it might be expected that the

reaction rate should depend on the surface coverage of both species, the rate law may be

complex and depend on the reaction conditions. Ultimately, the rate law can only be

properly interpreted when the complete reaction mechanism is understood. Nonetheless,

determination of the rate law is an important component in determining the reaction

mechanism.

The dynamics of a LH reaction involves a convolution of the dynamics of

adsorption, desorption and diffusion. Thus, in a sense, a convolution of all the

dynamics we have studied up to this point is involved in LH dynamics. The interplay

between reaction dynamics and the rate of catalytic reactions are discussed thoroughly

in Chapter 4.

In a multi-step reaction mechanism, generally one reaction is the slowest and, therefore,

determines the overall rate. This is known as the rate determining step (RDS) and it will be

defined more accurately in Section 6.4.3. The dynamics of the RDS is the most important

dynamics for any given LH reaction system. The RDS can be any one of a number of

different types of surface reactions, e.g. adsorption, adsorbate decomposition, diffusion of

an adsorbate to a reactive site or desorption of a product. Under normal conditions, the rate

of ammonia synthesis in the Haber-Bosch process is determined by the rate of N2

adsorption (see Chapter 6). The decomposition of Si2H6 on Si or Ge depends on the

presence of free sites. If performed at low temperature, the reaction is self-limiting.

However, at high temperatures recombinative desorption of H2 can liberate free sites. Thus,

the decomposition rate is limited by the desorption rate of H2.

The identity of the RDS generally depends on the reaction conditions: the pressure of

the reactants in the gas phase, surface temperature and coverage. Consider the reaction of

O2 and CO to form CO2 on platinum group metals.207 The catalytic formation of CO2

requires the reaction of adsorbed O atoms with adsorbed CO molecules. However, in the

section on competitive adsorption, we have seen that whereas CO can adsorb on an O2-

covered surface (and similarly for O-covered surfaces), O2 cannot adsorb on CO-covered

surfaces. Thus at high CO coverage, the rate is limited by O2 dissociation and increases in

the CO pressure are found to inhibit reaction. However, at low CO coverage, O2

dissociation can occur rapidly. The reaction rate in this case depends on the coverage

of both CO and O2 and the rate increases with increases of O2 and CO pressures. The

extreme richness of CO oxidation kinetics is due to changes in the reaction dynamics and

can lead to rate oscillations and formation of standing and travelling concentration

gradients on the surface. These phenomena are known as spatiotemporal pattern

formation and are explored further in Chapter 5.

The energy distribution of the products of a LH reaction informs us about the dissipation

of energy during catalytic reactions. The oxidation of CO52,208 and H2
209,210 on platinum

group metals to form CO2 and H2O, respectively, are both highly exothermic reactions and

energy deposition into the reaction product has been studied in both cases. As can be seen

in Figure 3.24, much of the exothermicity of the reaction is dissipated into the surface upon
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Figure 3.24 The oxidation of CO to form CO2 and H2 to form H2O on Pt(111) follow
Langmuir-Hinshelwood mechanisms. The changes in energy along the reaction pathway are as
follows. (a) Enthalpy changes associated with COþO2 reaction. The transition state { is a
stretched and bent CO2 entity. (b) A two-dimensional potential energy surface of the COþO2

reaction, portraying the energetic changes as a function of the CO2–surface distance [r
(M��CO2)] and the forming OC bond length [r(O–CO)]. (c) Enthalpy changes associated with
the H2þO2 reaction. Two intermediates (2HþO, and HþOH) are formed during the
reaction. The transition state { reached prior to the formation of H2O(a) is also bent and
stretched; however { resembles H2O(a) more closely than { resembles CO2(a). Parts (a) and
(b) Reproduced from G. Ertl, Ber. Bunsenges. Phys. Chem. 86 425. Copyright (1982) with
permission fromWiley-VCH. Values for (c) taken from M.P. D’Evelyn and R.J. Madix, Surf. Sci.
Rep. 3 (1983) 413.
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dissociative adsorption of O2. In the case of CO2, the product leaves the surface with high

levels of rotational, vibrational and translational energy, carrying away �80% of the

energy it attains when it reaches the TS. In contrast, H2O leaves the surface with an energy

that is much more characteristic of the surface temperature.

These energy distributions tell us something about the last interactions of the nascent

product with the surface. H2O essentially leaves the surface as if it were desorbed

thermally. Thus, we can surmise that the H2O formed in the reaction is able to

accommodate and chemisorb before desorbing. This is possible if the H2O formed in

the reaction has a structure close to that of adsorbed water. CO2, on the other hand,

carries off a substantial fraction of the reaction exothermicity. In the reaction, a CO

bound normal to the surface diffuses to an adsorbed O atom and forms CO2 in a bent

configuration.211 This contrasts with the normal adsorption geometry of CO2 on a Pt

surface in which CO2 is very weakly bound in a linear configuration. The bent CO2 is

unable to accommodate into the physisorbed state and instead desorbs promptly into the

gas phase without losing all of its energy to the surface. From these two case studies we

surmise that whether or not some of the reaction exothermicity is returned to the gas

phase depends on the formation and desorption dynamics of the product.

3.14.2 Eley-Rideal Mechanism

A surface reaction need not involve two surface species. If a gas phase molecule strikes

an adsorbed molecule, there is a possibility that the collision leads to reaction and that the

product escapes directly into the gas phase. This mechanism is known as the Eley-Rideal

(ER) mechanism.212 The reaction rate is expected to depend on the coverage of the

adsorbed species and the pressure of the other reactant. The products of such a reaction,

in contrast to LH products, should be highly energetic and have a memory of the initial

conditions of the gas phase reactant. This is because the incident reactant is not

accommodated with the surface and does not give up part of the exothermicity of the

reaction to the surface in the form of its heat of adsorption. Great efforts have been made

to prove that this mechanism occurs. It is rather unlikely for molecules to undergo an ER

reaction. However, radicals are much more likely to react by this mechanism. For

instance, H atoms incident on H covered Cu, Si and diamond surface have been shown to

form H2 through an ER mechanism. Rettner provided the most convincing evidence for

an Eley-Rideal reaction by investigating the reaction of H(g)þD/Cu(111) and D(g)þH/

Cu(111).213 While kinetic measurements can be ambiguous, Rettner and Auerbach214

subsequently measured the energy and angular distributions of the product HD to show

that both atoms could not be chemisorbed on the surface. Yates and co-workers215 have

also shown that removal of halogen atoms from Si(100) by incident H atoms follows ER

kinetics. Lykke and Kay216 and then Rettner and Auerbach217,218 observed a similar

reaction for HþCl/Au surfaces. H abstraction reactions play a role in the CVD

deposition of diamond219,220 and may likewise play a role in the reactions of adsorbed

hydrocarbons221–223 and in ion pickup during the collision of large molecules with a

hydrogen covered surface.224,225

Why should molecules shun ER dynamics whereas radical may exhibit such

dynamics? Reactions between molecules generally exhibit activation barriers. This is,

after all, the reason why chemists search for catalysts that can lower the barriers to
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reactions. Weinberg226 has applied transition state theory to argue quantitatively that

whenever a barrier to reaction is present, LH dynamics is preferred to ER dynamics. ER

dynamics requires the special case that a reaction is both barrierless and exothermic and

these are exactly the types of reactions that radical species are prone to partake in.

Shalashilin, Jackson and Persson227–232 have shown that even when these conditions are

fulfilled, as in the case of H incident upon H(a), the probability of ER dynamics is small.

It is much more likely that the reaction in this case proceeds via an intermediate type of

dynamics, which is explained in the next section.

3.14.3 Hot Atom Mechanism

The previous two mechanisms represent the extremes in equilibration or lack thereof of

the reactants. Harris and Kasemo233,234 considered what might happen if one of the

reactants were adsorbed while the other was not yet fully accommodated to the surface.

This is the hot precursor or hot atom (HA) mechanism. Such a mechanism would be quite

interesting dynamically and would certainly lead to complex kinetics. Hints of this type

of mechanism have been observed for O atoms incident on CO/Pt(111) to form CO2.
235

Similarly, when O2 and CO are adsorbed onto Pt(111) at 100K or below and then heated

to �150K, the O2(a) dissociates and it appears that some of the liberated O atoms are

able to react with CO before they accommodate with the surface.236 The dynamics of

such a process are not general but highly sensitive to the interaction potential as a similar

reaction is not observed on Pd(111) under the same conditions.195

The clearest indication of hot atom reactions have been found for H atoms incident

on H-covered Cu, Si, Ni, Al and Pt surfaces. The classical trajectories studies on

realistic PESs of Shalashilin, Jackson and Persson have elucidated the dynamics of the

reaction mechanisms in great detail, in particular for the system HþD/Cu(111) and its

isotopic analogues. In all of these systems, the reaction to form H2 is barrierless and

highly exothermic. These are necessary conditions for the occurrence of the ER

mechanism, nonetheless, the ER reaction is quite improbable. For a surface covered

with 0.5ML of D, the probability of a direct ER reaction with an incident H atom is

only �0.04. Much more likely is that the incident atom is deflected and scoots along the

surface. The hot H atom exchanges energy very inefficiently with the surface but

scatters inelastically with much greater efficiency with D(a), losing about 0.1 eV per

collision. A competitive process now sets in. The hot H atom can either play billiards

with the D(a), eventually losing enough energy to stick (probability �0.5 of total

incident atoms) or it can react with D(a) to form HD that desorbs from the surface

(�0.4). Occasionally (�0.02) one of the D(a) atoms that has suffered a collision with

the hot H atom goes on to react with another adsorbed D atom before it equilibrates with

the surface (displacement reaction). Incident H atoms are particularly well suited to

participate in hot atom reactions because they are highly reactive (and, therefore can

partake in barrierless exothermic reactions) and they exchange energy slowly with the

surface (which increases the lifetime of the hot precursor state). The kinetics of the

reactions induced by incident H atoms are rather complex because they involve a

convolution of scattering, sticking, ER reaction, HA reaction and displacement reac-

tion. A model which successfully treats these kinetics has been developed by Küppers

and co-workers.237,238
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3.15 Measurement of Sticking Coefficients

Three types of sticking coefficients are encountered and measured. There is the initial

sticking coefficient s0, which is the sticking coefficient at zero coverage. An integral

sticking coefficient is obtained by dividing the total coverage by the total exposure.The

differential or instantaneous sticking coefficient is the sticking coefficient at a specific

coverage and is the quantity that is properly used in rate equations.The differential

sticking coefficient (hereafter as before, the sticking coefficient) is defined by

sðsÞ ¼ ds
de

¼ Lim�!0

�s
�e

: ð3:15:1Þ

Thus, one method of determining s(s) is to take the derivative of an uptake curve (a plot of
coverage versus exposure). Some combination of TPD, XPS or vibrational spectroscopy,

perhaps supported by LEED measurements is used to measure the coverage. For extremely

low coverages, STM can be used to count adsorbates. s0 is then determined by extrapolation

to s ¼ 0. Alternatively, s0 can be calculated from �s/�e in the limit of vanishing s.
The method of King and Wells239 is a particularly useful variant of sticking coefficient

measurement for reasonably large sticking coefficients. This utilizes a molecular beam in

conjunction with the pressure changes that occur when the surface is exposed to the

beam. The method is illustrated in Figure 3.25. The vacuum chamber has a base pressure

of pb when the beam is off. When the beam enters the chamber but is blocked from

hitting the crystal by a movable shutter upon which no adsorption occurs, the pressure

rises to p0. When the shutter is removed, the pressure, p(t), changes as a function of time

as molecules adsorb onto and eventually saturate the surface. For a chamber with

constant pumping speed, the sticking coefficient is

sðtÞ ¼ p0 � pðtÞ
p0 � pb

: ð3:15:2Þ

Assuming that molecules do not diffuse out of the beam irradiated area, a subsequent

measure of the total coverage at the end of the experiment can be used to calculate the

absolute sticking coefficient. Thereby a measurement of p(t) can be transformed into a

measurement of s(y).
As we can anticipate from the discussion of adsorption dynamics above, the magnitude

of the sticking coefficient depends on the details of the PES that describes the particular

molecule/surface interaction. Its magnitude is specific to a given molecule/surface system,

i.e. s0 of CH4 not only is very different on Ni compared with Pt but also is different for Ni

(111) compared to Ni(110). In general, s0 depends on molecular parameters such as angle

of incidence, kinetic energy and the rovibrational state. It also depends on the Ts, the

orientation of the molecule upon impact and the point of impact in the surface unit cell. The

point of impact in the surface unit cell is also referred to as the surface impact parameter. If

adsorption is nonactivated, we expect s0 will be close to one and that it exhibits a weak

dependence on molecular parameters. Whether Ts is important in determining s0 will

depend on whether sticking is direct or precursor mediated.

For activated adsorption, the s0 can be very small and will depend strongly on some if

not all of these parameters. If s0 were determined by a single activation barrier, we would

expect a thermally averaged sticking coefficient, i.e. s0 measured in a system at
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equilibrium with Ts ¼ Tgas, to exhibit a simple Arrhenius behaviour. This approximation

is observed in some cases, particularly if a small range of energy or surface temperature

is considered. It is best to think of the activation energy derived from such an analysis as

an apparent activation energy – a value of Ea that describes the behaviour of the system

over a certain temperature range but not a value that can be simply related to a particular

feature on a PES. Furthermore, an experiment using a monoenergetic molecular beam for

a system exhibiting only one classical barrier would reveal the step-like threshold

behaviour shown in Figure 3.26. More likely, a range of barriers is present in the system

because different values of the activation barrier will be encountered for different

vibrational states as well as for different molecular orientations and surface impact

parameters. Rather than exhibiting threshold behaviour, the sticking coefficient as a

function of kinetic energy often displays a sigmoidal form, as shown in Figure 3.26.

Rettner et al.240 demonstrated that a sigmoidal shape is expected to describe s0 when the

system has a Gaussian distribution of barrier heights centred about a mean value E0.

Michelsen et al.145 later determined that the sticking coefficient data of numerousmolecular

beam experiments was best fit by a function containing an error function of the form

s0ðEK; #; v; J; TsÞ ¼ Aðv; JÞ
2

1þ erf
En � E0ðv; JÞ
Wðv; J; TsÞ

� �� �
; ð3:15:3Þ

Figure 3.25 The King and Wells method of sticking coefficient determination: (a) apparatus,
(b) pressure curve.
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in which s0 depends on the normal energy En through the kinetic energy EK and the angle

of incidence # as well as Ts and the rovibrational quantum numbers v and J. A(v,J) is the

saturation sticking coefficient. E0(v,J) is the point of inflection found at the centre of the

sigmoidal curve and is close to but not identically equal to the dissociation threshold

energy. The width of the barrier distribution W depends on v, J and Ts and is empirically

defined in terms of the range of barriers. As presented above, Equation (3.15.3) has been

introduced solely because it fits the form of the data but without much theoretical basis. A

theoretical justification for this form has been presented by Luntz.241 On this basis, W is

Figure 3.26 Arrhenius behaviour (solid line) compared with the sigmoidal form (dotted line,
erf¼ error function) for sticking in a model activated adsorption system with an adsorption
barrier Eads ¼ 0:57 eV. (a) The initial sticking coefficient s0 is plotted versus incident energy Einc.
(b) An Arrhenius plot of ln s0 vs 1/Einc.
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defined as the sum of two terms: one representing the distribution of barriers and a

second representing a distribution in energy transfer between the molecule and the

surface. Nonetheless, debate still exists over how to interpret the parameters in the error

function fit.

Using a molecular beam and, for instance, the method of King and Wells, the

dependence of s0 on translational, vibrational and rotational energy as well as angle of

incidence and surface temperature can be determined as long as these variables can be

varied independently. What is required for the modelling of reaction kinetics in a bulb

reactor, however, is the sticking coefficient for molecules with thermal energy and

angular distributions, rather than the monoenergetic translational energy distribution

found in a molecular beam. As mentioned in Section 3.10.3, normal energy scaling is

often observed and, for such a system, an experiment can measure the initial sticking

coefficient as a function of normal kinetic energy s0(En). The thermally averaged initial

sticking coefficient s0(T) for molecules in equilibrium with the surface, such as described

by Maxwell-Boltzmann distributions with T ¼ Ts ¼ Tgas, is given by

s0ðTÞ ¼
Z 1

0

FðEnÞs0ðEnÞdEn; ð3:15:4Þ

where F(En) is the normalized normal kinetic energy flux distribution. In a bulb reactor at

equilibrium, in which there is no net flow, this distribution is given by

FðEnÞ dEn ¼ ðkTÞ�1
expð�En=kBTÞ dEn: ð3:15:5Þ

Equation (3.15.5) represents the fraction of molecules striking the surface with normal

kinetic energy in the range of En to En þ dEn. The result of a calculation involving

Equations (3.15.4) and (3.15.5) yields an initial sticking coefficient thermally averaged to

take proper account of the translational energy and, implicitly, the angle of incidence

dependence of the sticking coefficient. An even more complete and accurate calculation

of the thermally averaged initial sticking coefficient would also average over the

distribution functions for rotational and vibrational levels as well as the surface

temperature. In particular, these averages would have to be made if excited rotational

and vibrational states are present in the reactive mixture and if the sticking coefficient is

found to vary strongly on the rovibrational state. Quite frequently excited vibrational

states play a very important role whereas the variation of sticking with rotational states is

much smoother. Therefore, Equation (3.15.4) must be extended by summing up the

contribution of each vibrational state according to

s0ðTÞ ¼
X
v

fvðTÞ
Z 1

0

FðEnÞ sv0ðEnÞ dEn: ð3:15:6Þ

In Equation (3.15.6), the fractional population in vibrational state v, fv(T), is summed over

all (populated) vibrational states and sv0ðEnÞ represents the functional dependence of the

initial sticking coefficient on En for each vibrational state v. fv(T) is a normalized

distribution.

190 Surface Science



3.16 Summary of Important Concepts

� Physisorption is a weak adsorption interaction in which polarization (dispersion)

forces such as van der Waals interactions hold the adsorbate on the surface.

� Chemisorption is a strong adsorption interaction in which orbital overlap (sharing of

electrons) leads to chemical bond formation.

� Binding sites at surfaces are separated by energy barriers. Therefore, diffusion on

surfaces in an activated process.

� The chemisorption bond is formed by hybridization of substrate electronic states with

the molecular orbitals of the adsorbate.

� As a first approximation, the interaction of frontier molecular orbitals with the substrate

should be considered to understand chemisorption bonding and adsorbate structure.

� On transition metals, chemisorption bond formation can be considered a two-step

process. In step 1, the frontier orbitals are broadened and shifted by the interaction

with the s band. In step 2, bonding and antibonding hybrids are formed by the

interaction with the d band.

� The strength of the chemisorption bond depends on the position of the hybrid orbitals

with respect to EF.

� The strength of chemisorption correlates with the energy of the d band centre. The

lower the d band relative to EF, the weaker the bond. Therefore, transition metals to the

left of a row bind simple adsorbates more strongly than those on the right.

� In general, a strengthening of adsorbate–surface bonding leads to a weakening of

intramolecular bonds in the adsorbate.

� Sufficiently strong chemisorption can lead to the scission of intramolecular bonds in

the adsorbate (dissociative chemisorption).

� Adsorption can either be a nonactivated or activated process.

� Dissociative chemisorption is most commonly associated with activated adsorption.

The height of the activation barrier depends on the molecular orientation and the

impact position within the unit cell.

� For nonactivated adsorption, the sticking coefficient tends to one for low energy

molecules but decreases for very high energy molecules.

� For activated adsorption, sticking can only occur if the incident molecule has sufficient

energy to overcome the adsorption barrier. Molecules with energy far in excess of the

barrier heightmayhavedifficulty sticking as theycannot follow theminimumenergypath.

� Adsorption occurs on a multidimensional potential energy hypersurface (PES) and the

effect on the sticking coefficient of placing energy in any particular degree of freedom

depends on the shape of the PES.

� Adsorption can either be direct or precursor mediated.

� Adsorption and desorption are connected by microscopic reversibility.

� In any system for which the sticking coefficient is a function of energy, the desorbed

molecules do not have an energy distribution corresponding to an equilibrium

distribution at the surface temperature.

� Corrugation is the variation of barrier heights across the surface.

� Whereas initial sticking coefficient values for activated adsorption may exhibit

Arrhenius behaviour over some range of temperature, a more general expectation is

that they will follow the sigmoidal form of Equation (3.15.3).
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3.17 Frontiers and Challenges

� What is the role of nonadiabatic excitations in adsorption and desorption dynamics,

reactivity and vibrational energy exchange?

� Understanding the dynamics of O2 dissociative adsorption. What is the role of spin?

� The adsorption and desorption of H2. Or as it is stated in more technologically relevant

terms: Hydrogen storage. Hydrogen storage schemes always involve adsorption and

desorption of H2 (usually dissociative) and may also involve the permeation of

adsorbed H atoms into the bulk of a material. Of particular interest is the under-

standing of H2 adsorption and desorption in systems that do not involve a (relatively

expensive) metal centre.242

� Theroleofcoverageeffects in adsorptiondynamics, for instance in the stickingofH2onSi.

� Understanding the nature of precursor states and the transition from precursor

mediated to direct adsorption. What is going on in the energy transfer dynamics

that differentiates between the two mechanisms?

� What functional form describes the initial sticking coefficient as a function of incident

energy? What is the Arrhenius equation for sticking and how is it justified theoreti-

cally?

� Can we extrapolate our detailed knowledge of the ad/desorption dynamics of

diatomics to polyatomics?
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3.19 Exercises

3.1 Given that the mean lifetime of an adsorbate is

t ¼ 1

A
expðEdes=RTsÞ; ð3:19:1Þ

where A is the pre-exponential factor for desorption and Edes is the desorption

activation energy, show that the mean random walk distance travelled by an

adsorbate is

hx2i1=2 ¼ 4D0

A
exp

Edes � Edif

RT

� �� �1=2

: ð3:19:2Þ

3.2 When pyridine adsorbs on various metal surfaces, it changes its orientation as a

function of coverage. Describe the bonding interactions that pyridine can experience

and how this effects the orientation of adsorbed pyridine.243

3.3 Cyclopentene, C5H8, is chemisorbed very weakly on Ag(111). Given that the double

bond in C5H8 leads to a dipole that is orientated as shown in Figure 3.27, suggest a

configuration for the molecule bound at low coverage on a stepped Ag surface with

(111) terraces.244

3.4 When CO binds in sites of progressively higher coordination number (on top ! two-

fold bridge ! three-fold hollow! four-fold hollow) both the p and s contributions

to bonding increase in magnitude.245

(a) Predict the trends that are expected in the CO stretching frequency and

chemisorption bond energy with change of site.

(b) When the p bonding interaction with the surface is weak which adsorption site is

preferred?

Figure 3.27 The dipole associated with cyclopentene.
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3.5 CO bound to Pt(111) submerged in 0.1M HClO4 exhibits an FTIR peak associated

with a linear bond on-top species at 2070 cm�1.246 0.6ML of Ru is deposited on the

Pt(111) electrode to form islands of Ru. When CO is adsorbed on the resulting

surface the peak at 2070 cm�1 shifts by �10 cm�1 and decreases in intensity while a

new peak appears at 1999 cm�1. The new peak is shifted by þ6 cm�1 compared with

the peak associated with CO bound in an on top site on a clean Ru electrode.

Interpret the data as to where and how the CO is bound.

3.6 The amount of energy, dE, transferred in the collision of a molecule with a chain of

atoms in the limit of a fast, impulsive collision (that is, a collision that is fast

compared with the time that it takes the struck atom to recoil and transfer energy to

the chain) is given by the Baule formula,

dE ¼ 4m

ð1þ mÞ2 ðEi þ qadsÞ; ð3:19:3Þ

where m ¼ M=m,M ¼ the mass of the molecule, m is the mass of one chain atom, Ei

is the initial kinetic energy of the molecule before it is accelerated by qads (the depth

of the attractive well, effectively the heat of adsorption). Estimate the energy transfer

for H2, CH4 and O2 incident upon copper or platinum chains. Take the incident

energy to be

(a) the mean kinetic energy at 300K;

(b) EK ¼ 1:0 eV.
Take the well depths to be 20meV, 50meV and 200meV for H2, CH4 and O2,

respectively.

3.7 When an molecule strikes a surface it loses on average an amount of energy h�Ei
given by158

h�Ei ¼ �gadspE; ð3:19:4Þ
where g is a constant characteristic of the potential energy surface (PES), adsp is a
constant that depends on the collision partners and E is the kinetic energy upon

collision. For H/Cu(111), adsp ¼ 0:0024, g ¼ 4:0 and the binding energy chemi-

sorbed H is 2.5 eV.

(a) For an H atom with an initial EK ¼ 0:1 eV 10 Å away from the surface, calculate

the energy transfer on the first bounce.

(b) Assuming the same amount of energy transfer on each subsequent collision,

how many collisions are required for the H atom to reach the bottom of the

well?

(c) Given that adsp changes from one molecule to the next, analogous to the Baule

formula we write

adsp ¼ k
4m

ð1þ mÞ2 ; ð3:19:5Þ

where m is calculated assuming one surface atom participates in the collision,

calculate adsp for CO assuming the same proportionality factor as for H. Then make

a rough estimate of the number of collisions CO with an initial kinetic energy of

0.1 eV requires to reach the bottom of a 1.2 eV chemisorption well assuming

g ¼ 4:0.
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3.8 Classically, a chemical reaction cannot occur if the collision partners do not have

sufficient energy to overcome the activation barrier. This and the thermal distribution

of energy are the basis of the Arrhenius formulation of reaction rate constants. For

an atom, the thermal energy is distributed over the translational degrees of freedom.

The velocity distribution is governed by the Maxwell distribution

f ðvÞ ¼ 4p
M

2pRT

� �3=2

v2 exp
�Mv2

2RT

� �
; ð3:19:6Þ

where M is the molar mass and v the speed. Assuming that there is no steric

requirement for sticking, i.e., that energy is the only determining factor, calculate the

sticking coefficient of an atomic gas held at

(a) 300K and

(b) 1000K

for adsorption activation barriers of Eads ¼ 0, 0.1, 0.5 and 1.0 eV.

3.9 A real molecule has quantized rotational and vibration energy levels. The Maxwell-

Boltzmann distribution law describes the occupation of these levels. The distribution

among rotational levels is given by

NvJ ¼ Nv

hc

kBT
ð2J þ 1Þ exp �Erot

kBT

� �
; ð3:19:7Þ

where NvJ is the number of molecules in the rotational state with quantum numbers

vand J and Nv is the total number of molecules in the vibrational state v. The energy

of rigid rotor levels is given by

Erot ¼ hcBvJðJ þ 1Þ; ð3:19:8Þ
where Bv is the rotational constant of the appropriate vibrational state. The

vibrational population is distributed according to

Nv ¼ N exp
�hcG0ðvÞ

kBT

� �
; ð3:19:9Þ

where N is the total number of molecules and G0(v) is the wavenumber of the

vibrational level v above the ground vibrational level. At thermal equilibrium the

mean energy is distributed according to

hEi ¼ hEtransi þ hEroti þ hEvibi; ð3:19:10Þ
where for a diatomic molecule

hEtransi ¼ 2kBT ð3:19:11Þ
hEroti ¼ kBT ð3:19:12Þ
hEvibi ¼

X
n>0

hnn
expðhnn=kBTÞ � 1

: ð3:19:13Þ

Note that this neglects the contribution of zero-point energy to the vibrational

energy.
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Consider an extremely early barrier PES in which only translation energy is

effective in overcoming the activation barrier.

(a) For the same temperatures and barrier heights as in Exercise 3.8, calculate the

sticking coefficient.

(b) For the same barrier heights, calculate the sticking coefficient for molecules

with mean total energies of 0.1, 0.5 and 1.0 eV. Use NO as the molecule and

assume that only v ¼ 1 contributes to the vibrational energy for which

G0 ¼ 1904 cm�1.

3.10 Consider an extremely late barrier in which translational energy plays no role,

vibrational energy is 100% effective at overcoming the barrier and rotational

energy is 50% efficient. Calculate the classical sticking coefficient of H2 and D2 as

a function of rovibrational state for the first three vibrational levels and an

adsorption barrier of 0.5 eV. Assume that zero point energy plays no role and

that molecules can be described as rigid rotors. The vibrational energy spacings and

rotational constants of H2 and D2 are given in Table 3.3.

3.11 Consider the adsorption of D2. Assuming that normal translational energy is 100%

effective and vibrational energy is 60% effective at overcoming the adsorption

barrier, calculate the sticking coefficient of the first three vibrational levels as a

function of normal translational energy. Neglect the effects of rotation.

3.12 The degeneracy of rotational states arises from the quantization of space. That is,

both the magnitude and direction (projection) of rotational angular momentum is

quantized. This is reflected in the two quantum numbers J and mJ . Taking the

surface normal as the quantization axis, mJ ¼ 0 corresponds to out-of-plane

rotation and mJ ¼ J corresponds to in-plane rotation. Consider the case of a strong

steric factor that influences the nonactivated adsorption of a diatomic molecule

such that only in-plane rotating molecules stick, whereas all others scatter back into

the gas phase. (a) Assuming that there is no steering of the molecule along its

approach to the surface, calculate the sticking coefficient as a function of rotational

level. (b) Now assume that steering occurs and that the probability of being steered

into the proper orientation is a function of mJ such that it decreases from 1 for

mJ ¼ 0 in a Gaussian fashion. The width of the Gaussian is given by s ¼ J=2.
Calculate s0 as a function of J.

3.13 The flux of molecules striking a surface follows a cosine distribution, cos# where #
is the angle from surface normal. If the perpendicular component of translational

energy is effective at overcoming the adsorption barrier and the parallel component

is not, the angular distribution of the flux that sticks is tightly constrained about the

surface normal. The desorbing flux is similarly peaked about the surface normal. It

is often observed that the desorbing flux can be described by a cosn # distribution in

Table 3.3 Rotational and vibrational constants for H2 and D2.

H2 D2

v Bv=cm
�1 G0ðvÞ=cm�1 Bv=cm

�1 G0ðvÞ=cm�1

0 59.3 0.0 29.9 0.0
1 56.4 4161.1 28.8 2994.0
2 53.5 8087.1 28.0 5868.8
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which n > 1, the greater the value of n, the more peaked the distribution. The

angular distribution of D2 desorbing from Cu(100) has been measured by Comsa

and David.247 They measured the relationship given in Table 3.4 between the

normalized desorption intensity, N(#) / N(0
), and the desorption angle measured

from the surface normal, #. Determine n.

3.14 The sticking of molecular hydrogen on Si is highly activated in the surface

coordinates. Bratu and Höfer165 have determined the sticking coefficient of H2

on Si(111)–(7�7) as a function of surface temperature and have recorded the data

given in Table 3.5. Using an Arrhenius formulation (Equation 3.19.14), determine

the pre-exponential factor and the activation barrier height.

3.15 If a chemical reaction proceeds with a single activation barrier, the rate constant

should follow the Arrhenius expression. Accordingly for the sticking coefficient, s0,

we write

s0 ¼ As expð�Ea=RTÞ; ð3:19:14Þ
where A is a constant, Ea is the adsorption activation energy, R is the gas constant

and T is the temperature. However, if a distribution of barriers rather than a single

barrier participates in the reaction, a sigmoidal form is followed. In the case of H2

sticking on Cu(100), the sticking coefficient as a function of kinetic energy is found

to follow

s0ðEnÞ ¼ As

2
1þ erf

En � E0

W

� �� �
; ð3:19:15Þ

where E0 is the mean position of a distribution of barriers that has a width W. Given

the data in Table 3.6 of s0 for H2(v ¼ 0)versus En, determine E0 and W. Make plots

of s0 vs En with different values of E0 and W to observed the effects these have on

the shape of the sticking curve.

3.16 Classically we assign 1=2kBT of energy to each active degree of freedom and,

therefore, we assign a value of 3=2kBT to the kinetic energy. This is true for a

volume sample of a gas. For a flux of gas, such as that desorbing from a surface, the

answer is different. Use the Maxwell velocity distribution to show that the

equilibrium mean kinetic energy of a flux of gas emanating from (or passing

through) a surface is

hEtransi ¼ 2kBTs: ð3:19:16Þ
The mean kinetic energy is defined by the moments of the velocity distribution

according to

hEtransi ¼ 1

2

mM3

M1

; ð3:19:17Þ

Table 3.4 The angular distribution of D2 thermally desorbed from Cu(100).

# 0
 5
 10
 15
 20
 25
 30
 35
 45


Nð#Þ
Nð0
Þ 1.00 0.99 0.98 0.77 0.63 0.48 0.38 0.21 0.06
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where the moments are calculated according to

Mi ¼
Z1
0

vif ðvÞdv: ð3:19:18Þ

3.17 For desorption from a rigid surface and in the absence of electron-hole pair

formation or other electronic excitation, a desorbing molecule will not lose energy

to the surface after it passes through the transition state. In the absence of a barrier

the mean energy of the desorbed molecules is roughly equal to the mean thermal

expectation value at the surface temperature, hkBTsi. The excess energy above this

value, as shown in Figure 3.28, is equal to the height of the adsorption activation

energy. Therefore a measurement of the mean total energy of the desorbed

molecules, hEi, can be used to estimate the height of the adsorption barrier.162

The mean total energy is given by

hEi ¼ hEtransi þ hEroti þ hEvibi: ð3:19:19Þ
(a) Given the data for D2/Cu(111) given in Table 3.7,159 show that the above

approximations hold and, therefore, to a first approximation we need not

consider surface atom motions in the ad/desorption dynamics.

(b) Given the data for D2/Si(100)–(2�1) given in Table 3.7162 show that the above

approximations do not hold and, therefore, that the single static potential picture

cannot be used to interpret the ad/desorption dynamics.

In both cases assume that the vibrational distribution is thermal and is describe by a

temperature Tvib.

Table 3.5 Values for the initial sticking coefficient of H2 on Si(111)–(7�7) as a function of
surface temperature.

Ts / K 587 613 637 667 719 766 826 891 946 1000 1058

s0 2:8� 10�9 6:5� 10�9 1:3� 10�8 2:0� 10�8 5:3� 10�8 1:7� 10�7 5:4� 10�7 1:3� 10�6 2:3� 10�6 2:7� 10�6 5:0� 10�6

Table 3.6 Initial sticking coefficient, s0, with normal kinetic energy, En.

E? / eV 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
s0 4� 10�6 1� 10�4 0.0021 0.0167 0.0670 0.151 0.219 0.245 0.250 0.250

[Source: Michelsen et al.145]

Table 3.7 Data for D2/Cu(111) and D2/Si(100)–(2�1).

Ts (K) hEroti (K) Tvib (K) hEtransi (K) Eads (eV)

D2/Cu(111): 925 1020 1820 3360 0.5
D2/Si(100): 780 330 1700 960 0.8

[Sources: Cu: Rettner, Michelsen and Auerbach159 and Si: Kolasinski, Nessler, de Meijere and Hasselbrink.162]
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3.18 A Pt(997) is a stepped surface that contains eight times more terrace atoms than

step atoms. When CO is exposed to a Pt(997) surface held at Ts ¼ 11K, the ratio

of CO molecules adsorbed at the atop terrace sites to those adsorbed in atop step

sites is 3.6:1.248 Discuss what the expected coverage ratio is in terms of simple

Langmuirian adsorption. Propose an explanation for why the Langmuirian result

is not obtained.

3.19 CO was exposed to Pt(111) at Ts ¼ 80K. Thermal desorption detected by a mass

spectrometer (temperature programmed desorption or TPD, see Chapter 4) was

then used to quantify how much CO stuck to the surface after each defined

exposure. The data obtained is given in Table 3.8. Interpret the data in terms of the

adsorption dynamics of CO on Pt(111). Note that the saturation coverage of CO is

0.50 ML measured with respect to the Pt(111) surface atom density. To interpret

Figure 3.28 Energy as a function of molecular distance from the surface, z. Eads, adsorption
activation energy; Ts, surface temperature; kB, Boltzmann constant.

Table 3.8 TPD peak areas as a function of CO exposure on to Pt(111) at 80K.

Exposure/ 0.0285 0.0504 0.1056 0.156 0.2008 0.2529 0.2931 0.3575 0.4097 0.4571
torr s

Integrated 1.46 2.62 5.70 8.48 11.3 13.8 16.8 15.9 16.1 16.6
TPD peak
area
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your data first make a plot of TPD peak area vs exposure and then convert this into

a plot of CO coverage vs. exposure, from which you can infer the CO sticking

coefficient and its dependence on coverage.

3.20 The rotational populations given in Table 3.9 were found for H2 and D2 thermally

desorbed from Si(100).193 Are these distributions better described by a temperature

or a mean kinetic energy? Report the values for the quantity that best describes the

system.

3.21 Explain why multilayer absorption can occur for physisorption but not for

chemisorption.

3.22 A metal single crystal sample is dosed with a Knudsen source, that is, a nozzle that

produces an equilibrium flux rather than a supersonic jet. The gas expands out of

the nozzle with a cosine angular distribution and then intercepts the crystal. The

flux intercepted by the crystal FN depends on the temperature in the nozzle TN, the

distance of the crystal away from the nozzle d, the axial distance from the centre of

the crystal x, the area of the hole in the nozzle AN, and the pressure in the gas

manifold behind the nozzle pm according to

FN ¼ pmANffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBTN

p cos4ðtan�1ðx=dÞÞ
pd2

: ð3:19:20Þ

The effective sticking coefficient is defined according to

ytotal ¼ seff
FNt

s0

� �
; ð3:19:21Þ

where ytotal is the total coverage accumulated after a time t on the crystal, which has

s0 surface atoms per unit area. The total coverage, however, is made up of

contributions from adsorption directly from the nozzle as well as adsorption

from background gas. Assuming that the background is made up from molecules

that originate from the nozzle and miss the crystal (or do not stick on the first

bounce, then the background pressure is proportional to the nozzle pressure, that is

pbkg ¼ c0 pm, show that the true sticking coefficient of molecule emanating directly

from the nozzle is given by

sN ¼ seff � sbkg
c0

ffiffiffiffiffiffi
TN

p
pd2

AN

ffiffiffiffi
T

p
cos4ðtan�1ðx=dÞÞ

 !
: ð3:19:22Þ

Table 3.9 Relative rotational populations of ground vibrational state H2 and D2 thermally
desorbed from Si(100).

J 0 1 2 3 4 5 6

H2(v ¼ 0) 0.012835 0.054297 0.009119 0.039324 0.001954 0.002146
D2(v ¼ 0) 0.122104 0.009963 0.019804 0.007056 0.007400 0.001528 0.001632
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26. I. Vasiliev, S. Ögüt, J. R. Chelikowsky, Phys. Rev. Lett., 82 (1999) 1919.

27. D. J. Doren, Kinetics and Dynamics of Hydrogen Adsorption and Desorption on Silicon Surfaces, in Adv.

Chem. Phys., Vol. 95 (Eds I. Prigogine, S. A. Rice), John Wiley & Sons, Ltd, New York (1996), p. 1.

28. H. Haberland (Ed.), Clusters of Atoms and Molecules, Vol. 52, Springer-Verlag, Berlin (1993).

29. H. Haberland (Ed.), Clusters of Atoms and Molecules II, Vol. 56, Springer-Verlag, Berlin (1994).

30. J. C. Campuzano, The Adsorption of Carbon Monoxide by the Transition Metals, in The Chemical Physics

of Solid Surfaces and Heterogeneous Catalysis: Chemisorption Systems, Vol. 3A (Eds D. A. King, D. P.

Woodruff), Elsevier, Amsterdam (1990), p. 389.

31. G. Blyholder, J. Phys. Chem., 68 (1964) 2772.

32. M. D. Alvey, M. J. Dresser, J. T. Yates, Jr., Surf. Sci., 165 (1986) 447.

33. M. R. Albert, J. T. Yates, Jr., The Surface Scientist’s Guide to Organometallic Chemistry, American

Chemical Society, Washington, DC (1987).
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4

Thermodynamics and Kinetics of
Adsorption and Desorption

In this chapter we begin with a discussion of the thermodynamics of surface processes

and move on to kinetics. Here we treat adsorption and desorption and the influence of

lateral interactions. By concentrating on a statistical mechanical approach to kinetics, we

see the importance of dynamics in surface processes. Further investigation of the

thermodynamics of surfaces is presented in Chapters 5 and 7. We also broaden the

discussions presented in Chapter 3 by treating explicitly surface reactions at finite

coverages. This is, of course, a necessary extension in order to handle the kinetics of

surface chemical reactions, which will be discussed in Chapters 6 and 7.

4.1 Thermodynamics of Ad/desorption

4.1.1 Binding Energies and Activation Barriers

The energetics of the potential energy hypersurface is important for dynamics, thermo-

dynamics and kinetics. We can use Lennard-Jones diagrams to define the relationships

between a number of quantities. The simplest case is that of an atom approaching a

surface along the z coordinate, though again, we can generalize this by considering z to

represent the reaction coordinate. Figure 4.1(a) depicts the cases of nonactivated

adsorption and activated adsorption is shown in Figure 4.1(b). As drawn, both potentials
include a physisorption well. Note that the physisorption well is located further from the
surface than the chemisorption well. This is consistent with the usual trend in chemistry
that shorter bonds correspond to stronger bonds. At low temperatures, a species can be
trapped in a physisorbed stated even though a more strongly bound chemisorption state

Surface Science: Foundations of Catalysis and Nanoscience – Second Edition Kurt Kolasinski
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exists. Once an adsorbate settles into a physisorption well, it must overcome a small
barrier to pass into the chemisorbed state.

At absolute zero for a classical system, there is no ambiguity in defining the heat

released by adsorption, qads, the desorption activation energy, Edes, the adsorption

Figure 4.1 One-dimensional potential energy curves for molecular adsorption: (a) nonacti-
vated adsorption. (b) activated adsorption. Eads, Edes, adsorption activation energy and
desorption activation energy, respectively; qads, heat released by adsorption; zeq, adsor-
bate–surface bond length.
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activation energy, Eads, and the adsorption bond binding energy (bond strength), e(M–A).

In the case of nondissociative, nonactivated adsorption, Eads¼ 0 and these relations are

almost trivial

eðM� AÞ ¼ Edes; ðnonactivatedÞ ð4:1:1Þ
and eðM � AÞ ¼ qads: ð4:1:2Þ

For a quantum mechanical system, the energy differences must be calculated from the

appropriate zero-point energy levels, (see Figure 4.5. e(M–A)) is temperature indepen-

dent, whereas, as we shall in the next section, qads depends on temperature. For the

moment these caveats need not concern us.

For activated adsorption, Eads > 0 and the following relationships hold. qads is the

difference between the bottom of the chemisorption well and the zero of energy, taken as

the energy of the system when the adsorbate is infinitely far from the surface. Edes is the

difference between the bottom of the chemisorption well and the top of the adsorption

barrier. Eads is the height of the activation barrier when approaching the surface from

z¼1. The defining relationships are now written,

Edes ¼ Eads þ eðM� AÞ ð4:1:3Þ
and eðM� AÞ ¼ qads ¼ Edes � Eads: ðactivatedÞ ð4:1:4Þ

In dissociative adsorption, the intramolecular adsorbate bond with dissociation energy

e(A–A) is also broken. Figure 4.2 depicts activated dissociative adsorption of a diatomic

molecule A2. The dissociation energy of the atomic fragments and heat of adsorption are

then given by

eðM � AÞ ¼ ½Edes � Eads þ eðA� AÞ� ðdissociativeÞ ð4:1:5Þ
and qads ¼ 2eðM � AÞ � eðA� AÞ: ð4:1:6Þ

4.1.2 Thermodynamic Quantities

Here we give a brief account of surface thermodynamics. More extensive discussions

follow particularly in Chapter 5 and can also be found elsewhere.1–4 The most

fundamental quantity in thermodynamics is the Gibbs energy, G. Any system

will relax to the state of lowest Gibbs energy as long as no dynamical or kinetic

constraints exist that block it from reaching global equilibrium. Therefore, a sponta-

neous change is always accompanied by a decrease in Gibbs energy, i.e. �G < 0 for all

spontaneous processes. The relationship between the change in Gibbs energy, entropy

and enthalpy is

�G ¼ �H � T�S: ð4:1:7Þ

Adsorption confines a gas to a surface, which results in an unfavourable entropy change,

�adsS < 0, unless by some unusual process the substrate experiences an extraordinarily

large positive entropy change that can compensate for this. Therefore, �adsH must be

negative (exothermic) for spontaneous adsorption.

Thermodynamics and Kinetics of Adsorption and Desorption 209



4.1.3 Some Definitions

As always in thermodynamics, it is essential to make clear and consistent definitions of

the symbols used in the mathematical treatment. Table 4.1 defines several of the symbols

used here.

Two different definitions of s0 appear in the literature. The reader must always be

attentive as to whether coverage is defined with respect to the number of sites or the

number of surface atoms. These two definitions are equivalent in some instances.

However, there are instances in which the saturation coverage is, say, one adsorbate for

every two surface atoms. A saturated layer of adsorbates then has a coverage of 0.5

ML when defined with respect to the number of surface atoms but 1.0 ML when

defined with respect to sites. The former definition is more absolute but the latter

definition can lead to useful simplifications in kinetics calculations. The latter

definition also has the operational simplification of not requiring any knowledge

about the surface structure: a monolayer is simply defined as the number of molecules

in the saturated layer. Two definitions of s0 lead to two definitions of fractional

coverage: y is defined in respect to the number of surface atoms and d is used when

fractional coverage is defined with respect to the number of sites. Unfortunately, in the

literature y is used almost exclusively regardless of whether it has been defined with

respect to the number of surface atoms or the number of sites and this will also be

found in this text.

Figure 4.2 Activated dissociative adsorption. Eads, Edes, adsorption activation energy and
desorption activation energy, respectively; qads, heat released by adsorption; zeq, adsorbate–
surface bond length.
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A clean surface is also something of a matter of definition. The normal sensitivity of

many surface analytical techniques, apart from STM and a few others, is roughly 0.01

ML. Thus, we often consider a clean surface to be one that has �0.01 ML of impurities.

Detection limits are a source of major experimental difficulty in surface science and these

difficulties must be kept in mind when results are analysed.

4.1.4 The Heat of Adsorption

Returning now to thermodynamics, we have two goals. First, we seek to define qads more

precisely and understand its behaviour. Second, we would like to be able to relate the heat

release measured in calorimetry5 to thermodynamic parameters. The enthalpy is defined by

H ¼ U þ pV ð4:1:8Þ
where U is the internal energy, p the pressure and V the volume. For an ideal gas in molar

units

Hg ¼ Ug þ pgVg ¼ Ug þ RT : ð4:1:9Þ
For the adsorbed gas, the pV term is negligible, thus

Ha ¼ Ua: ð4:1:10Þ
The enthalpy change in going from the gas to the adsorbed phase is, therefore,

�adsH ¼ Ha � Hg ¼ Ua � Ug � RT: ð4:1:11Þ

Table 4.1 Definition of symbols.

Nads Number of adsorbates (molecules or atoms, as appropriate)

N0 Number of surface sites or atoms (as defined by context)
Nexp Number of atoms/molecules exposed to (incident upon) the surface
As Surface area (m2 or, more commonly, cm2)
s Areal density of adsorbates (adsorbates cm�2), s¼Nads/As

s0 Areal density of sites or surface atoms (cm�2)
s* Areal density of empty sites (cm�2)
ssat Areal density that completes a monolayer (cm�2)
y Coverage, fractional number of adsorbates (monolayers, ML), also sometimes

called fractional coverage, y � s/s0
ysat Saturation coverage, ysat � ssat/s0, where s0 is the number of surface atoms
d Relative coverage defined with respect to saturation, d � s/ssat � y/ysat
e Exposure, amount of gas incident on the surface, units of cm�2 or Langmuir
e(M–A) Binding energy of the M–A bond
qads Heat released when a single particle adsorbs (positive for exothermic)
L Langmuir, unit of exposure, 1 L ¼ 1� 10�6 torr� 1 s
s Sticking coefficient, s¼ s/e

Integral sticking coefficient: total coverage divided by exposure, meaningful
only if s is constant or as y ! 0 ML
Instantaneous or differential sticking coefficient at coverage y
s(y) = dNads/dNexp¼ ds/de, evaluated at a specific value of y

s0 Initial sticking coefficient, sticking coefficient at y ! 0 ML
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In Figure 4.1 and 4.2, we have chosen the origin of energy such that the internal energy

of the system is zero at infinite separation and 0 K. The internal energy depends on the

sum of translational, rotational and vibrational energies of the gas (or adsorbate) – a

quantity with obvious temperature dependence. We now make the following two

identifications

� qads ¼ Ua � Ug ð4:1:12Þ
and qc ¼ RT : ð4:1:13Þ

From Equation (4.1.12) we can appreciate that while qads is related to e(M–A), the

equality of the two is valid only at 0 K. qc is the heat of compression arising from the

transformation of a gas of finite volume into an adsorbed layer of essentially zero volume.

By convention, the heat of adsorption (a positive quantity for exothermic adsorption) is

often quoted in surface science rather than the adsorption enthalpy (a negative quantity

for exothermic adsorption).

In general, the heat of adsorption is a coverage dependent quantity, hence

��adsHðyÞ ¼ qadsðyÞ þ qcðyÞ ¼ qstðyÞ; ð4:1:14Þ
where qst(y) is the isosteric heat of adsorption, �adsH(y) is the differential adsorption

enthalpy and qads(y) is the differential heat of adsorption. At room temperature qc is only

2.5 kJ mol�1, hence in practice, it is usually negligible.

The isosteric heat of adsorption is defined through the Clausius-Clapeyron equation,

qstðyÞ ¼ RT2 @ ln p

@T

� �
y
¼ �R

@ ln p

@ð1=TÞ
� �

y
ð4:1:15Þ

where p is the equilibrium pressure that maintains a coverage y at temperature T. It can be

shown5 that the heat measured in a single crystal adsorption calorimetry experiment is the

isosteric heat of adsorption.

One final quantity of interest is the integral adsorption enthalpy. This represents the

total enthalpy change (generally in molar units) recorded when the coverage changes

from zero to some final value yf. The integral adsorption enthalpy is related to the heat of

adsorption by

�adsHint ¼
R yf
0
�qadsðyÞdyR yf

0
dy

: ð4:1:16Þ

Figure 4.3 displays several possible scenarios for the dependence of qads on y. If the
surface had only one type of site and all of these sites adsorbed particles independently,

then qads would be a constant as shown in Figure 4.3, curve (1) and �adsHint¼ –qads
(in molar units). For a surface that had two independent adsorption sites with different

characteristic adsorption energies that fill sequentially, a step-like behaviour such as that

found in Figure 4.3, curve (3) would be observed. Chemisorption involves charge transfer

and the capacity of a surface to accept or donate charge is limited. Consequently, as more

and more particles adsorb, the ability of the surface to bind additional adsorbates will

likely drop. Thus, qads drops with increasing y. This type of behaviour is mimicked in

Figure 4.3, curve (2). In addition, as the coverage increases the distance between

212 Surface Science



adsorbates decreases. Lateral interactions will become increasingly likely and these can

influence qads, leading to changes as a function of y, cf. Section 4.3.

4.2 Adsorption Isotherms from Thermodynamics

Consider adsorption onto a solid substrate in which adsorption occurs from an ideal

monatomic gas in equilibrium with the solid. There are s0 equivalent sites on the surface

and not more than one adsorbate can bind on each. The adsorbates are non-interacting,

thus the binding energy, e, is independent of coverage.
The probability of having Nads adsorbed atoms is given by the ratio

PðNadsÞ ¼
Qads exp

Nadsmads
kBT

� �
�

; ð4:2:1Þ

where qads is the canonical partition function, � the grand canonical partition function

and mads the chemical potential of the adsorbed atoms (see Exercise 1). This can be used

to calculate the equilibrium fractional coverage of adsorbates with respect to the number

of sites

y ¼
exp

madsþe
kBT

� �
1þ exp

madsþe
kBT

� � : ð4:2:2Þ

At equilibrium, the chemical potential of all phases present must be equal. Therefore, we

can calculate mads by equating it to the chemical potential of monatomic ideal gas, which

can be readily found.2 Thus,

mads ¼ kBT ln
p

kBT

h2

2pmkBT

� �3=2
" #

; ð4:2:3Þ

Figure 4.3 Three different behaviours of the heat of adsorption, qads, as a function of
coverage, y. Case (1): the surface is composed of one and only one type of noninteracting
site. Case (2): qads decreases linearly with y. Case 3: the surface is composed of two types of
sites with different binding energies that fill sequentially. As shown in Section 4.3, case 3 can
also arise from strong lateral interactions.
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where p is the equilibrium pressure of the gas, m the mass of the atom and h the Planck

constant. Substitution into Equation (4.2.2) leads to

y ¼ p

pþ p0ðTÞ ð4:2:4Þ

where

p0ðTÞ ¼ 2pmkBT
h2

� �3=2

kBT exp
�e
kBT

� �
ð4:2:5Þ

is the pressure required to obtain an equilibrium coverage of y¼ 0.5 at temperature T.

Equation (4.2.5) describes the equilibrium coverage found on a surface as a function of

the adsorbate binding energy, pressure and temperature. This equation is known as the

Langmuir isotherm. In Section 4.6 the Langmuir isotherm is derived from kinetics. The

thermodynamic interpretation of this isotherm is that the equilibrium coverage is

determined by the chemical potential difference introduced by the adsorption energy

between the adsorbed phase and the gas phase. The shape of the isotherm is given in

Figure 4.4. This general isotherm holds in many real chemisorption systems, at least at

low coverage. Note that no a priori knowledge of the ad/desorption dynamics is required,

nor are any details of the adsorption kinetics apart from the assumption of independent

sites that adsorb no more than one adsorbate. Accordingly, no dynamical information can

be obtained from isotherms. Dynamics, reflected in the kinetics of reaction, affects the

time required to attain equilibrium but it does not actually determine the shape of the

isotherm.

There are numerous isotherms bearing names of many catalytic chemists.6 An

exposition of all of these is of little more than academic interest. The occurrence of

other isotherms arises because of the breakdown in the assumptions of the Langmuir

model, particularly when we consider physisorbed layers. The two most suspicious

assumptions are that adsorption stops when N0 sites on the surface are filled, that is

ysat¼ 1ML, and that the adsorbates are noninteracting.

Relaxation of the assumption of saturation at 1 ML leads to the Brunauer-Emmett-

Teller (BET) isotherm.7 This isotherm is used in countless thousands of measurements

every year to determine the surface area of powders and porous solids, such as high

surface area supported catalysts.8, 9 The BET isotherm is obtained as above but with the

addition that occupied sites can be filled with a second layer of binding energy of e0. This
leads to the isotherm equation2

y ¼ pp0ðTÞ
p0ðTÞ þ p� p exp e0�e

kBT

� �h i
p0ðTÞ � p exp e0�e

kBT

� �h i : ð4:2:6Þ

A more useful representation of the BET isotherm for practical determination of

surface area is

p

naðp� � pÞ ¼
1

namC
þ C � 1

namC

p

p�
; ð4:2:7Þ
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where na is the amount absorbed at the relative pressure p/p�, p� is the saturation vapour

pressure at the temperature at which the experiment is performed (that is, the pressure at

which the adsorbate would simply condense), nam is the monolayer capacity and C is a

constant determined by the shape of the isotherm. The amount absorbed is often reported

in units of moles adsorbed per unit mass of the porous material since at this point the

surface area of the material is not known. A plot of p=½naðp� � pÞ� vs: p=p� is generally

linear over the range 0 � p=p� � 0:3. The slope ðC � 1Þ=namC and intercept 1=ðnamCÞ can
then be used to determine C and nam. The BET surface area can then be determined from

AsðBETÞ ¼ namNAam ð4:2:8Þ

by using a molecule with a known cross-sectional area am. The adsorption of N2 at 77 K,

for which am¼ 0.162 nm, is recommended for probing mesoporous samples. Kr adsorp-

tion is recommended for samples with low specific surface areas of < 2m2 g�1. Hg

porosimetry is recommended for macroporous materials.

Figure 4.4 Langmuir isotherms exhibit a dependence on the temperature and binding energy.
(a) Constant heat of adsorption for various temperatures T. (b) Constant temperature for
various adsorption energies e.
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4.3 Lateral Interactions

Relaxation of the noninteracting adsorbate assumption leads to isotherms that are much

more complex. The interactions are built into the isotherm equation with modified

partition functions. Two of the most widely used approximations to treat effects of

lateral interactions are the Bragg-Williams approximation and the quasi-chemical

approximation. An in-depth discussion of these approximations can be found in

Desjonquères and Spanjaard.2 The inclusion of lateral interactions is necessitated by

the observation not only of deviations from the Langmuir isotherm, but also of a range of

2D phase transitions.10

Adsorbates interaction occur in four classes:11, 12

� Direct interactions due to wavefunction overlap. The formation of chemical bonds

between adsorbates is an extreme case of attractive interaction. Brown and King, for

example, have observed the formation of NO dimers on metal surfaces.13 Usually,

however, such interactions are repulsive due to Pauli repulsion.

� Indirect (substrate mediated) interactions. The binding of an adsorbate often shifts the

d states of neighbouring transition metal atoms downwards. This causes a weaker

metal atom–adsorbate interaction for subsequent adsorbates.

� Elastic interactions. A local distortion of the lattice in the vicinity of an adsorbate

leads to a repulsive interaction with neighbouring adsorbates.

� Nonlocal electrostatic effects. Dipole–dipole (or higher multipole–multipole) and van

der Waals forces can exist between adsorbates. Dipole interactions can be either

repulsive or attractive depending on the relative orientation of the interacting dipoles.

Indirect interactions can arise either from electronic or structural changes induced by

the presence of an adsorbate. Chemisorption is associated with charge transfer between

the adsorbate and the surface. This means that the binding of an adsorbate to one site

can lead to changes in the binding affinity of neighbouring sites. The changes can lead

to either repulsive or attractive interactions; indeed, the sign of the interaction may

change with distance from the adsorbate. For example, the surface phase diagram of H/

Pd(100) is best fit by assuming a nearest-neighbour repulsion of �1:6 kJmol�1, a next-

nearest neighbour attraction of þ1.2 kJmol�1 and a nonpairwise ‘trio’ interaction of

þ0.81 kJmol�1.14 The formation of a chemisorption bond is also accompanied by

changes in the substrate atom positions. This may amount to a simple relaxation or a

well-developed reconstruction of the substrate. In Chapter 7 we explore some of the

consequences of the strain fields that arise during chemisorption while adsorbate

induced reconstructions are explored in the Section 1.2.2. A restructuring of the surface

is often a local event, which affects only those adsorbates that attempt to bind in the

restructured region.
All mechanisms of lateral interactions display some type of distance dependence. In

general, the importance of lateral interactions grows with decreasing distance between

adsorbates. Hence, lateral interactions are important at high coverage. Nevertheless, even at

low coverages, lateral interactions cannot always be neglected. In many adsorption

systems, the formation of islands is observed even at low temperatures. The formation

of islands is influenced by both lateral interactions and dynamics. Once an island is formed,

the local coverage within the island is high compared with the globally averaged coverage.
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This circumstance can lead to invalidation of the assumption of noninteracting, isolated

particles even for very low global coverages.

A straightforward model to treat the effects of lateral interactions can be formulated

with the following assumption:15–17

� Adsorption occurs on a fixed number of equivalent sites.

� Interactions are limited to a nearest-neighbour interaction of energy o, which is

independent of coverage.

� Desorption is an equilibrium process.

� Adsorption is confined to just one layer on top of the surface.

With this set of approximations, the heat of adsorption is found to be

qadsðyÞ ¼ q0 þ 1
2
zo 1� 1� 2y

½1� 4yð1� yÞð1� expðo=kBTÞÞ�1=2
" #

ð4:3:1Þ

where q0 is the heat of adsorption at zero coverage and z is the maximum possible

number of nearest neighbours. In this convention, repulsive interactions correspond to

negative values of o. Equation (4.3.1) has two interesting limits. For o=T ! 0, that is,

for temperatures sufficiently large to insure a completely disordered layer, Equation

(4.3.1) reduces to

qadsðyÞ ¼ q0 þ zoy: ð4:3:2Þ
In the limit of o=T ! �1, the heat of absorption resembles a step function switching

between the values q0 and q0 þ zo at y¼ 0.5ML. These two extremes correspond to the

behaviour depicted in Figure 4.3 curves (2) and (3), respectively. Such step function

behaviour approximates what is observed for CO/Ru(001).18 Therefore, the behaviour of

curve three is ambiguous as it can either be caused by sequential filling of two sites or

strong repulsive interactions.

4.4 Rate of Desorption

The kinetics of surface reactions has many similarities with kinetics in other areas of

chemistry.19, 20 However, several differences also exist, the most essential of which is that

reactions can only occur on a limited number of sites. The possibility of sites with

different reactivities is another complicating factor. We begin by treating the simplest of

surface reactions–adsorption and desorption–and move on from there to consider

chemical reactivity at surfaces.

The rate of a chemical process is described by the Polanyi-Wigner equation. In this

case we are interested in the rate of desorption, rdes, which is the rate of change in the

coverage as a function of time. In its most general form, the Polanyi-Wigner equation is

written

rdes ¼ � @y
@t

¼ nny
n expð�Edes=RTsÞ ð4:4:1Þ

where nn is the pre-exponential factor of the chemical process of order n, Edes is the

desorption activation energy and Ts is the surface temperature. As written in Equation
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(4.4.1), the rate is in terms of monolayers per second. It could equally well be formulated

in terms of molecules per unit area per second by substituting the absolute coverage

s¼ s0y, where y is referred to the number of surface atoms.

4.4.1 First-order Desorption

Consider a first-order process, i.e. atomic or nonassociative molecular desorption. The

absolute rate can be written in terms of the concentration term and the rate constant, kdes,

rdes ¼ s0ykdes ð4:4:2Þ
for which the rate constant can be written in an Arrhenius form

kdes ¼ A expð�Edes=RTsÞ: ð4:4:3Þ
Conventionally, the pre-exponential factor of a first-order process is denoted A.

Adsorption and desorption are often reversible processes. For a simple first-order

process, we can express the lifetime of the adsorbate on the surface, t, through the

Frenkel Equation,

t ¼ 1

kdes
¼ 1

A
expðEdes=RTsÞ ¼ t0 expðEdes=RTsÞ: ð4:4:4Þ

Equation (4.4.4) is an important result to keep in mind. It states that the adsorbate

lifetime on the surface is finite and that it depends on the temperature and the desorption

activation energy. As the temperature increases, the lifetime drops exponentially but even

at high temperatures there is a finite lifetime. Obviously in catalytic chemistry, it is

important for the surface lifetime of reactants to be long compared with the time it takes

for adsorbates to diffuse across the surface and react.

Equation (4.4.1) can easily be extended to higher order processes. It would appear that

the kinetics of desorption are completely equivalent to the kinetics of chemical reactions

in other phases. There are, however, important complications that arise for desorption.

Even for noninteracting adsorbates, we have seen that more than one binding state can

be populated at the surface. Each one of these binding states has associated with it

unique values of A and Edes. In this way the desorption rate depends not only on the

identity of the adsorbate, but also the binding state that it occupies. Surface diffusion

between sites of different binding energy can lead to further complications, as is the case

for NO/Pt(111) for which binding at the steps is significantly stronger than on the

terraces.21

Work, for instance by King,22, 23 Menzel,18 Schmidt24 and co-workers has shown

that lateral interactions can play an important role in the kinetics of desorption,

particularly at high coverage. Lateral interactions affect the rate of desorption by

making both A and Edes coverage dependent. Consequently, Equation (4.4.3) is more

generally written

kdes ¼ AðyÞ expð�EdesðyÞ=RTsÞ ð4:4:5Þ
such that the coverage dependence of the kinetic parameters is accounted for. The Bragg-

Williams and quasi-chemical approximations2, 3 can be invoked to formulate expressions

for the changes in A and Edes with coverage. Temperature programmed desorption
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(Section 4.7) and adsorption isotherms (Section 4.2) provide methods for determining the

magnitude of such interactions.

Frequently A and Edes vary in concert. The relationship

lnAðyÞ ¼ EdesðyÞ=RTy þ c; ð4:4:6Þ
where Ty is the isokinetic temperature,

19 is followed more or less in these systems. Such a

relationship between A and Edes is known as the compensation effect. A compensation

effect can result from a number of sources such as (1) a heterogeneous surface that

contains adsorption sites with a range of binding energies;25 (2) lateral interactions,26 in

particular if they are strong enough to give rise to coverage-dependent phase changes in

the adsorbed layer27 and (3) adsorbate induced changes in the substrate structure.28 More

on the compensation effect follows in Section 4.4.3.

4.4.2 Transition State Theory Treatment of First-order Desorption

We want to develop a deeper understanding of A and Edes. For the moment, we implicitly

neglect the coverage dependence of the kinetic parameters. Direct atomic and simple

molecular desorption are examples of one-step reactions, known as elementary reactions,

of the type

A	 Ð Aþ 	
in which it is implicit that desorption occurs directly from one adsorbed phase into the

gas phase. The reaction is in some ways equivalent to unimolecular dissociation. The

rate of an elementary reaction is simply the product of the concentration and the rate

constant, as in Equation (4.2.4). The rate constant can be interpreted via thermodynamic

or statistical mechanical routes. Transition state theory is the foundation for these

formulations. In transition state theory, the reactants follow a multidimensional

potential energy hypersurface as discussed in Chapter 3. The reactants and products

are separated by a transition state, which is at some position along the potential energy

surface. The chemical entity at the transition state is called the activated complex. If an

activation barrier separates the reactants and products, the transition state is located at

the top of the barrier. If there is no maximum in PES, the definition of the transition state

is somewhat arbitrary.

The main assumptions of conventional transition state theory (CTST) are20

� Once the transition state is reached, the system carries on to produce the products.

� The energy distributions of the reactants follow Maxwell-Boltzmann distributions.

� The whole system need not be at equilibrium but the concentration of the activated

complex can be calculated based on equilibrium theory.

� The motion along the reaction coordinate is separable from other motions of the

activated complex.

� Motion is treated classically.

Extensions to CTST can be formulated that improve upon each of these assumptions but

most of these extensions need not concern us here. As shown by Tully and co-workers,29

however, it is essential to relax the first assumption. This is done by introducing the

transmission coefficient,20 k, which defines the probability with which an activated

complex proceeds into the product channel. This is a number that is strictly � 1. The
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transmission coefficient is a dynamical correction to CTST. We shall soon see the

fundamental importance of k.
First, we note that there are three equivalent ways to write an equilibrium constant. For

the general reaction

aAþ bB Ð cCþ dD

the equilibrium constant can be written in terms of concentrations (more accurately

activities), rate constants or molecular partition functions.

K ¼ ½C�c½D�d
½A�a½B�b ¼

~k

~

k

¼ qcCq
d
D

qaAq
b
B

exp
�E0

RT

� �
; ð4:4:7Þ

In Equation (4.4.7), the square brackets indicate concentrations, the ks represent the rate

constants of the forward and reverse reactions and the qXs are molecular partition

functions per unit volume. The energy E0 is the molar energy change accompanying the

conversion of reactants to products at 0 K, everything being in the appropriate standard

state. The final expression follows from the CTST formulation of the rate constant, which

for the forward reaction is

~kCTST ¼ kBT

h

qz
qAqB

exp
�E0

RT

� �
ð4:4:8Þ

The molecular partition function is the product of the partition functions for all degrees of

freedom

qX ¼ qtransqrotqvibqelec: ð4:4:9Þ
The electronic partition function,

qelec ¼
X
i

gei exp
�eelec;i
kBT

� �
ð4:4:10Þ

where gei is the degeneracy of the electronic state of energy eelec,i, is usually unity

because excited electronic states tend to be high in energy and the ground state is often a

singlet. The translational partition function is

qtrans ¼
Y
i

ð2pmkBTÞ1=2
h

ð4:4:11Þ

where m is the mass and i the dimensionality. For instance, for a system confined to two

dimensions, i¼ 2 and qtrans¼ (2pmkBT)/h
2. The rotational partition function depends on

whether the molecule is linear

qrot ¼ 8p2IkBT
sh2

ð4:4:12Þ

or nonlinear

qrot ¼ 8p2ð8p3IAIBICÞ1=2ðkBTÞ3=2
sh3

: ð4:4:13Þ

220 Surface Science



s is the symmetry number, which is an integer determined by the symmetry of reactants,

transition state and products. The rules for determining s are given by Laidler.20 The

vibrational partition function is written as the product of the partition functions of all the

(3N–5 or 3N–6) normal modes of the molecule,

qvib ¼
Y
i

1

1� expðhni=kBTÞ ð4:4:14Þ

where n� is the fundamental frequency of the ith oscillator. In the partition function of the

transition state, the reaction coordinate is not bound and this motion is not included in the

partition function.

Laidler, Gladstone and Eyring20, 30 used absolute rate theory to express the rate of

desorption in terms of the partition functions. From the assumption of equilibrium

between the transition state and the adsorbed phase, we write

K ¼
sz
sa

¼ qz
qa

exp �Edes

RT

� �
ð4:4:15Þ

where sa and sz are the surface concentrations (per unit area) of the adsorbate and

transition state, respectively. The precise definition of Edes is the activation energy at 0 K,

that is, the energy required to elevate an adsorbed molecule in the lowest vibrational state

to the lowest vibrational state of the activated complex. Note that in Equation (4.4.15) the

partition function of the surface has been omitted. The partition function of the surface is

difficult to calculate and is generally assumed to change little upon adsorption. Changes

in the electronic and vibrational degrees of freedom of the substrate can occur upon

adsorption. It has been argued that the electronic changes should not result in a significant

change in the partition function,31 therefore, their neglect is justified. If the adsorbate

does not significantly affect the phonon spectrum of the substrate, then the vibrational

changes are also insignificant. However, in instances where adsorption leads to significant

substrate rearrangement and phonon spectrum changes such as H/Si or H/W(100),

the neglect of the surface partition function becomes tenuous and must be tested

experimentally. One further caveat is that, as discussed by Menzel,32 a configurational

partition function for the adsorbed layer may need to be included. This is required to

explain experimental results in the CO/Ru(001) system18, 33 and is in general important

for adsorbed layers that can undergo structural phase transitions. This term can be

neglected at low coverage and for noninteracting adsorbates.

The concentration of the activated complex is calculated from Equation (4.4.15)

sz ¼ sa
qz
qa

exp �Edes

RT

� �
: ð4:4:16Þ

The activated complex can be thought of as having one loose vibrational mode that

corresponds to the motion leading to desorption. This is expressed as kBT/hn and when

factored out of qz to give qz, we have

sz ¼ sa
kBT

hn

qz
qa

exp �Edes

RT

� �
: ð4:4:17Þ

Thermodynamics and Kinetics of Adsorption and Desorption 221



This rearranges to

nsz ¼ sa
kBT

h

qz
qa

exp �Edes

RT

� �
: ð4:4:18Þ

The left-hand term is the concentration of the activated complex multiplied by the

frequency with which it leaves the transition state. This corresponds to the reaction rate.

Recall, however, that we must correct the CTST result by introducing the transmission

coefficient,

kdes ¼ kkCTST ð4:4:19Þ
thus

rdes ¼ sak
kBT

h

qz
qa

exp �Edes

RT

� �
: ð4:4:20Þ

According to Equation (4.4.20) then, the pre-exponential factor in desorption is

A ¼ k
kBT

h

qz
qa

: ð4:4:21Þ

Note that although A has the units of frequency, it should not be confused with an

‘attempt’ frequency. The frequency along the desorption coordinate was already

subsumed into the rate in Equation (4.4.20). The value of A tells us about the relative

floppiness of the adsorbed phase compared with the transition state through the ratio of

the partition functions as well as the dynamical corrections to CTST through k.
If we assume that k 
 1 and no change in the partition function between the adsorbed

phase and the transition state (qz/qa 
 1), we obtain kBT/h¼ 6.3�1012 s�1 at room

temperature whence the assumption that A �1013 s�1 comes. This is no more than a

rough guess. For example, Ibach et al.34 showed that for CO/Ni(100), A 
 6�1016 s�1

and that it increases with coverage. Values of �1013 s�1 can only be expected if no

dynamical corrections to CTST occur, the adsorbates are noninteracting and no change in

the vibrational, rotational and translational degrees of freedom occur. This seems highly

unlikely and, indeed, for CO adsorption on metal surfaces at low coverage, A varies from

1013–1017 s�1.28 Reasonable values of A can range from 1011–1019 s�1. The value of

1013 s�1, however, does serve as a useful benchmark. Assuming for the moment that k 

1, which is often true for simple atomic and nondissociative molecular adsorption, values

> 1013 s�1 indicate that qz/qa > 1. This means that the transition state is much ‘looser’

than the adsorbed phase. A loose transition state in this sense means that it has degrees of

freedom that are more easily excited by thermal energy than the adsorbed phase. An

example of a loose transition state is a localized adsorbate that desorbs through an

activated complex that is a two-dimensional gas. If A < 1013 s�1, the transition state is

constrained. A constrained transition state occurs if the molecule must take on a highly

specific configuration in the activated complex. As a rule, pre-exponential values in

excess of 1013 s�1 are found for nonactivated, simple adsorption. Constrained transition

states and low values of k are generally associated with activated adsorption, as we shall

see shortly.
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4.4.3 Thermodynamic Treatment of First-order Desorption

Comparing Equations (4.4.7), (4.4.8) and (4.4.19) we write the rate constant for

desorption as

kdes ¼ k
kBT

h
Kz ð4:4:22Þ

where Kz is the equilibrium constant for formation of the activated complex. Recalling

that

�G� ¼ �RT lnK; ð4:4:23Þ
we write

kdes ¼ k
kBT

h
exp

��zG�

RT

 !
: ð4:4:24Þ

�zG� is the standard Gibbs energy of activation and, as usual, it can be split into standard
enthalpy and entropy of activation as �zH� �T�zS�,

kdes ¼ k
kBT

h
exp

�zS�
R

 !
exp

��zH�

RT

 !
: ð4:4:25Þ

The standard enthalpy of activation is related to a general activation energy Ea by

Ea ¼ �zH� þ RT : ð4:4:26Þ
Thus for desorption we write

kdes ¼ k
kBT

h
exp

�zS�
R

 !
exp

�ðEdes � RTÞ
RT

� �
¼ ek

kBT

h
exp

�zS�
R

 !
exp

�Edes

RT

� �
:

ð4:4:27Þ
To define more precisely what we mean by the activation energy and how it relates to the

PES, we turn to Figure 4.5. First we note, as shown by Fowler and Guggenheim,35 that the

activation energy, in this case Edes, is given by the difference between the mean energy of

the reactants hEiR and the mean energy of the molecules in the transition state hEiz
Edes ¼ hEiR � hEiz ð4:4:28Þ

Since both hEiR and hEiz are temperature dependent, Edes is, in principle, also

temperature dependent. The classical barrier height on the PES is Ec
0;des. Edes is not

identical to Ec
0;des. As can be seen in Figure 4.5, the two energies are identical at 0 K. At

any other temperature, Edes and E
c
0;des are different, though they likely have similar values.

To account for this expected temperature dependence, it is useful to introduce a more

general mathematical definition of the activation energy of desorption

Edes ¼ �R
d ln k

dð1=TÞ ¼ RT2 d ln k

dT
: ð4:4:29Þ
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Frequently it is found that Equation (4.53) obeys the form

Edes ¼ E
qm
0;des þ mRT : ð4:4:30Þ

Returning now to the Arrhenius formulation of the rate constant, we see that the pre-

exponential factor is related to the entropy of activation

A ¼ ek
kBT

h
exp

�zS�
R

 !
: ð4:4:31Þ

Within this framework andassumingk
1,we interpret pre-exponential factors of�1013 s�1

as being associated with�zS� ¼ 0. Larger pre-exponentials have�zS� > 0 and smaller have

�zS� < 0. A greater entropy is associated with a greater number of accessible configurations

for the system. The direct relationship to the partition functions should now be clear.

These results can also be used to gain further insight into compensation effects.

Equation (4.4.24) shows us that the rate of desorption depends fundamentally on the

standard Gibbs energy of activation. Equations (4.4.26) and (4.4.31) articulate how the

activation energy and the pre-exponential factor depend on the standard enthalpy and

entropy of activation, respectively. Therefore, A and Edes are fundamentally linked to

�zG�. The compensation effect arises because �zH� and �zS� vary strongly with

coverage but do this in such a way that �zG� is relatively constant in accord with

�zG�ðyÞ ¼ �zH�ðyÞ � T �zS�ðyÞ 
 constant: ð4:4:32Þ

Figure 4.5 The classical barrier height, Ec0;des, is the energy difference from the bottom of the
well to the top of the activation barrier. The quantum mechanical barrier, E

qm
0;des, is a similar

difference defined between reactant and transition state zero-point energy levels ZPER and
ZPEz, respectively. Edes is defined as the difference between the mean energy of the reactants
hEiR and the mean energy of the molecules in the transition state hEiz. The standard enthalpy of
activation �zH� is also shown.
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Those systems which exhibit a compensation effect are those in which either (1) an

increase in �zH� is accompanied by an increase in �zS�, or (2) a decrease in �zH� is

accompanied by a decrease in �zS�. Compensation effects are well known for reactions

performed in a series of different solvents or homologous reactions carried out with a

series of different substituents introduced into one of the reactants.20 Laidler has

explained the solvent effect by suggesting that stronger binding between a solute

molecule and the solvent decreases the enthalpy. This also simultaneously lowers the

entropy by restricting the rotational and vibrational freedom of the solvent molecules.

Transposing this argument to surfaces, higher adsorption energies tend to decrease the

freedom of diffusion and frustrated translational and rotational modes. Regardless of

whether the range of adsorption enthalpies is caused by surface heterogeneity or lateral

interactions, the result is the same: �zH� and �zS� rise and fall in unison. In analogy to

reactions in solution, we can think of an adsorbate at high coverage as being ‘solvated’ by

its neighbouring adsorbates. Attractive or repulsive lateral interactions increase with the

number of neighbours and the compensation effect observed in desorption can be

considered in the same terms as those observed in solution.

4.4.4 Nonfirst-order Desorption

In the absence of lateral interactions and for well-mixed adlayers, there is no ambiguity

in using the Polanyi-Wigner equation to describe desorption and it is trivial to write down

the rate law expected for simple desorption reactions. For evaporation, or desorption from

any phase that has a constant coverage because it is being replenished by another state,

zero-order kinetics governs desorption

AðlÞ ! AðgÞ rdes ¼ kdes: ð4:4:33Þ
For simple atomic and nonassociative molecular desorption, first-order kinetics is

expected.

AðaÞ ! AðgÞ rdes ¼ ykdes: ð4:4:34Þ
In the case of recombinative desorption such as H þ H ! H2, the bimolecular character

of the reaction suggests second-order kinetics

AðaÞ þ AðaÞ ! A2ðgÞ rdes ¼ y2kdes: ð4:4:35Þ

With the same caveats as for first-order desorption, a ‘normal’ pre-exponential factor for

second-order desorption can be calculated. This is on the order of 10�2 cm2 s�1 but can

range from 10�4–10�1 cm2 s�1.

The presence of lateral interactions not only make A and Edes coverage dependent, they

can also change the effective reaction order. On Si(100) surfaces, the formation of dimers

leads to a (2�1) reconstruction. These dimers are stabilized by what may be considered

either a p bond or a Peierls interaction.36 When a H atom binds to the dimer, this added

stabilization is lost, leaving a dangling bond on the other end of the dimer to which the H

atom has bonded. When a second H atom attempts to bind to the surface, it can bind

either on the same dimer or on a neighbouring dimer that still enjoys its full stabilization.

The former option is the lower energy proposition; therefore, H preferentially pairs up on
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surface dimers.37 In a series of investigations, D’Evelyn and co-workers have shown that

this pairing effect can lead to first-order desorption of H2 from Si(100) surfaces as well as

for H2 and HBr from Ge(100).38–41 First-order desorption occurs because the H2 desorbs

preferentially from doubly occupied dimers. The desorption rate is linearly dependent on

the coverage of doubly occupied dimers. Since the concentration of doubly occupied

dimers varies close to linearly with y(H), desorption is effectively first-order in y(H).
Deviations from linearity are predicted at low y(H) and Höfer, Li and Heinz42 have

observed such deviations. Consequently, the effective reaction order with respect to y(H)
of H2 desorption from Si(100) is coverage dependent.

Reider, Höfer and Heinz43 have shown that the desorption of H2 from Si(111) follows

noninteger desorption kinetics. For coverages below 0.2 ML, the effective reaction order

is 1.4–1.7. This number has no absolute meaning but it demonstrates that desorption

involves a more complex mechanism than implied by Equation (4.56). The kinetics of H2

desorption from Si(111) can be explained by the presence of two types of binding sites A

and B, possibly the rest atoms and adatoms, with slightly different (�0.15 eV) binding

energies. Under the assumption that desorption is a bimolecular reaction that only occurs

from one of the sites, the desorption kinetics can be accurately modelled. A difference in

the binding energies between the rest atom and adatom sites has been confirmed

theoretically, which lends more support to this model.44

The desorption of H2 from Ag(111) is another illustrative example. Hodgson and co-

workers45 have shown that H can occupy either surface or sub surface sites. Both zero-

order and half-order H2 desorption kinetics are observed. Zero-order kinetics reigns when

the desorbing phase has a constant concentration. In this case, the desorbing phase

maintains a constant coverage because H diffusing out of the subsurface sites con-

tinuously replenishes it. Half-order kinetics is rather unusual. However, if it is assumed

that H forms islands on the surface and that desorption occurs only from the perimeter of

the islands, half-order kinetics is a direct consequence. This is consistent with LEED

measurements on the system. Island formation arises from lateral interactions, which

again highlights how lateral interactions can strongly affect the kinetics of surface

reactions. This example also demonstrates that the reaction order only explicitly contains

information regarding how the rate of reaction is affected by the supply of reactants,

rather than containing detailed dynamical information. A reaction mechanism must be

consistent with the measured kinetics. The kinetics deliver insight into the mechanism;

however, it cannot unambiguously determine the mechanism. For more information on

the kinetic effects of lateral interactions, in particular their effect on surface reactions, see

the review of Lombardo and Bell.46

4.5 Kinetics of Adsorption

4.5.1 CTST Approach to Adsorption Kinetics

The mechanics used to determine the rate of adsorption are much the same as for

desorption. First we recognize that as a result of microscopic reversibility, there is one

and only one transition state for adsorption and desorption, that is, the transition state is

the same regardless of the direction from which it is approached. One subtlety in the
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kinetics of adsorption is that only a limited number of sites on the surface can react. In

surface kinetics we must always keep track not only of the number of sites, but also

whether these sites are indistinguishable and whether the number of sites occupied by an

adsorbate is greater than, equal to or less than one.

We start with a clean surface and again assume that an equilibrium distribution

between the gas phase and the activated complex prevails. Thus

sz
cgs	

¼ qz
qgq	

exp
�Eads

RT

� �
; ð4:5:1Þ

where sz and s* are the areal densities of the activated complex and empty sites,

respectively, cg is the number density of gas-phase molecules and the qs are partition

functions labelled accordingly. The activation energy is again strictly referenced to

absolute zero.

Using the same procedure as for desorption, we identify one vibrational mode to

extract from qz and equate ncz with the rate of adsorption, which yields

rads ¼ cgs	
kBT

h

qz
qgq	

exp
�Eads

RT

� �
ð4:5:2Þ

Equation (4.52) is valid only on the clean surface. In order to proceed and to characterize

the rate of adsorption for increasing coverage, we need to know something about the

adsorption dynamics.

4.5.2 Langmuirian Adsorption: Nondissociative Adsorption

The name of Irving Langmuir is indelibly linked with surface science so it should come

as no surprise that the most useful starting point for the understanding of adsorption

kinetics is the Langmuir model of adsorption.47, 48 First, let us get an idea of some orders

of magnitude. There are roughly 1015 surface atoms cm�2. The flux of molecules

attempting to stick on these atoms is given by the Hertz-Knudsen equation

Zw ¼ NApffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pMRT

p ¼ pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBT

p ð4:5:3Þ

where NA is Avogadro’s number, M is the molar mass (in kgmol�1), m the mass of a

particle (kg) and p the pressure (Pa). ForM¼ 28 gmol�1 at standard ambient temperature

and pressure (SATP � p¼ 1 atm, T¼ 298K), Zw¼ 2.92� 1023 cm�2 s�1. That is, about a

mole per second of molecules of molar mass 28 (e.g. N2 and CO) hits the surface per

square centimetre at SATP. This value of the impingement rate does not have much of an

intuitive feel to it. If on the other hand, we calculate the impingement rate for

M¼ 28 gmol�1, at 1�10�6 torr, we find Zw(T¼ 298K, p¼ 1� 10�6 torr, M¼ 28 g

mol�1)¼ 3.84� 1014 cm�2 s�1. Since surfaces have roughly 1015 atoms cm�2, this

exposure is roughly the equivalent of exposing each surface atom to one molecule

from the gas phase. If all of these molecules had stuck, the coverage would be roughly

1ML. Hence a convenient unit of exposure is the Langmuir: 1 L � 1� 10�6 torr�
1 s ¼ 1� 10�6 torr s. Langmuirs are defined in terms of torr, rather than the SI unit Pa,

because, historically, they were the units of choice. Thus, a rule of thumb is that 1 L
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exposure leads to �1ML coverage if the sticking coefficient is unity and independent of

coverage.

The next step is to define the behaviour of the sticking coefficient, s, as a function of

coverage. In the Langmuir model, we assume s¼ 1 on empty sites and s¼ 0 on filled

sites. Therefore, for nondissociative adsorption, the sticking coefficient is equal to the

probability of striking an empty site

s ¼ 1� s
s0

¼ 1� y ð4:5:4Þ

and varies with coverage as shown in Figure 4.6. This behaviour indicates that the

sticking coefficient decreases because of simple site blocking rather than because of any

chemical or electronic effects. Note that this model does not mean that the adsorbing

molecule stick where it hits. This statement is too restrictive. It merely means that the

adsorbing molecule makes the decision of whether it sticks or not on the first bounce. The

observation of Langmuirian adsorption kinetics does not rule out the possibility of

transient mobility after the first collision with the surface.

Further assumptions are (1) adsorption stops when all of the sites are full, that is

saturation occurs at 1ML; (2) the surface is homogeneous thus containing only one type

of site and (3) the adsorbates are noninteracting. Thus, the Langmuir model can be

thought of as describing ideal adsorption – a basis from which we can model all

adsorption and the deviations from ideal adsorption. We now have sufficient information

to calculate the rate of adsorption and its dependence on pressure, temperature and

surface coverage. The rate of change of the surface coverage is simply the impingement

rate multiplied by the sticking coefficient

@s
@t

¼ rads ¼ Zws ¼ pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBT

p ð1� yÞ ¼ cAkadsð1� yÞ: ð4:5:5Þ

cA is the number density of A in the gas phase.

Several extensions to Langmuirian adsorption, which do not change its essential

features, are quite useful. One is that we might want to define the saturation coverage to

be ymax rather than strictly one. This allows for absolute comparison between molecules

Figure 4.6 Langmuir models (molecular and dissociative) of the sticking coefficient, s, as a
function of coverage, y.
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that have different absolute coverages. Second, the initial sticking coefficient need not be

exactly unity; thus, we give it the more general symbol s0. Finally, we allow for the

possibility that adsorption may be activated. The generalized adsorption rate is then

rads ¼ Zws0ð1� yÞ exp �Eads

RT

� �
¼ pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pmkBT
p s0ð1� yÞ exp �Eads

RT

� �
: ð4:5:6Þ

The coverage at time t is given by integrating Equation (4.61) (see also Exercises

4.3–4.6)

ds ¼ sðsÞ de ¼ sðsÞ Zw dt ð4:5:7Þ
where e is the exposure. The coverage is linearly proportional to the exposure only if the

sticking coefficient is constant as a function of coverage, which is often true at very low

coverage, for metal on metal adsorption or condensation onto multilayer films. Exposure,

as we have mentioned above, is often expressed in the experimentally convenient units of

pressure times or Langmuirs. Adsorption within this model would lead to a growth in

coverage versus exposure as shown in Figure 4.7.

Extensions to the Langmuir model are essentially provisions for nonideal behaviour.

Values of s0 < 1 indicate the importance of dynamical corrections to the sticking

coefficient as discussed in Chapter 3. For instance, not every empty site on the surface

might be equally capable of adsorbing molecules. It could also be indicative of steric

constraints related to the orientation of the molecule when it strikes the surface. Lateral

interactions could lead to island formation. Filled sites might not be totally inert toward

sticking. Below we discuss the phenomenon of precursor mediated adsorption, in which

sticking occurs even when a filled site is encountered by the incident molecule.

Figure 4.7 Langmuir models (molecular and dissociative) of coverage, s, as a function of
exposure, e.
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Comparing this result to our CTST result in Equation (4.62) seems to bring little joy.

First remember that the CTST result is valid only at y¼ 0. Next, assume for the moment

that neither the adsorbate nor activated complex is localized. The activated complex is a

2D (atomic) gas, whereas the gas phase is three dimensional. The ratio of the partition

functions is h/(2pmkBT)
1/2, hence

rCTSTads ¼ cg
kBT

h

hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBT

p exp
�Eads

RT

� �
: ð4:5:8Þ

Identifying cgkBT as the pressure, the final CTST result is

rCTSTads ¼ pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBT

p exp
�Eads

RT

� �
: ð4:5:9Þ

At y ¼ 0, Equation (4.62) reduces to

rads ¼ pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBT

p s0 exp
�Eads

RT

� �
: ð4:5:10Þ

These results agree exactly except for the factor of s0. Recalling that the results of CTST

need to be corrected for barrier re-crossings by the transmission coefficient, we make the

identification

s0 ¼ k: ð4:5:11Þ
Thus, the study of sticking coefficients and their dependence on various experimental

parameters is itself a study of the validity of CTST and it corrections. The implication of

Equation (4.5.11) has been further investigated by Tully and co-workers.29, 49, 50 As we

have seen in Chapter 3, the initial sticking coefficient s0 is a function of energy

(temperature) and not a constant. When we recall that k and, therefore, s0 are related

to the Arrhenius pre-exponential factor A by Equation (4.4.31), we see that A has an

additional dependence on energy that was not envisioned in the original conception of A.

At high temperatures deviation from Arrhenius behaviour is expected as a consequence.

That is, a plot of ln kdes vs. 1/Twill yield straight lines at low and moderate temperatures

but exhibit curvature to lower values for sufficiently high temperatures. This is essentially

a consequence of microscopic reversibility. The dynamical correction to adsorption

kinetics (s0) equivalently applies to desorption kinetics (k).

4.5.3 Langmuirian Adsorption: Dissociative Adsorption

With the same set of assumption as defined above, we can also treat dissociative

adsorption. Assuming that dissociation requires two adjacent empty sites, the sticking

probability varies with coverage as does the probability of finding two adjacent empty

sites. This probability is given by ð1� yÞ2 and, therefore,

s ¼ s0ð1� yÞ2 expð�Eads=RTÞ ð4:5:12Þ
Figures 4.6 and 4.7 show how s changes with s and how s increases with e for

Langmuirian dissociative adsorption.

Deviations from ideal behaviour are more common and pronounced for dissociative

adsorption than for simple adsorption. As discussed in Chapter 3 regarding H2 dissociation,

230 Surface Science



the orientation of the molecule is often crucial in determining the sticking coefficient. The

position in the unit cell where the molecule strikes is also important, that is, sticking is not

uniform with regard to the point of impact. Often defects exhibit a much higher sticking

coefficient than terrace sites. This can lead to a sticking coefficient that changes suddenly

with coverage if the defect sites become decorated with immobile adsorbates. Adsorption

can be self-poisoning. In other words, the adsorbate may lead to changes in the electronic

structure that decrease the sticking coefficient at a more rapid rate than predicted by simple

site blocking. The latter is sometimes modelled phenomenologically by assuming that an

adsorbed molecule blocks more than one site or that the number of sites blocked is

coverage dependent. Such models are of limited mechanistic value because the root cause

of such effects is generally electronic. Deviations from ideal behaviour are all the more

likely for adsorption that is highly activated.

4.5.4 Dissociative Langmuirian Adsorption with Lateral Interactions

Consider now a model in which all of the assumptions of Langmuirian adsorption are

kept except that we allow for s0 6¼ 1 and pairwise lateral interactions characterized by the

interaction energy o. Dissociative adsorption requires two adjacent empty sites. King and

Wells51 have shown that the number of adjacent empty sites is given by

yOO ¼ 1� y� 2yð1� yÞ
½1� 4yð1� yÞð1� expðo=kBTsÞ�1=2 þ 1

: ð4:5:13Þ

The strength of the lateral interactions can be characterized by the term

B ¼ 1� expðo=kBTsÞ: ð4:5:14Þ
Introducing

s ¼ s0yreq ð4:5:15Þ
we define yreq as the coverage dependence of the sites required for adsorption. For

Langmuirian dissociative adsorption, yreq ¼ y2	 ¼ ð1� yÞ2, whereas in the present

model, yreq¼ yOO.
In the limit of weak interactions or sufficiently high temperature to ensure no short-range

order in the overlayer, B¼ 0. Substitution into Equations (4.5.13) and (4.5.15) yields

s ¼ s0ð1� yÞ2 ð4:5:16Þ
as expected. For large repulsive interactions o � 0 and B¼ 1. Therefore

s ¼ s0ð1� 2yÞ for y � 0:5

s ¼ 0 for y � 0:5:
ð4:5:17Þ

This dependence on y arises from the adsorbates spreading out across the surface in an

ordered array in which every other site is occupied. For large attractive interactions

o  1, B ! 1 and, therefore,

s ¼ s0ð1� yÞ: ð4:5:18Þ
The latter is the same result as for nondissociative adsorption because the adsorbates

coalesce into close-packed islands leaving the remainder of the surface completely bare.

Intermediate values of o result in the behaviour shown in Figure 4.8.
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4.5.5 Precursor Mediated Adsorption

Taylor and Langmuir52 observed that the sticking coefficient of Cs on W did not follow

Equation (4.5.4) but rather, it followed the form found in Figure 4.9. They suggested that

adsorption is mediated by a precursor state through which the adsorbing atom passes on

its way to the chemisorbed state. Precursor mediated adsorption has subsequently been

observed in numerous systems (see Table 3.2). Precursor states can be classified either as

intrinsic or extrinsic. An intrinsic precursor state is one associated with the clean surface

whereas an extrinsic precursor state is due to the presence of adsorbates. The explanation

of how a precursor state manages to keep the sticking coefficient above the value

predicted by the Langmuir model is that the incident molecule enters the precursor state

and is mobile. Therefore, the adsorbing molecule can roam around the surface and hunt

for an empty site. This greatly enhances the sticking probability because an adsorbed

molecule has a certain probability to stick even if it collides with a filled site.

Kisliuk53 was the first to provide a useful kinetic model of precursor mediated

adsorption. The basis of the Kisliuk model is that total rate of adsorption is viewed as

a competitive process as outlined in Figure 4.10. King and co-workers23, 51 extended this

by including the effects of lateral interactions and considering the effects on both

adsorption and desorption kinetics. Madix,54 Weinberg,55 and co-workers have presented

modified Kisliuk models that account for a combination of direct and precursor mediated

adsorption as well as an initial direct sticking coefficient that differs from the trapping

probability into the precursor state.

The Kisliuk model has an intuitive formulation. Consider nondissociative molecular

adsorption on a finite number of equivalent sites. When a molecule strikes an empty site,

it has a probability fa of becoming adsorbed. Otherwise it has a probability fm of

migrating to a neighbouring sites or fd of desorbing. If a molecule strikes an occupied

site, it cannot chemisorb but it can migrate or desorb with probabilities, f 0m and f 0d,
respectively. King introduced a trapping coefficient a that describes the probability of

entering the precursor state. In our treatment a is independent of coverage and is the same

for intrinsic and extrinsic precursors.

Figure 4.8 The effect of lateral interactions on the dissociative sticking coefficient as a function
of interaction strength, o, and coverage y at a fixed surface temperature Ts¼ 77K.
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The incident molecule hops across the surface and makes a decision at each hop of

whether to chemisorb, migrate or desorb. By summing up the probability over all

possible hops, the sticking coefficient is calculated.

s ¼ a 1þ fd

fa

� ��1

1þ K
1

yreq
� 1

� �� ��1

; ð4:5:19Þ

where

K ¼ f 0d
fa þ fd

: ð4:5:20Þ

The initial sticking coefficient is

s0 ¼ a 1þ fd

fa

� ��1

; ð4:5:21Þ

and

fd

fa
¼ rd

ra
ð4:5:22Þ

where rdes and rads are the desorption rate and adsorption rate, respectively, from the

precursor state. In other words, s0 is determined by a and the competition between

adsorption and desorption from the precursor state. As both adsorption and desorption are

activated processes, we expect that sticking through a precursor state should have a

temperature dependence. If Edes > Ea, increasing the surface temperature decreases the

sticking coefficient. However if Edes < Ea, increasing Ts favours sticking.

The ratio of the s to s0 is

sðyÞ
s0

¼ 1þ K
1

yreq
� 1

� �� ��1

ð4:5:23Þ

Figure 4.9 Sticking of Cs onW. Replotted from the data of J. B. Taylor, I. Langmuir, Phys. Rev.,
44 (1933) 423.
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As written, Equation (4.5.23) can be used to describe either dissociative or nondissocia-

tive adsorption so long as the correct form of yreq is inserted. If a plot of s(y)/s0 can be fit

by a unique value of K, the precursor model describes the sticking behaviour.

Determination of K can then provide some idea of the relative rates of sticking onto

bare sites compared with the desorption rates from the intrinsic and extrinsic precursor

states. It can also be used to measure the effects of lateral interactions in dissociative

adsorption. Figure 4.11 shows how s depends on K. In addition, it demonstrates that a

precursor can actually decrease sticking compared with Langmuirian adsorption if

desorption out of the precursor is rapid.

4.6 Adsorption Isotherms from Kinetics

In Section 4.2 we introduced the adsorption isotherm, that is, an equation that describes

the equilibrium coverage at constant temperature. There are various named isotherms that

Figure 4.10 The Kisliuk model of precursor mediated adsorption. Incident molecules trap into
intrinsic or extrinsic precursors. Thereafter, sticking becomes a competitive process between
desorption out of the precursor and transfer into the stable chemisorbed state. a is the
probability to enter into the precursor state.

Figure 4.11 The change of sticking coefficient, s, with coverage for precursor mediated
adsorption is characterized by the parameter K. For K¼ 0, the sticking coefficient is constant,
whereas for K¼ 1 it drops linearly with coverage as in Langmuirian adsorption. Large values of K
decrease s relative to Langmuirian adsorption.
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depend on the assumptions made to describe the rates of adsorption and desorption.6 The

basis of all isotherms is that we consider a system at equilibrium. Therefore, Ts¼ Tg¼ T,

rdes¼ rads and the coverage is constant, dy/dt¼ 0.

4.6.1 Langmuir Isotherm

Using the set of assumptions posited in the Langmuir model of adsorption, we can derive

the Langmuir isotherm. Equating the rates of desorption and adsorption yields

pkadsð1� yÞ ¼ kadsy: ð4:6:1Þ
A note on units is called for. Both sides of Equation (4.6.1) are written such that the rate

is expressed in molecules per unit area per second. Thus, kdes has a factor of s0 included
in it and kads ¼ ð2pmkBTÞ�1=2

. Rearranging yields

y
1� y

¼ p
kads

kdes
ð4:6:2Þ

and since the ratio of forward and reverse reactions is equal to the equilibrium constant,

we can write

y
1� y

¼ pK: ð4:6:3Þ

Rearranging we obtain an equation describing the equilibrium coverage as a function of

pressure

y ¼ pK

1þ pK
: ð4:6:4Þ

An alternative derivation is to start from the premise that the coverage depends upon the

flux incident on an empty site multiplied by the mean residence time. The mean residence

time is given by the Frenkel equation, Equation (4.4.4), hence

s ¼ ð1� s=s0ÞZwt ¼ ð1� s=s0Þbp ð4:6:5Þ
where b ¼ NA

ð2pmkBTÞ1=2
t0 expðEdes=RTÞ ð4:6:6Þ

and p is the pressure.

Assuming that adsorption is nonactivated, the desorption activation energy is equal to

the heat of adsorption (or alternatively that the temperature is high enough that the kinetic

barrier presented by desorption is rapidly overcome and the system is easily able to

equilibrate and the population difference between the initial and final states is determined

by thermodynamics) Equation (4.6.5) can be rearranged to

1

s
¼ 1

bp
þ 1

s0
: ð4:6:7Þ

A plot of 1/s vs 1/p can be used to determine s0 and b. Since b is determined by the

temperature and heat of adsorption, we see that both of these quantities as well as the
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pressure are responsible for determining the equilibrium coverage s. Note that in the

limit of very low coverage s � s0, hence,

1

s
� 1

s0

 1

s
¼ 1

bp
; ¼ bp: ð4:6:8Þ

In other words, the coverage is linearly related to the pressure in the limit of low

coverage. This relationship will be favoured at high temperature, low pressure and for

weakly bound systems for which the equilibrium coverage is naturally small.

4.6.2 Classification of Adsorption Isotherms

The majority of adsorption isotherms can be grouped into one of six types56 shown in

Figure 4.12. The measurement of adsorption isotherms is particularly important for the

characterization of porous solids, in which case the physisorption of an inert gas is used.

The Langmuir isotherm shown in Figure 4.4 is a reversible Type I isotherm. A reversible

isotherm exhibits no hysteresis when measured with increasing or decreasing pressure.

The IUPAC recommends against calling this a Langmuir isotherm and that recommenda-

tion is almost universally rejected in the literature. This isotherm reaches a limiting value

(the monolayer coverage) as p/p� approaches 1. The low coverage linear region of this

isotherm is called the Henry’s law region. Type I isotherms are followed by microporous

solids having relatively small external surfaces (e.g. activated carbons, molecular sieve

zeolites and certain porous oxides), for which the limiting uptake is governed by the

accessible micropore volume rather than by the internal surface area. This is also the

most commonly observed isotherm for chemisorption since chemisorption is strictly

limited to the monolayer regime.

The reversible Type II isotherm is the normal form of isotherm obtained with a

nonporous or macroporous adsorbent. The Type II isotherm represents monolayer

adsorption that is followed by unlimited multilayer condensation. Point B at the onset

of the almost linear middle section of the isotherm, is often taken to indicate the

transition from the completion of the first monolayer to the formation of the first

multilayer.

The reversible Type III isotherm is convex to the p/p� axis over its entire range.

Isotherms of this type are not common. They are observed when lateral interactions play

an important role in determining the enthalpy of adsorption.

The Type IV isotherm is irreversible and exhibits a hysteresis loop, which is associated

with capillary condensation taking place in mesopores. This isotherm also is character-

ized by limiting uptake over a range of high p/p�. The initial part of the Type IV isotherm

is much like a Type II isotherm and is attributed to monolayer–multilayer adsorption.

Type IV isotherms are found for many mesoporous industrial adsorbents.

The Type V isotherm is uncommon. It is related to the Type III isotherm in that the

adsorbent–adsorbate interaction is weak, but is obtained with certain porous adsorbents.

The TypeVI isotherm represents stepwisemultilayer adsorption on a uniform non-porous

surface. The step height, the sharpness of which depends on the system and the temperature,

represents the monolayer capacity for each physisorbed layer and, in the simplest case,

remains nearly constant for twoor three adsorbed layers. Amongst the best examples of Type

VI isotherms are those obtainedwithAr orKr on graphitized carbon blacks at liquid nitrogen

temperature.
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Figure 4.12 The six types of physisorption isotherms in which coverage (either relative
coverage y or absolute coverage s) is plotted against pressure, p, of a gaseous adsorbing
species (or concentration, c, of a species dissolved in a liquid solution). The coverage is often
expressed as specific coverage, that is, coverage per unit mass of the substrate.
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4.6.3 Thermodynamic Measurements via Isotherms

The van’t Hoff equation relates the equilibrium constant to the isosteric heat of

adsorption

@ lnK

@T

� �
y
¼ �qst

RT2
: ð4:6:9Þ

Substituting from Equation (4.6.3) for K and using @ð1=TÞ@T ¼ �1=T2 yields

@ ln p

@ð1=TÞ
� �

y
¼ � qst

R
: ð4:6:10Þ

This is the same result as Equation (4.1.15), which was derived from the Clausius-

Clapeyron equation. Thus, a plot of ln p at constant coverage versus 1/T yields a line of

slope �qst/R. A series of such measurements as a function of y leads to the functional

form of the dependence of qst on y. Should the plot of ln p versus 1/T not yield a straight

line, then one of the assumptions of the Langmuir model must be in error. One can try, for

instance, to fit the measured curves by introducing modified sticking coefficients. Plots of

qst versus y can be used to investigate lateral interactions by determining whether models

such as the Bragg-Williams or quasi-chemical approximation can accurately predict the

plots.

4.7 Temperature Programmed Desorption (TPD)

4.7.1 The Basis of TPD

Temperature programmed desorption 17,57–60 is a conceptually straightforward technique

as illustrated in Figure 4.13. A surface is exposed to a gas. Exposure can be performed by

several means. The most uniform method is to backfill the chamber with the desired gas

to some predetermined pressure for a measured length of time. Alternatively a tube may

be brought close to the sample and the gas is allowed to flow through it. This has the

advantage of exposing the sample to relatively more gas than the rest of the chamber

but the disadvantage of supplying a highly nonuniform gas flux, which can lead to

nonuniform coverage across the surface. An array doser61, 62 attached to the end of the

tube greatly improves the uniformity. In special cases, a molecular beam may be used to

dose the surface. The latter is particularly relevant to dynamical studies in which a

molecular beam is used so that the energetic characteristics of the molecules in the

molecular beam can be systematically varied. The compendium of Yates63 should be

consulted for an explanation of a wide range of experimental techniques that can be used

to improve the performance of TPD.
After exposure, the sample is rotated to face the detector. Early flash desorption

experiments, based on the method of Langmuir and Taylor52 and revived by Ehrlich,64

merely detected the pressure rise caused by rapid increase in the sample temperature.

Redhead65 slowed down the heating rate and showed how a thermal desorption spectrum

could be used to determine surface kinetics. A quadrupole mass spectrometer (QMS) is

employed in the modern technique. A QMS has the advantage of mass-selectively
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measuring the pressure rise. Therefore, it determines whether multiple products are

formed and discriminates against background gases.

Consider the situation in Figure 4.13. Molecules desorb from the walls at a rate L while

they are removed from the chamber of volume V by a vacuum pump operating at a

pumping speed S. The vacuum chamber contains a gas of density cg and molecules

desorb from the sample of surface area As with a time dependent rate As rads(t). The time

dependence is important because a temperature ramp, usually linear in time, is applied to

the sample according to

Ts ¼ T0 þ bt ð4:7:1Þ
where Ts is the sample temperature, T0 is the base temperature (the temperature at

t¼ 0) and b is the heating rate. The change in the number of gas-phase molecules is

given by

V
dcg

dt
¼ AsrdesðtÞ þ L� cgS ð4:7:2Þ

Assume that L and S are constant, that is, that the sample holder does not warm up

leading to spurious desorption and that the pressure rise that accompanies desorption is

not large enough to cause displacement of molecules from the walls or to affect the

Figure 4.13 Temperature programmed desorption. The procedure begins by dosing the
crystal at position (a). The crystal is then moved to (b), where mass-selective detection is
performed with a mass spectrometer.
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pumping speed. At the base temperature, which is low enough to ensure no desorption

from the sample, the gas phase attains a steady state composition given by

V
dcg

dt
¼ L� cgS ¼ 0 ð4:7:3Þ

The steady state solution is

cgs ¼ L

S
ð4:7:4Þ

which corresponds to a steady state pressure of

ps ¼ kBTgcg ¼ kBTgL

S
: ð4:7:5Þ

The pressure change caused by desorption is

�p ¼ p� ps: ð4:7:6Þ
The relationship between the pressure change and the rate of desorption can be written

V
d�p

dt
þ S�p ¼ kTgAsrdesðtÞ ð4:7:7Þ

In the limit of large pumping speed, the first term is negligible and

�p ¼ kBTgAs

S
rdesðtÞ: ð4:7:8Þ

In other words, the measured pressure change is directly proportional to desorption rate

and the position and shape of the desorption peak contains information about the kinetics

parameters, including lateral interactions, that affect the rate.

4.7.2 Qualitative Analysis of TPD Spectra

Figure 4.14 displays thermal desorption spectra measured for cyclopentene adsorbed on

Ag(221).66 These desorption spectra contain several features. Four different peaks, a1–
a4, appear in the spectra with relative sizes that depend on the amount of cyclopentene

exposed to the surface. The a1 and a2 peaks have a constant peak temperature while the

a3 and a4 peaks shift with increasing coverage. The lowest temperature peaks do not

exhibit saturation while the two highest temperature peaks do. Two obvious parameters

that can be used to characterize the peaks are the peak area, Ap, and the temperature

measured at the peak maximum, Tp (the peak temperature).

Integrating a desorption spectrum over all time

Ap / S

AskBTg

Z 1

0

�pdt ¼
Z 1

0

rdesðtÞdt ¼ s ð4:7:9Þ

we see that the peak area (or sum of peak areas for a multiple peak spectrum) is directly

proportional to the adsorbate coverage. Furthermore, if we integrate from t¼ 0 up to

some intermediate time ti, the included peak area is proportional to the amount desorbed.

This allows us to determine the coverage relative to the total initial coverage at every

point along the desorption curve. If an absolute coverage measurement is available for

the initial coverage, for instance by XPS, the desorption curve can be used to calculate
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the absolute coverage at every point along the curve. Note, however, that for a multiple

peak spectrum resulting from multiple adsorption sites, the area under each peak is not

necessarily equal to initial coverage of the different adsorption sites. Interconversion

Figure 4.14 Temperature programmed desorption (TPD) spectra for cyclopentene/Ag(221)
at (a) low coverage and (b) high coverage. In parts (a) and (b), adsorption was carried out at a
surface temperature of Tads¼ 83K and the heating rate was 2K s�1. Tads is used to denote the
surface temperature at the time of adsorption as distinguished from the surface temperature
during the TPD experiment. The exposures (in units of 1014 cm�2) to cyclopentene in part (a)
are: spectrum a, 1.2; spectrum b, 2.5; spectrum c, 3.1; spectrum d, 3.7; spectrum e, 4.9;
spectrum f, 6.2; spectrum g, 6.3. The cyclopentene exposures in part (b) are: spectrum a, 7.4;
spectrum b, 8.6; spectrum c, 9.3; spectrum d, 12.5; spectrum e, 15.6; spectrum f, 18.8. a1–a4
refer to desorption states. Reproduced from J. T. Yates, Jr. et al. J. Chem. Phys., 79 1026.
Copyright (1983), with permission from the American Institute of Physics.
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between the sites can occur during the acquisition of the spectrum, as occurs, for

example, in the H/Si system when di- and monohydride sites are both occupied.

Temperature programmed desorption is the beauty and beast of surface kinetics. Its

beauty lies in its simplicity. TPD rapidly leads to an approximate picture of what is going

on in surface kinetics. The beast lies in the accurate and unambiguous interpretation of

the data. The sensitivity of TPD is generally on the order of 0.01ML unless special

measures are taken which can take this limit down by up to two orders of magnitude. As

long as the pumping speed of the chamber in which desorption measurements are

performed is sufficiently high, the desorption rate is directly proportional to the pressure

rise in the chamber. In most modern surface science chambers this condition is easily

met. However, under special situations it may still be of concern. For instance, the

pumping speed of H2 is comparatively low in turbomolecular pumped systems.

Additionally if the conductance between the sample and the pressure measurement

device is constricted in some way or if spurious desorption from the walls or sample

holder occur, interferences arise. Since these experimental concerns can be solved, TPD

or its cousin temperature programmed reaction spectrometry (TPRS) remains the

technique of choice for initial investigations of surface kinetics. In one quick experiment,

the identity of reaction products and the temperatures at which they appear can be

determined.

Returning to the Polanyi-Wigner formulation of reaction kinetics, Equation (4.4.1), we

see that a direct measurement of reaction rate can lead to information on the kinetic

parameters governing the reaction. Substituting a linear temperature ramp into Equation

(4.4.1) and assuming that nn and Edes are independent of coverage, yields

Ed

RT2
p

¼ nnn

b
yn�1
p exp

�Ed

RTp

� �
: ð4:7:10Þ

For first-order desorption

Ed

RT2
p

¼ n
b
exp

�Ed

RTp

� �
ð4:7:11Þ

while for second-order desorption

Ed

RT2
p

¼ 2n2

b
yp exp

�Ed

RTp

� �
ð4:7:12Þ

where yp is the coverage at Tp. Equations (4.7.11) and (4.7.12) show that Tp is

independent of initial coverage, yi, for first-order desorption and Tp shifts to lower

temperatures as yi increases for second-order desorption. An increasing Tp with increas-

ing coverage is indicative of an order 0 < n < 1. Zero-order desorption strictly does not

lead to a peak. Integration of the Polanyi-Wigner equation shows that

yp ¼ yi
e
ðn ¼ 1Þ ð4:7:13Þ

and yn�1
p ¼ n�1yn�1

0 ðn > 1Þ: ð4:7:14Þ
The peak shape can also be used to analyse desorption. Zero-order desorption from

finite coverages leads to a series of peaks that all share the same leading edge. Eventually
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as the coverage drops during the desorption experiment, the desorption order changes to

n > 0 and, therefore, a peak is observed. First-order desorption leads to asymmetric

peaks. Second-order desorption leads to symmetric peaks. All of these generalization

apply only if A and Edes are coverage independent.

Returning to the desorption spectra in Figure 4.14, we can make several qualitative

conclusions about the adsorption of cyclopentene on Ag(221). The large peaks at low

temperature do not saturate and the leading edges of the peaks as a function of increasing

coverage overlap. These are clear indications of evaporation from a physisorbed layer.

The occurrence of two peaks in the low temperature range, well separated from the

higher temperature peaks due to chemisorption, are indicative of a change in binding

energy between the first (few) physisorbed layer(s) on top of the chemisorbed layer

compared with the physisorbed layers on top of the first physisorbed layer. This

frequently occurs. Menzel and co-workers67 have made high-resolution TPD studies of

the desorption of rare gases. They have shown that the desorption peaks from the first

through fourth layers for Ar physisorbed on Ru(001) can be resolved. The binding energy

eventually converges on the sublimation energy of the bulk material and indicates a

decreasing influence of the metal substrate on the binding of the physisorbate as the

separation from the surface increases.

The two higher temperature peaks in Figure 4.13 are due to the chemisorbed layer. Since

the adsorption of cyclopentene is molecular, desorption should be first-order. However, the

a4 peak shifts to lower energy even before the a3 peak appears. This is an indication that

strong lateral interactions are present because a first-order desorption peak should not shift

with increasing coverage. As shown by Adams16 sufficiently strong lateral interactions can

lead not only to shifting and broadening of TPD peaks, but also to the formation of separate

peaks although only one binding state is occupied. Proof of the influence of lateral

interactions for cyclopentene on Ag(221) would require an in-depth analysis17 that is

beyond the scope of this discussion, but it provides a likely explanation for the appearance

of two peaks in the chemisorption region even though only one binding site is occupied.

The review of Lombardo and Bell46 should be consulted for more details on techniques for

simulating TPD spectra and the effects of lateral interactions.

4.7.3 Quantitative Analysis of TPD Spectra

Figure 4.15 exhibits a variety of simulated TPD spectra which demonstrate how the shape

and size of the desorption peak varies with reaction order, coverage, Edes and A. Note that

independent of reaction order, the desorption rate at Tp from a full monolayer is on the

order of 0.1 ML s�1. This rule of thumb works for a variety of adsorbates. Strongly bound

adsorbates have large A factors and weakly bound ones have small A factors. At the end

of the day, nature likes to desorb �0.1 ML s�1 from a full layer for normal heating rates.

Redhead65 showed that the activation energy for desorption for first-order desorption is

related to the peak temperature by

Edes ¼ RTp ln
ATp

b

� �
� 3:46

� �
: ð4:7:15Þ

Equation (4.7.15) is often used with an assumed value of A. However, it should be used as

no more than a rule of thumb. It is a good first approximation to obtain a feeling for the
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binding energies but a final value can only be arrived at by a full quantitative analysis.

The only circumstances under which Equation (4.7.15) should be applied is when A is

known from experiment and for peaks that are well resolved showing no indication for

lateral interactions.

Numerous methods have been developed to analyse TPD spectra and these have been

critically reviewed by de Jong and Niemantsverdriet68 and Yates and co-workers.69 The

relatively quick technique of Falconer and Madix70 provides a useful approximation to

the kinetic parameters. Consider a desorption rate written as a general function of the

(non-negative order) expression of the rate dependence on coverage, g(y). This yields

rdes ¼ ngðyÞ exp �Edes

RT

� �
: ð4:7:16Þ

The rate reaches a maximum at Tp, thus by substituting from Equation (4.7.1) for T and

setting the derivative with respect to t equal to zero, we find

ln
b
T2
p

 !
¼ ln

Rn
Edes

dgðyÞ
dc

� �
Tp

" #
� E

R

� �
1

Tp

� �
: ð4:7:17Þ

Therefore, a plot of lnðb=T2
p Þ versus (1/Tp) results in a straight line with a slope of �Edes/

R provided that Edes is independent of coverage. This method provides a moderately

accurate value as long as the heating rate is varied by at least two orders of magnitude. It

is also a convenient method of determining whether lateral interactions are significant as

deviations from linearity in the plots are a clear indication of their presence. The pre-

exponential factor can then be determined by returning to the Polanyi-Wigner equation

and fitting the measured desorption curves.

The only fireproof method of determining the kinetics parameters is the complete

analysis of TPD spectra. This method is involved but accurate. A family of desorption

curves is measured as a function of initial coverage, yi or si depending on whether an

absolute coverage is known, as shown in Figure 4.16. These are used to construct a

family of s(t) curves via Equation (4.7.9). Because of the known (linear) heating rate, this
corresponds to a knowledge of s(Ts) as a function of si. Then an arbitrary value of

coverage, s1, is chosen that is contained in each of the desorption curves. The desorption

rate at this coverage, rads(s1), and the temperature at which this rate was obtained, T1, are

then read off each of these desorption curves. A plot of ln(rads(s1)) versus 1/T1 is used to

determine Edes(s1) and A(s1). This follows directly from the Polanyi-Wigner equation,

restated as

lnðrdesðsÞÞ ¼ lnðnnðsÞsnÞ � EdesðsÞ
R

1

Ts
: ð4:7:18Þ

3—————————————————————————————
Figure 4.15 Simulated thermal desorption spectra. In all cases the desorption activation
energy, Edes, and pre-exponential factor, A, are independent of coverage. (a) First-order
desorption for various coverages s (note the asymmetric peak with constant Tp). (b) Sec-
ond-order desorption for various coverages (note the symmetric peak with Tp that decreases
with increasing coverage). (c) Effect of change in Edes in steps of 5 kJmol�1. (d) Effect of change
in A in steps of 101. In parts (c) and (d) similar shifts in peak position are observed for first-order
desorption in this temperature and coverage range. b, heating rate; si, initial coverage.
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Equation (4.7.18) shows that the slope unambiguously determines Edes(s). By choosing a

set of coverage values, the functional form of Edes(s) versus coverage can be determined.

The pre-exponential factor and the reaction order are determined from the intercept. This

can lead to ambiguity in the values of A(s) and n if only a relative rather than absolute

coverage is known. Likewise the functional form of A(s) is determined by a series of

intercepts determined for different coverages.

4.8 Summary of Important Concepts

� Whereas adsorption can be activated or nonactivated, desorption is always activated.

Correspondingly, adsorption is always exothermic.

� The heat of adsorption per molecule generally depends on the number of adsorbates.

Changes in the heat of adsorption are associated with adsorption at different types of

sites, interaction between adsorbates (lateral interactions) and/or changes in electronic

structure associated with adsorption.

Figure 4.16 The complete analysis of temperature programmed desorption curves. The
analysis is performed for the spectra in Figure 4.15(a) at the arbitrarily chosen coverage of
s¼ 1� 1014 cm�2. (a) Desorption rate plotted against coverage for various surface tempera-
tures, Ts; (b) ln (desorption rate) plotted against the reciprocal of Ts at s¼ 1� 1014 cm�2. The
straight lines in (a) and (b) confirm that desorption is first order and that the kinetic parameters
are coverage independent, respectively.
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� The equilibrium coverage is determined by the heat of adsorption, the temperature and

the pressure in the gas phase. (adsorption isotherms).

� The compensation effect yields desorption rate constants that change little with

coverage due to counterbalancing changes in the enthalpy and entropy of activation.

� The kinetics of adsorption and desorption share many aspects (Polanyi-Wigner and

Arrhenius formulations) in common with kinetics in other phases. However, on surface

there are a limited number of adsorption sites and, therefore, the concentration terms

that are used in surface kinetics differ fundamentally from those used in other phases.

� Noninteger orders in desorption kinetics demonstrate that desorption is more compli-

cated than an elementary reaction. More complex reaction orders can arise from strong

lateral interactions, multiple binding sites and/or nonrandom adsorbate distributions.

� The kinetics of adsorption can only be calculated if a model is assumed to describe

how the sticking coefficient changes with coverage.

� Within the Langmuir model of adsorption, adsorption only occurs if the incident

molecule strikes an empty site, adsorption saturates at 1ML and adsorption is random.

The sticking coefficient then drops as (1–y) for molecular adsorption and (1–y)2 for
dissociative adsorption requiring two adjacent empty sites.

� In precursor-mediated adsorption, the sticking coefficient does not follow (1–y).
Adsorption occurs via a competitive process. Molecules enter a mobile state from

which desorption competes with the search for an empty site.

� Adsorption isotherms can be derived by equating the rates of adsorption and

desorption at equilibrium.

� Kinetic and thermodynamic parameters can be determined by the measurement of

isotherms and TPD spectra.

4.9 Frontiers and Challenges

� The thermodynamics of nanoparticles. Much of thermodynamics of surface (more

on this in Chapter 5) is couched in blackbox terms in which the dividing surface can

be variously defined and interpreted. When the size of the particle becomes

comparable to the uncertainty in how the interface is defined then the difficulty

of the problem takes on new dimensions. For instance, what is the temperature of

one nanoparticle?
� Microcalorimetry on single crystal surfaces of adsorption and reactions.

� Description of coverage effects on the heat of adsorption.

� Characterization and description of lateral interactions.
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4.11 Exercises

4.1 The canonical partition function appropriate for the Langmuir model is2

Qads ¼ CNads

N0
exp

Nadse
kBT

� �
ð4:11:1Þ

and the grand canonical partition function is

� ¼
XN0

Nads

Qads exp
Nadsmads
kBT

� �
; ð4:11:2Þ

where CNads

N0
is the number of configurations and mads is the chemical potential of the

adsorbate phase. Derive Equation (4.2.1) by calculating

y ¼ hNadsi=N0; ð4:11:3Þ

where hNadsi is the average number of adsorbed atoms.

4.2 Consider nondissociative adsorption. Assuming both adsorption and desorption are

first-order processes, write down an expression for the coverage of an adsorbate as a

function of time. The system is at a temperature T, there is only one component in

the gas phase above the surface at pressure p and the saturation surface coverage is

given by ymax. Assume adsorption is nonactivated and that the sticking is direct.

4.3 Consider sticking that requires an ensemble of two adjacent sites as is often true in

dissociative adsorption. Assuming that there is no desorption, write down an

expression for the coverage of an adsorbate as a function of time. The system is

at a temperature T, there is only one component in the gas phase above the surface at

pressure p and the saturation surface coverage is given by ymax. Assume adsorption

is nonactivated and that the sticking is direct.

4.4 Consider sticking that requires an ensemble of three adjacent sites. Assuming that

there is no desorption, write down an expression for the coverage of an adsorbate as a

function of time. Compare the results with what is expected for adsorption that

requires only one site or two sites for the case of methane sticking on a Pt(111) surface.

Take N0¼ 1.503� 1015 cm�2, ymax¼ 0.25ML, T¼ 800K and the initial sticking

coefficient is 2.5� 10�7. You will have to consider exposures up to 1� 1022 cm�2.
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4.5 Consider sticking that requires an ensemble of only one surface atom but that

poisons n sites. In other words, each adsorbing molecule appears to occupy n sites.

Assuming that there is no desorption, write down an expression for the coverage of

the adsorbate as a function of time. Compare the result for n¼ 7 with what is

expected for adsorption that requires only one site for the case of methane sticking

on a Pt(111) surface. Take N0¼ 1.503� 1015 cm�2, ymax¼ 1, T¼ 800K and the

initial sticking coefficient is 2.5� 10�7. You will have to consider exposures up to

1� 1022 cm�2.

4.6 Given that the kinetic parameters for diffusion are D0¼ 5�10�6 cm2 s�1 and

Edif¼ 20.5 kJmol�1 and those for desorption are A¼ 1012 s�1 and Edes¼ 110 kJ

mol�1 (first order) for CO on Ni(100), how far does the average CO molecule roam

across the surface at Ts¼ 480K (the top of the temperature-programmed desorption

peak).

4.7 The experimentally measured desorption pre-factor for NO desorption from Pt

(111) is A¼ 1016�0.4 s�1 with an initial sticking coefficient s0¼ 0.9. Take the

partition function of the transition state as equal to the partition function of the free

molecule and determine whether the experimental value is consistent with the

transition state theory prediction. In the gas phase: ��ðNOÞ ¼ oe ¼ 1904 cm�1,

B0 ¼ 1:705 cm�1. In the adsorbed phase: ��ðNOÞ ¼ 1710 cm�1, ��ðNO--PtÞ ¼
306 cm�1, ��ðfrust rotÞ ¼ 230 cm�1, ��ðfrust transÞ ¼ 60 cm�1

4.8 Estimate the evaporative cooling rate for a hemispherical droplet of Si with a radius

of 900 nm.

4.9 Show that for precursor mediated adsorption described by the Kisliuk model, a plot

of ln½ða=s0Þ � 1� versus 1/Ts is linear with a slope of �ðEdes � EadsÞ=R, where Edes

and Eads are the activation energies for desorption and adsorption out of the

precursor state.

4.10 Consider precursor mediated adsorption through an equilibrated precursor state.

The activation barrier to desorption out of the precursor is Edes and the activation

barrier separating the precursor from the chemisorbed state is Ea. Prove mathe-

matically that in precursor mediated adsorption, if Edes > Ea, increasing the

surface temperature decreases the sticking coefficient and if Edes < Ea, increasing

Ts favours sticking.

4.11 Consider the absorption of two molecules A and B that adsorb nondissociatively on

the same sites on the surface. Assuming that both follow Langmuirian adsorption

kinetics and that each site on the surface can only bind either one A or one B

molecule, show that the equilibrium coverages of A and B are given by

yA ¼ KApA

1þ KApA þ KBpB
ð4:11:4Þ

yB ¼ KBpB

1þ KApA þ KBpB
: ð4:11:5Þ

4.12 Many different pressure units are encountered in surface science and conversions

are inevitable. Show that

Zw ¼ 3:51� 1022 cm�2 s�1 pffiffiffiffiffiffiffiffi
MT

p ð4:11:6Þ
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where p is given in torr, M in gmol�1 and T in Kelvin. Derive a similar expression

that relates the SI units of pressure (Pa), molar mass (kgmol�1) to the flux in

m�2 s�1.

4.13 Show that for dissociative adsorption within the Langmuir model, the isotherm

equation is given by

y ¼ ðpKÞ1=2
1þ ðpKÞ1=2

: ð4:11:7Þ

4.14 An alternative representation of the Langmuir isotherm for a single component

system is

c ¼ lVp
lp þ p

; ð4:11:8Þ

where c is the surface coverage, lv is the Langmuir volume, lp is the Langmuir

pressure and p the pressure. Note that the dimensions of lv set the dimension of c,

which is often expressed in some form of concentration units (such as molecules

adsorbed per gram of adsorbent) rather than areal density. Use Equation (4.6.4) to

derive an equation of the form of Equation (4.11.8) and determine the meaning of

lv and lp. Instead of fractional coverage explicitly use the areal density and

saturation coverage ssat.
4.15 Methane is often found adsorbed on coal. Consider the reversible, nondissociative

molecular adsorption of CO2 and CH4 on coal. The parameters describing

adsorption are given below:

Calculate the equilibrium coverage for CO2 and CH4 on coal exposed to a total gas

pressure of 3500 kPa for (a) pure CH4, (b) pure CO2 and (c) a 50/50 mixture of

CH4 and CO2. Which species is bound more strongly and what is the implication of

pumping CO2 into a coal seam saturated with CH4?

4.16 Use the simple pairwise model of lateral interactions to investigate the effects of

lateral interactions on a temperature-programmed desorption spectrum. Assume

that the overlayer is completely disordered at the desorption temperature, that

adsorption is nonactivated and therefore Edes¼ qads and that the pre-exponential

factor is independent of coverage. Use kinetic parameters typical of CO on a bcc

(100) lattice (bcc, body-centred cubic): A¼ 1�1016 s�1, E0
des ¼ 150 kJmol�1.

Calculate and plot spectra for o¼ 0, �5 and �10 kJmol�1.

4.17 Given that A adsorbs in the three-fold hollow site on a fcc(111) lattice (fcc, face-

centred cubic) with an energy q0ads ¼ 100 kJmol�1 and using all of the assump-

tions of the Langmuir model of adsorption apart from non-interacting adsorbates,

calculate the isotherms expected for repulsive lateral interactions of 0, 2, 5 and

lv / mol g�1 lp / kPa

CO2 0.0017 2100
CH4 0.00068 4800
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10 kJmol�1. Make a series of plots to demonstrate the effects of repulsive

interactions on the isotherms.

4.18 On Pt(111) straight-chain alkanes exhibit nonactivated molecular adsorption at

low Ts. The desorption activation energy as determined by TPD is 18.6, 36.8,

42.4 and 54.0 kJmol�1 for CH4, C2H6, C3H8 and C4H10, respectively.
71 Explain

this trend.

4.19 Derive Equation (4.7.17) and show that if the Polanyi-Wigner equation describes

the coverage dependence of the rate then

ln
b
T2
p

 !
¼ ln

Rnnny
n�1
0

Edes

� �
� E

R

� �
1

Tp

� �
: ð4:11:9Þ

4.20 Derive Equations (4.5.16–18).

4.21 Write out expressions of Equation (4.5.23) in the limits of

(a) large desorption rate from the precursor,

(b) large adsorption rate into the chemisorbed state,

(c) large desorption rate from the chemisorbed state.

Explain the answers for (b) and (c) with recourse to the value of s0.

4.22 In recombinative desorption, the pre-exponential factor can be written19

A ¼ D�v; ð4:11:10Þ
where D is the mean molecular diameter and �v is the mean speed of surface

diffusion,

�v ¼ l
t
; ð4:11:11Þ

where l is the mean hopping distance (the distance between sites) and t is the

mean time between hops,

t ¼ t0 expðEdif=RTÞ; ð4:11:12Þ
where t0 is the characteristic hopping time. Use this information and the

expression for the desorption rate constant to show that a compensation effect

could be observed in a system that exhibits a coverage dependent diffusion

activation energy, Edif.

4.23 When 0.5 L of H2 is dosed onto Ir(110)–(2�1) at 100K, it adsorbs dissociatively.

Its TPD spectrum exhibits one peak at 400 K. When propane is dosed to saturation

at 100K on initially clean Ir(110)–(2�1), the H2 TPD spectrum exhibits two peaks,

one at 400K and one at 550K.72 Interpret the origin of these two H2 TPD peaks

from C3H8 adsorption.

4.24 Show that for the simple adsorption reaction

Aþ 	 Ð A	
the following relationship holds:

y	 ¼ 1

1þ ðyA=y	Þ ð4:11:13Þ
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4.25 Using transition state theory and the lattice-gas approximation73 the rate constants

for adsorption and desorption can be written

ka ¼ ð1� yÞk0a
X
i

P0;i expð�e	i =kBTÞ ð4:11:14Þ

kd ¼ ð1� yÞ
y

k0d expðma=kBTÞ
X
i

P0;i expð�e	i =kBTÞ; ð4:11:15Þ

where k0a and k0d are the rate constants in the limit of low coverage, P0;i is the

probability that a vacant site has the environment denoted by index i and e0i
describes the lateral interactions in the activated state. The units of these rate

constants are such that the net rate of coverage change can be written

dy
dt

¼ kap� kdy: ð4:11:16Þ

Show that Equations (4.11.14) and (4.11.15) obey microscopic reversibility by

showing that at equilibrium

ma ¼ md: ð4:11:17Þ
You will need to use the standard expression for the chemical potential of gas

phase particles

mg ¼ m�g þ kBT ln p: ð4:11:18Þ
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5

Liquid Interfaces

Liquid interfaces are important in many biological and real world settings, in particular

the interactions of water with other materials. Membrane and micelle formation as well

as protein folding all involve bonding interactions with water molecules at their surfaces.

The interaction of surfactants at interfaces, specifically the lowered surface tension

accompanying adsorption, is one of the main factors determining the effectiveness of

products such as soaps, detergents and lubricants. Here we will concentrate mainly on the

interactions of aqueous systems and the liquid/solid interface.

What is the nature of the liquid/solid interface and how does it differ from the gas/solid

interface? We know what the bulk of the solid is like. In a crystal we have a system that

exhibits long-range and short-range order. Bonding distances, angles and composition are

all well defined and uniform. The bulk of a liquid is a much less ordered system. There is

short-range order, nearest neighbour distances and angles have a high correlation, but no

long-range order. Composition is constant but the exact positions of neighbours are in

flux and constantly changing even if, on average, they exhibit short-range order. Solutes

exist surrounded by a characteristic solvent shell. A huge difference between gases and

liquids is that liquids with a high dielectric constant support stable ionic species. Another

defining difference is that while in an ideal gas we can neglect intermolecular interac-

tions, in an ideal liquid interactions are assumed to be present but uniform for all species.

So what are the consequences of these differences and what does the interface between

these two phases look like?

5.1 Structure of the Liquid/solid Interface

Consider a physisorbed system. A physisorbed layer at a sufficiently high temperature

can exist in a disordered liquid like state in which the molecules are highly mobile and

not particularly bound to any one site. At the liquid/solid interface this is known as

nonspecific adsorption (we will modify this definition shortly when we consider

Surface Science: Foundations of Catalysis and Nanoscience – Second Edition Kurt Kolasinski
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solutions). As mentioned in Section 4.7.2 each successive layer in a multilayer

physisorption system is bound slightly differently. The presence of the substrate perturbs

the physisorbate slightly and this first layer is the most strongly bound, the one most

influenced by the crystallography of the substrate. The second layer senses the surface

less but still acts differently than the same molecule in the liquid phase because it is

interacting with other physisorbates that are strongly perturbed from the normal liquid

state. For Ar physisorbed on Ru(001) Menzel and Schlichting1 were able to resolve

binding strength differences in the first four physisorbed layers. The binding energy (and

perturbation to the adsorbate) decreases gradually in these first few layers. Eventually for

thick enough layers the molecules are unaffected by the presence of the solid and they

assume all properties of the bulk liquid.

An ionic species interacts strongly with the solvent as well as the solid. It might

chemisorb with a well-defined adsorbate geometry as we expect in any chemisorption

system. This is called specific adsorption. The ion exists with a solvent shell in the solution

but if it is specifically adsorbed, it must shed this shell at least partially when it sticks to the

surface. This will only occur if the formation of a chemisorption bond between the ion and

the surface can overcome that portion of the energy of solvation between the solvent and

the solute that is lost as a result of specific adsorption. This does not mean that a specifically

adsorbed ion has lost all interaction with the solvent. However it does mean that there is no

solvent intervening between it and the surface. A nonspecifically adsorbed ion is one that

has not lost its solvent shell. In this case the solvent–solute interaction is stronger than the

solute–surface interaction and only a physisorption interaction between the solvated ion

(with intervening solvent molecules) and the surface occurs. These types of interactions are

illustrated in Figure 5.1, which demonstrates that the liquid/solid interface is very complex

and that whereas the gas/solid interface is really confined to just the adsorbed layer and the

solid surface, the liquid/solid interface is composed not only of these but also a region of

space in which the liquid changes from the structure and composition of the adsorbed layer

to the structure and composition of the bulk liquid.

The structure of the electrolyte/solid interface is complex and models of it have

developed over the years.3–5 Figure 5.1 depicts the Stern layer, which is composed of the

inner and outer Helmholtz layers, on top of which a diffuse Gouy layer resides. The

development of this model began with the work of Helmholtz.6 The inner Helmholtz

layer is defined by the plane that contains a layer of fully or partially solvated ions.

Whether ions are specifically or non-specifically adsorbed depends on the electric field

strength and the chemical identity of the ions. The outer Helmholtz layer is defined by the

plane of fully solvated ions that reside above the inner layer; together these form the

electric double layer. Depending on the extent to which the charge of the first layer is

compensated by excess charge at the solid surface, the outer layer is composed either of

like charged ions (full compensation), counterions (no compensation) or a mixture of the

two. Gouy7 and Chapman8 developed a continuum model in which a continuous charge

distribution above the surface is contained in a diffuse mobile layer. The solvent in this

layer is depicted as a continuous medium rather than as a molecular liquid. Stern9

combined both of these concepts to create the model depicted in Figure 5.1. The shape of

the interface influences the formation of the Stern layer and a model calculation of the

potential and ion distribution around a spherical surface was subsequently achieved by

Debye and Hückel.10
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These examples lead us to see how there are two very different descriptions for the

liquid/solid interface. One is atomistic much like what we have developed for the gas/

solid interface. The other is phenomenological and more continuum like (or, perhaps,

more like a black box). We can divide the liquid/solid system into four regions. The bulk

liquid, the bulk solid, the surface of the solid along with its adsorbates and a region just

above the adsorbed layer that is different from the bulk liquid. Throughout this chapter

Figure 5.1 A model of the liquid/solid interface with examples of specific and non-specific
adsorption. (a) The structure of the Helmholtz layers and a pure solvent is also shown. (b)
Potential drop across the interface in case of nonspecific (—) and specific (- - -) ion adsorption.
fm; fs, and f2 are potentials inside the metal, in the electrolyte, and at the outer Helmholtz
plane x2, respectively. A linear potential drop across the electrochemical interface is generally
assumed for nonspecifically adsorbing ions, while in the case of specific adsorption a steeper
potential gradient (close to the metal surface) and an ‘overshooting’ of the potential with
respect to the solution value is assumed.2 Reproduced from D.M. Kolb, Surf. Sci. 500 722.
Copyright (2002), with permission of Elsevier.
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we will try to develop both of these models better to understand how these four regions

interact and influence the chemistry that occurs at the liquid/solid interface.

5.1.1 The Structure of the Water/solid Interface

Water is the exception to almost every rule and its interactions with other forms of matter

are extremely complex. If it were not of such paramount importance to our world and life

itself, we might never study water and simply write it off as pathological. However,

because of its unique importance, we specifically treat the water–solid interaction here.

The aqueous solution phase can significantly alter the reactivity of an adsorbed system

by changing the electronic structure of the metal, solvating charged reactive states, and/or

participating directly in chemical reactions by providing proton or ion shuttling path.

Taylor and Neurock have shown,11 in particular, that chemistry at the aqueous/metal

interface is determined by the steric and electrostatic effects of the solvent, as well as the

reactivity of water on the metal, and the modification of chemical reactivity according to

the electrochemical potential.

The interaction of water with metal surfaces has been reviewed succinctly by Clay and

Hodgson12 as well as being the subject of exhaustive reviews by Thiel and Madey13 and

Henderson.14 These interactions have also been treated theoretically by Michaelides and

co-workers among others.15, 16 Much can be drawn from the investigation of ice layers

but we should not necessarily think of ice-like layers as rigid solids. The surface of ice is

often spoken of as liquid-like; whereas the liquid water/solid interface is often referred to

as ice-like. Neither one of these terms should be considered too strictly and again it must

be kept in mind that water has the unique properties of water.

Water adsorbs on close packed transition metal surfaces with a binding energy that is

comparable to the hydrogen bond strength of water, Ewater
HB � 23 kJ mol�1.12 This equiva-

lence ensures that stable water structures must optimize both the water–metal and the

water–water interactions to find stable adsorption structures at metal interfaces. When

combined with the highly directional nature of the water–water hydrogen bond and the

influence of hydrogen bonding to subsequent water layers, the result is that the structure of

the water–metal interface represents a complicated balance between local considerations,

such as the local adsorption site on the metal, and the formation of an extended 2D or 3D

hydrogen bonding network in the water ice layer with the optimum density of water. The

lateral oxygen–oxygen separation in an (0001) plane of bulk ice Ih is similar to the next

nearest neighbour distance in the close pack surfaces of the transition metals, suggesting

that these metals should make good templates for growing crystalline ice films.

The ground electronic configuration of the water molecule is 1a21 2a21 1b22 3a21 1b21. In

water ice, the electronic states are localized so that the same notation can be used to

describe the electronic states. The 3a1 and 1b1 orbitals interact with the unfilled dz2 states

on the metal surface by donating electrons into unfilled or partially filled dz2 states. If, on

the other hand, the dz2 state is occupied, a four-electron bond to the surface can form,

whereby electrons that would otherwise occupy anti-bonding states are emptied into

the Fermi level. Michaelides et al. determined that the optimized metal–oxygen bond

lengths for adsorbed water on different metals varied between 2.25 Å (on Cu) and 3.02 Å

(on Au). The calculated adsorption energies for water, Eads, over different transition and

noble metals were all in the range of weak interactions, with binding energies between

258 Surface Science



0.13 eV for Au and 0.42 eV for Rh, confirming that these adsorption energies are

comparable to the hydrogen bond strength in water. Because of this, the balance between

the water–water hydrogen-bond strengths and the water–metal interaction energies

dictates whether or not water can form ordered structures over these metal surfaces.

Doering and Madey first proposed a general model for the structure of water at a

metal surface on the basis of a truncated plane of bulk ice.17 The Bernal and Fowler18

and Pauling19 (BFP) rules for bulk ice imply a hexagonal network of oxygen atoms

are hydrogen bonded together to create rings of six waters, each water maintaining a

tetrahedral geometry and each O–O axis containing only one hydrogen. To preserve

the tetrahedral bonding geometry of water, the oxygen atoms buckle to form

‘puckered’ rings, with each oxygen vertically displaced from its nearest neighbour

by ca 0.97 Å. Doering and Madey modified these rules to account for the preference

for water to bind to a metal surface via its oxygen lone pair. The result is a structure

where water forms two-dimensional islands of ice with a bilayer structure, half of the

water molecules binding directly to the metal through the oxygen with the other half

hydrogen bonding to those below. This model predicts ice structures where each of

the waters in the upper half of the bilayer has one unsatisfied hydrogen bond, leaving

OH dangling ‘H-up’ toward the vacuum, as shown in Figure 5.2. The molecules in the

lower layer are close to flat. The energy difference between the H-up and the H-down

Figure 5.2 Water bilayer structure for adsorption on closed packed metal surfaces. Repro-
duced from C. Clay, A. Hodgson, Curr. Opin. Solid State Mater. Sci. 9, 11. Copyright (2005),
with permission from Elsevier.
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structure is not great and the specific structure will depend on the balance between

adsorption and hydrogen bonding energies as determined by the identity of the metal. The

structure of water near a Pt(111) surface is influenced by the polar anchoring of the first

monolayer to the metal. This surface induced ordering decays over a distance of�30ML. It

should also be emphasized that the structure of water near room temperature is not static

and that while the O atoms tend to maintain their structure, there is significantly more

randomness to the location of the H atoms.

The structure of a water layer is affected not only by the metal but also by the presence

of co-adsorbates, whether or not the water can dissociate, and any electric field. Water

has an intrinsic dipole and an electric field will tend to align the dipole. A positive

electric field orientates the water with the oxygen toward the surface and the H atoms

away. When the field changes sign, the water molecules flip over. The presence of pre-

adsorbed O atoms can lead to the dissociation of some water molecules and the formation

of mixed OHþ H2O layers. This occurs on Pt(111). On Ru(0001) either a metastable

intact water layer or a partially dissociated layer can be formed. In the partially

dissociated layer the water lies flat.12

The ordering of the water molecules at an insulator surface responds to the pH due to

an effect that is analogous to the effect of an electric field. The water dipoles flip by 180�

as the pH is adjusted from low to high since the charging at the surface changes. For pure

water interacting with a solid, the net charge on the solid determines how well ordered as

well as the orientation of the water layer. As the pH or potential is changed, the net

surface charge will change from positive to negative. When the surface charge is neutral

this defines the isoelectric point (IEPS) or point of zero charge (PZC). In the colloid

literature this is called the point of zero zeta potential. The charges and accompanying

field act on the water to orientate it. The orientation is worst when the interface is neutral

and reverses, at least for some of the water molecules, from one side of the isoelectric

point to the other.

On quartz and mica surfaces, the water bound on the surface has an ice-like ordered

structure rather than a disordered liquid water structure even at room temperature.20, 21

Oxides such as quartz (SiO2), TiO2 and sapphire (Al2O3) are protonated at low pH such

that their surfaces are covered by �OH groups. Deprotonation occurs at high pH. On

CaF2, which has a PZC at pH 6.2, there is a change in orientation of water molecules

above and below this point. On Al2O3 (sapphire) this occurs just above pH 8. The most

ordered structures are found at low and high pH as the water molecules respond to

increased hydrogen bonding and/or an enhanced electric field at the surface. The IEPS is

important because the changes in the surface dipole cause changes not only in the water

layer above it, and the dipoles associated with water, but also the distribution of ions in

solution will then react to this, as can competitive adsorption.

5.2 Surface Energy and Surface Tension

Previously when we discussed the thermodynamics of adsorption at the gas/solid

interface, we assumed that the gas was ideal. In an ideal gas, there are no intermolecular

interactions and as long as the pressure is not too high, nor the temperature too low, all

gases tend toward ideal behaviour. While it simplifies some thermodynamic expressions,
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the assumption of ideal gas behaviour has little significance for the discussion of

adsorption at the gas/solid interface.

When we consider the thermodynamics of adsorption at the liquid/solid interface, we

no longer can assume that intermolecular interactions in the liquid phase are negligible.

Indeed, they have very strong effects on the energetics of the liquid/solid interface. An

ideal gas is perfectly randomized. An ideal liquid/solution is also random but we have

already introduced the concept that the structure of the liquid is different near the

interface in the Helmholtz layer. The composition of an ideal gas, liquid or solution is

uniform everywhere. The composition and structure of a solution near the interface need

not be uniform even at equilibrium. While in an ideal gas there are no intermolecular

interactions, in an ideal solution there must be intermolecular interactions and these are

assumed to be the same for all components. If the interactions are not equal for all

components then when adsorption occurs, we will need to consider how the environment

about the molecule changes in going from the liquid phase to the adsorbed phase. Even if

a molecule has an exothermic adsorption enthalpy from the gas phase, it might not have

an exothermic adsorption enthalpy from the solution phase if its enthalpy of solvation is

high. Although entropy favours a uniform composition and a completely disordered

system, the interfacial region may exhibit order and a composition differing from the

bulk liquid if there are energetic factors that override the entropic factor.

5.2.1 Liquid Surfaces

Gibbs22 laid the foundation for the thermodynamics of fluid interfaces. To help us

understand the interactions that occur at interfaces, we need to define and utilize surface

energy (associated with energy required for surface creation) and surface tension

(associated with the energy required for surface deformation). For a liquid, these two

terms are synonymous and we use them interchangeably. For largely historical reasons,

the term surface tension is commonly used to refer to liquid surfaces. As we shall see in

Chapter 7, this terminology is somewhat ambiguous for solids, therefore, we confine the

use of surface tension to liquids.

We begin by discussing liquid surfaces. Surface tension, g, is defined by the relation-

ship between the amount of work performed in enlarging a surface, dWs, and the surface

area created, dA. At constant temperature and pressure the amount of work done to

expand reversibly a volume by an amount dV is

dWT ;P ¼ p dV: ð5:2:1Þ

By direct analogy, the amount of work required to expand reversibly a surface is given by

dWs
T ;P ¼ g dA: ð5:2:2Þ

Hence, the surface tension is the surface analogue of pressure. Whereas three-dimen-

sional pressure is perpendicular to the surface (the direction of expansion), the surface

tension is parallel to the surface. Surface tension, unlike the pressure of an ideal gas, is a

material dependent property. Surface tension scales with the force required to expand the

surface area of a material. The surface energy of a material in the solid state is larger than

the surface energy of that material in the liquid phase and tends to scale with the heat of

sublimation. Typical values of surface energy range from 2:90� 104 N m�1 for W(s) to
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721.3 N m�1 for H2O(l) to 3.65N m�1 for He(l). Equivalent units are J m�2. As

confirmed in Table 5.1, there is a general tendency for surface energy to decrease with

increasing temperature.

The change in Gibbs energy upon a change in surface area for a pure liquid is given by

dG ¼ �S dT þ V dpþ g dA ð5:2:3Þ
At constant temperature and pressure, this reduces to

dGT ;p ¼ g dA; ð5:2:4Þ
which shows that surface tension can also be thought of as the surface Gibbs energy per

unit area of a pure liquid.

A system at equilibrium has attained a minimum value of the Gibbs energy. For a

surface at constant T, p and composition, the condition for minimum Gibbs energy is

found by minimizing the surface Gibbs energy according toZ
gðmÞ dA ¼ minimum: ð5:2:5Þ

In Equation (5.2.5) we write the surface tension as a function ofm, a unit vector along the

surface normal. This allows for any potential orientation dependence in the surface

energy, which is essential for a solid, as will be shown in Chapter 7. For a material such

as a liquid in which g is isotropic, that is, in which the surface energy does not depend on

the surface orientation, the minimum of the integral in Equation (5.2.5) is obtained when

the surface area of the material is minimized. Consequently, liquids and other isotropic

materials contract into a sphere (in the absence of other forces such as gravity that can

distort the particle shape) because a sphere has the minimum surface area.

Consider the case of adding a liquid onto the surface of a solid (or another liquid), we

need to generalize Equation (5.2.3) to include the presence of more than one material.

The Gibbs energy is then

dG ¼ �S dT þ V dpþ
X
i

gi dAi þ
X
j

mj dnj ð5:2:6Þ

Table 5.1 Selected values of surface tension taken from Adamson and Gast.27

Temperature / �C g / mN m�1

Liquid–vapour Interface
Perfluoropentane 20 9.89
Heptane 20 20.14
Ethanol 20 22.39
Methanol 20 22.50
Benzene 30 27.56

20 28.88
Water 25 72.13

20 72.94
Hg 25 485.5

20 486.5
Ag 1100 878.5
Cu 1357 (Tf) 1300
Pt 1772 (Tf) 1880
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for a system with i interfaces and nj moles of j components of chemical potential mj. At
constant T and p

dGT ;p ¼
X
i

gi dAi þ
X
j

mj dnj ð5:2:7Þ

and the equilibrium configuration of the system is obviously much more complex than

a simple sphere. The system now attempts to maximize the areal fraction of low

surface tension components while simultaneously maximizing the concentration of

low chemical potential components. The system must balance the tendency toward

minimum surface area with the drive to form substances with the lowest chemical

potential.

5.2.2 Curved Interfaces

In Figure 5.3 are depicted two commonly encountered curved interfaces involving a

liquid. The Young-Laplace equation relates the radius of curvature r of a sphere and the

surface tension g to the pressure difference �p between the two phases

�p ¼ 2g
r
: ð5:2:8Þ

�p is also known as the Laplace pressure. For a more general curved interface, 2/r is

replaced by 1=ðr1 þ r2Þ where r1 and r2 are the two principal axes of curvature. Equation

(5.2.8) tells us that in a sphere of uniform radius r, the pressure inside of the bubble/

droplet is also uniform; furthermore, the smaller the radius, the greater the pressure

difference. Whereas the pressure inside a gas bubble of radius r ¼ 10mm in water is

140 Pa greater than the outside pressure, a similar bubble with r ¼ 10 nm experiences a

pressure of 1:4� 107 Pa higher than the pressure in the liquid.

The Laplace pressure has an effect on the vapour pressure of liquids confined to drops.

The vapour pressure found in thermodynamic tables refers to the vapour pressure

measured above a planar surface. The elevated pressure experienced by molecules in a

droplet causes them to evaporate more easily than the molecules contained behind a flat

interface. To calculate the effect of the Laplace pressure on vapour pressure we start by

calculating the molar Gibbs energy of a vapour at its normal vapour pressure p*,

G�
m ¼ G

�
m þ RT ln p�: ð5:2:9Þ

Figure 5.3 (a) A spherical gas bubble of radius r < 0 suspended in a liquid. (b) A spherical
liquid drop of radius r > 0 suspended in a gas. Note that there is a change in sign of r between
the two cases.
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G�
m is the standard state molar Gibbs energy. Comparing this with the molar Gibbs energy

at an arbitrary pressure p (that is, pressure inside the drop),

Gm ¼ G�
m þ RT ln p ð5:2:10Þ

the change in the molar Gibbs energy resulting from the curvature of the interface is

given by

�Gm ¼ Gm � G�
m ¼ RT ln

p

p�
: ð5:2:11Þ

This change in the Gibbs energy as a function of curvature, and hence also size, is known

as the Gibbs-Thompson effect. Similarly, we can calculate the change in molar Gibbs

energy as a function of the pressure increase brought about by the curved interface at

constant temperature according to

�Gm ¼
Z

dG ¼
Z

Vm dp� Sm dT ¼
Z�p

0

Vm dp ¼ Vm �p: ð5:2:12Þ

Here we use the usual definition of the change in Gibbs energy at constant composition,

isothermal conditions and have assumed that the change in the molar volume Vm is

negligible. Substituting from Equation (5.2.8) for �p and equating the result with

Equation (5.2.11), we arrive at the Kelvin equation

RT ln
p

p�
¼ 2gVm

r
or p ¼ p� exp

2gVm

RTr

� �
: ð5:2:13Þ

Recall that for a droplet, the radius of curvature r is positive and for a bubble r is

negative. Therefore, for a droplet in contact with its vapour, the liquid has a higher

vapour pressure than normal and the vapour pressure increases with decreasing size. The

Kelvin equation is one of the first and most fundamental equations of nanoscience in that

it demonstrates that the properties of matter can be size dependent and that important

deviations from size independent behaviour arise prominently in the nanoscale regime of

r < 100 nm. For example, for water at 300K, the change in vapour pressure is only �1%

for r ¼ 100 nm but the deviation is �10% at 10 nm and almost 300% at 1 nm. The

Kelvin equation is also fundamental to Ostwald ripening, which will be discussed in

detail in Chapter 7. Ostwald ripening is a phenomenon in which large particles, because

they are more stable (have a lower effective vapour pressure), grow at the expense of high

vapour pressure, less stable smaller particles. The physics behind the Kelvin equation is

also important for nucleation theory, which will also be discussed in Chapter 7.

The change in sign in r when considering a bubble means that small bubbles are

unstable. Only after bubbles have passed a certain critical radius will they continue to

grow with a high probability, whereas small bubbles tend to collapse. One consequence

of this is that superheating of liquids is possible if heterogeneous nucleation of bubbles,

that is bubble formation at the surfaces of the container or dust/impurity particles, can be

suppressed.
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5.3 Liquid Films

5.3.1 Liquid-on-solid Films

Consider the case in which one material, B, is deposited on a second, A, and there is no

mixing between the two components. The absence of mixing may occur because the two

components only form compounds that have a higher chemical potential than either of

the two pure components, or because of a large activation barrier to the formation of a

compound or to penetration of the deposited component into the bulk of the substrate. As

long as deposition is carried out at a sufficiently low temperature, B cannot overcome the

activation barrier and it stays on the surface.

Consider a liquid placed on top of a nondeformable solid. In other words, we neglect

small changes in g that may arise in Equation (5.2.7) because of liquid/solid interactions.

As long as the interaction between the liquid and the substrate is not too strong, this is a

good approximation. In Figure 5.4 we sketch a liquid on a substrate and use this to define

the contact angle, c. At equilibrium the forces on the three components (substrate,

liquid, gas phase) must be balanced. The tangential components of the force exerted by

the substrate/gas interface are equal and opposite to the forces exerted by the substrate/

liquid interface and the liquid/gas interfaces. Balancing of the forces lead to the Young

equation

glg coscþ gsl ¼ gsg ð5:3:1Þ
We can define two interesting limits to Equation (5.3.1). When c ¼ 0, the deposit spreads

across the surface and coats it uniformly – it wets the surface. This is the familiar

situation of water wetting (clean) glass. For c > 0, the deposit forms a droplet and does

not wet the surface. This describes the nonwetting interaction of Hg with glass or water

on grease-covered glass. In terms of the surface tensions, these two limits correspond to

c ¼ 0 ) gsg � gsl þ glg ð5:3:2Þ
c > 0 ) gsg < gsl þ glg ð5:3:3Þ

Surface tension is a bulk property that does not give us an idea of the microscopic

processes that lead to wetting or droplet formation. The key to wetting is the balance of

the strengths of the A–A, A–B and B–B interactions. If the A–B interactions are strong

compared with the B–B interactions, B would prefer to bond to the substrate rather than

Figure 5.4 The contact angle, c, is defined by the tangent to the gas–liquid interface at the
point of intersection with the solid. c < 90� is indicative of attractive liquid–solid interactions,
whereas c > 90� signifies repulsive interactions. glg; gsg and gsl are the surface energies at the
liquid–gas, substrate–gas and substrate–liquid interfaces, respectively.
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to itself. This leads to wetting. If, on the other hand, the B–B interactions are strong

compared with the A–B interactions, B would prefer to stick to itself rather than

substrate. In this case, B attempts to make a droplet to minimize the area of the AB

interface and maximize the number of B–B interactions. Accordingly, taking �AA and

�AB as the energies of A–A and A–B bonds, respectively, we may define the energy

difference

� ¼ �AA � �AB ð5:3:4Þ
According to Equation (5.3.4) we can restate the wetting condition as � < 0. Equiva-

lently, the nonwetting condition is � > 0.

A glass surface is usually covered with Si–OH moieties except at high pH where these

units deprotonate to form Si–O�. In either case, these highly polar groups have a strong

attractive interaction with polar molecules such as water. Hence water wets a glass

surface. A greasy glass surface is coated with a hydrocarbon film. The nonpolar

hydrocarbon interacts weakly with water and the interaction of hydrogen bonds between

water molecules dominates over the water–hydrocarbon interaction. Hence, the water

forms droplets to minimize the water–hydrocarbon interactions and maximize the water–

water–interactions.

As a thought experiment, consider a monolayer thick uniform film of water covering a

hydrophobic substrate. We now let the system evolve to equilibrium. The water is

attracted to itself and repelled by the substrate. In order to minimize the contact area

between water and the substrate, the film spontaneously breaks up into 3D islands. Early

on, the formation of islands is a random process. Some accrete material faster than others

do, thus producing a broad distribution of island sizes.

The exact shape of the islands depends on the relative values of the substrate and liquid

surface energies. In the limit of extremely repulsive liquid/substrate interactions, the

equilibrium island shape would be a sphere. This is known as superhydrophobicity. For

this example we assume the islands are hemispherical. The nonwetting nature of the

interaction means that it costs more energy to create a liquid/solid interface than it does

to create the vapour/liquid interface. Furthermore, since the vapour/liquid surface area

increases more rapidly with island radius than the contact area, small islands are unstable

with respect to large islands.

The relative instability of small islands with respect to large island means that large

islands grow at the expense of small islands, a result that we can anticipate on the basis

of the Kelvin equation but which we see pertains to droplets at the liquid/solid as well as

the liquid/gas interface. Given no mass transport limitations an equilibrium configura-

tion of the system is attained in which a single large hemispherical island is formed. If,

however, during island growth, the mean distance between islands exceeds the

characteristic diffusion length of the liquid molecules, then the islands lose commu-

nication with one another and a quasi-equilibrium (metastable steady state) structure of

relatively few large islands is attained. The diffusion rate, the amount of material

deposited and the rate of island nucleation determine the exact size distribution. As

mentioned above, the process of large island growth at the expense of small islands is

known as Ostwald ripening. Inherently, Ostwald ripening leads to a broad size

distribution and no preferred or optimum size is achieved unless all the material is

able to form just one big island.
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The structure of the surface as well as the composition affect the hydrophobicity.

Plants have figured this out and use it to create the lotus effect.23, 24 Water balls up on

lotus leaves, which leads to the self-cleaning nature of the leaves since the water droplets

tend to pick up dust as they roll off. Appropriate roughness facilitates the trapping of air

(composed mainly of nonpolar N2 and O2) below the water droplets, which leads to a

hydrophobic interaction. To make ideally superhydrophobic surfaces with c ¼ 180�

requires the combination of chemical and structural factors.25

5.4 Langmuir Films

When a small amount of an insoluble liquid is poured onto another liquid, it spreads out

across the surface. The history of the observation of these films has been recounted by

Laidler26 and is summarized here. The water-calming effects of oil films on water were

first noted by Pliny the Elder in 560 BC. The effects of these films later motivated

Benjamin Franklin to investigate them. The truly modern era of the study of insoluble

liquid films was ushered in by Agnes Pockels who pursued many studies in her kitchen.

She communicated her results to Lord Rayleigh and the fascination she awakened in him

led him to study these films further. Rayleigh was the first to calculate that the films had

to have a width of approximately one molecule. Langmuir took up the cause and greatly

improved the equipment, known as a Langmuir trough, used to study these films.27

Because of his extensive studies of molecular films on the surface of a liquid, these films

are called Langmuir films.

A particularly interesting type of Langmuir film is formed when an amphiphile is

poured onto the surface of water. Amphiphiles are molecules that are polar (hydrophillic)

on one end and nonpolar (hydrophobic) on the other. Examples include stearic acid,

C17H35CO2H, alkanethiols, CH3(CH2)nSH and perfluoronated alkanethiols. The hydro-

phobic end is generally a long alkyl chain, either hydrogenated or perfluoronated. Many

different polar end groups are suitable to form amphiphiles such as –CH2OH, –COOH, –

CN, –CONH2, –CH¼NOH, –C6H4OH, –CH2COCH3, –NHCONH2, –NHCOCH3.

When such a molecule is deposited on the surface of water, the polar end is attracted

to the water while the alkyl chain attempts to avoid the water. The structure of the film

and the orientation of the molecules depend on the area available to each molecule. The

area can be varied by containing the molecules and applying pressure to the film with the

aid of a moveable barrier. The Langmuir trough provides not only a containment area

with a moveable barrier but also a means to measure the applied pressure.

When a three-dimensional gas is subjected to increasing pressure it eventually

condenses, first into a liquid and then into a solid. Each phase exhibits progressively

less compressibility and changes in the extent of ordering. Similarly, a two-dimensional

Langmuir film exhibits different phases based on the applied pressure. One way to think

of the effect of pressure is that the application of pressure effectively changes the area

available for each molecule.

The effects of pressure are illustrated in Figure 5.5. When the area per molecule is

large, a disordered gaseous phase is formed. A gas possesses neither short-range

nor long-range order and there is little interaction between the molecules. As the area

is decreased a phase transition occurs in to a liquid-like phase. Liquids are less
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compressible than gases and exhibit short-range but no long-range order. In these fluid

phases, the chain is not rigid and adds to the disorder in the films. Further reduction in the

area compresses the film into a solid-like phase. Langmuir determined that the molecules

are standing up straight because the area per molecule is independent of chain length.

This has been confirmed by X-ray and polarized infrared absorption measurements. If the

area is decreased even further, the film collapses. Molecules are pushed out of the first

layer and shearing leads to bilayer formation. The order in the solid state means that the

molecules all point with the polar end group in the water and the alkyl chains stand up

away from the surface.

Various condensed phases have been observed.28 Not all phase transitions are observed

for all films. The types of condensed phases that can be formed depend sensitively on the

intermolecular interactions within the film and between the film and the liquid. Unlike a

solid surface, the liquid under the Langmuir film does not present an ordered lattice to the

amphiphile; therefore, lateral interactions must be responsible for the formation of

ordered solid-phase Langmuir films. Mobility is not a restriction, as it is in the formation

of ordered layers by molecular beam epitaxy (MBE) or chemical vapour deposition

(CVD, see Chapter 7), instead, the degree of ordering depends on the applied pressure

and the strength of intermolecular interactions.

Figure 5.6 shows the interactions that occur within a Langmuir film. The head group of

the amphiphile (the most polar end) is hydrogen bonded to the liquid (usually water).

Hydrogen bonding is a relatively weak interaction of order 20 kJ mol�1 (�0.2 eV) that

can be equated to physisorption. In some instances, electrostatic forces rather than

hydrogen bonding bind the head group to the polar liquid. The hydrophobic chains

experience a repulsive interaction with the water. An upright configuration is thus

favoured but this interaction alone would not result in ordering. Ordering arises from

nonpolar chain–chain interactions. These interactions, caused by van der Waals forces,

are maximized when neighbouring molecules align with one another. Although van der

Figure 5.5 Phase diagram of surface pressure versus area per molecule (amphiphile) in a
Langmuir film. The (hydrophobic) tails should only be considered rigid in the solid-like phase in
which tail–tail interactions lock them into an ordered structure.
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Waals forces are weak, the chains generally contain 8–20 or more carbon atoms and this

contribution can amount to tens of kJ mol�1. If the chain is not composed solely of

methylene groups (CH2) then hydrogen bonding may also play a role, for example, for an

ether (ROR) tail. Further impetus toward ordering can be given by the (polar or nonpolar)

interactions of end groups.

5.5 Langmuir-Blodgett Films

Both physical (through the Kelvin equation) and chemical (through the contact angle)

forces influence the formation of the liquid/solid interface and we can anticipate that the

combination of these effects will be particularly important at the nanoscale. We will now

investigate the formation of liquid/solid interfaces in more detail as well as considering

the characteristics of molecular films at this interface.

5.5.1 Capillary Condensation and Meniscus Formation

We start by considering the interaction of a vapour with confined spaces either in the

form of a conical pore or in the crevice formed by the contact of two particles.5 Consider

first a conical pore with a perfectly wetting surface exposed to a vapour (Figure 5.7(a)).

The most common case is a pore exposed to air and the vapour in question is that of

water. Water condenses on the hydrophilic surface, filling the pore up to the point at

which a curved interface with radius of curvature rc is formed. The concave interface can

Figure 5.6 A Langmuir film is a monomolecular layer of an amphiphile on a liquid. In this
example, the polar head group of the amphiphile interacts with the liquid through hydrogen
bonding or electrostatic interactions. By aligning and tilting, the tail groups maximize their
attractive interactions.
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be treated as though a bubble of radius rc is positioned atop the condensed water. The

Kelvin equation allows us to calculate rc once equilibrium has been reached,

RT ln
p

p�
¼ � 2gVm

rc
: ð5:5:1Þ

The formation of a concave liquid/gas interface (the meniscus), brought about by the

attractive water–surface interaction, reduces the vapour pressure of the liquid and drives

the condensation of the liquid. The radius rc corresponds to the capillary radius at the top

of the meniscus. If the surface of the pore is not perfectly wetting but instead exhibits a

contact angle c > 0 as shown in Figure 5.7(b), then curvature of the interface is reduced

such that r ¼ rc= cosc. The level of the liquid is comparatively less than in the fully

hydrophilic case because the vapour pressure reduction is less pronounced.

In a cylindrical pore of radius r1, the sidewalls are straight which corresponds to an

infinite radius of curvature r2 ¼ 1. Hence, we need to make the substitution 1=r1 þ 1=r2
for 2=rc in Equation (5.5.1), which allows us to estimate the radius of pores that will

accommodate capillary condensation

r1 ¼ � gVm

RT lnðp=p�Þ : ð5:5:2Þ

Figure 5.7 (a) A conical pore with a hydrophilic surface induces the condensation of water.
(b) Capillary condensation in a pore with a partially wetting surface. (c) A cylindrical pore with
a width r1 significantly smaller than the length. (d) An illustration of meniscus formation in the
presence of two spherical particles of radius Rp.
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This equation also holds approximately for any other irregular pore shape for which the

length is much longer than the pore width.

The two particles with radius Rp depicted in Figure 5.7(d) will also induce the condensa-

tion of vapour and the formation of a meniscus with a radius of curvature r. The pressure

associated with the presence of this liquid applies a force to the particles, which is known as

the capillary force. In the casewhere the particles are not immersed in liquid and the liquid is

present due to capillary condensation, x � jrj and 1=r1 þ 1=r2 ¼ 1=x� 1=r � �1=r. The
effective pressure acting on the particles due to condensation is

�p ¼ g=r ð5:5:3Þ
which acts over an area of px2 and, therefore, a capillary force of

F ¼ px2g
r

; ð5:5:4Þ

which can in turn be related by simply geometry to the particle radius as

F ¼ 2pgRp: ð5:5:5Þ
Irregularities in the surface profile of real particles tends to lower the capillary force

compared with the value calculated with Equation (5.5.5). The capillary force literally

forces liquids into powders and porous materials. Powders and nanoparticles that are not

kept dry will aggregate into larger masses that are held together by the capillary force.

Another important consequence of the capillary force is that as a liquid dries within a

porous material, it retreats progressively into smaller and smaller pores. According to

Equation (5.5.3), the smaller the pore, the greater the pressure applied by the liquid to the

material. Enormous pressures on the order of hundreds of atmospheres can result in

material with nanoscale pores (see Exercise 5.16). As discussed in detail by Bellet and

Canham,29 this can tear apart thin porous films and alter their structure. Similarly the

structure of powders, nanoparticles and nanowires can be changed as a result of the effects

of drying. Cracking of porous films will result below a certain critical thickness hc that

depends on the surface tension of the liquid gL, the surface tension and bulk modulus of the

solid gS and ES, respectively, as well as the porosity e and the pore radius rp according to

hc ¼ rp

gL

� �2

ESð1� eÞ3gS: ð5:5:6Þ

Drying stress can be avoided if the liquid is replaced by a supercritical fluid.30 As the

supercritical fluid is extracted from the pores, no meniscus forms because there is no

vapour/liquid interface and, consequently, no capillary force.

A meniscus is also formed when a planar solid is pushed into a liquid. The balance of

surface tension forces at the liquid–solid interface determines the profile of the meniscus.

Figure 5.8 illustrates how the relative surface tensions of the liquid and solid lead to

either concave or convex meniscuses. The surfaces of oxides tend to be covered with

hydroxyl groups. These surfaces are polar and hydrophilic and, therefore, the attractive

forces associated with the hydroxyl groups lead to upward sloping meniscuses in water.

Common hydrophilic substrates include Al2O3 (alumina, sapphire) Cr2O3, SnO2, SiO2

(glass, quartz), Au and Ag. A nonpolar surface is not wet by water and forms a downward

curving meniscus. Si is a particularly versatile substrate in that it can be made
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hydrophilic when an oxide layer is present or hydrophobic when the surface is

H-terminated or coated with siloxanes. A Si surface normally has a thin (several nm)

oxide layer on it, known as the native oxide. This surface is readily transformed into a H-

terminated surface by dipping in acidic aqueous solutions containing fluoride.

5.5.2 Vertical Deposition

Now consider the situation depicted in Figure 5.9 in which a solid substrate interacts with

a Langmuir film. The formation of a meniscus leads to a gradual transition from the

surface of the liquid to the surface of the substrate. The liquid becomes progressively

thinner until it gives way to the solid substrate. Thus, the molecules in the Langmuir film

ride up the meniscus and gradually the binding switches from a molecule–liquid

interaction to a molecule–substrate interaction. A film of amphiphiles transferred onto

a solid substrate is known as a Langmuir-Blodgett film.

Figure 5.9 demonstrates in addition how a film can be transferred from the surface of

the liquid to the surface of the substrate. If the substrate is pulled vertically out of the

liquid and a moveable boundary is used to maintain the pressure on and order in the

Langmuir film, the film can be transferred to the substrate. The contact angle of a static

system differs from that of a dynamic system in which the substrate is moving. As long as

the velocity of the substrate is not too high, the general geometry of Figure 5.9 is

maintained and the film is transferred. When the film is retracted too rapidly, the system

breaks down and transfer does not occur. In other words, deposition of a Langmuir-

Blodgett film only occurs below a critical velocity.

Figure 5.9 depicts how a Langmuir-Blodgett film is deposited upon retraction of a

hydrophillic surface; conversely, deposition during immersion can take place for a

Figure 5.8 Meniscus formation on a planar substrate: (a) a hydrophilic substrate in water; (b)
a hydrophobic substrate in water. c, contact angle.
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hydrophobic surface. The substrate need not be a ‘clean’ substrate; that is, the substrate can

be one upon which a Langmuir-Blodgett film has already been deposited. In this way

multilayer films can be built up that are composed of several layers of amphiphiles. Figure

5.10 displays several types of films that can be formed and defines the classifications of

multilayer films. X multilayer films are built up from nonpolar–nonpolar interactions that

bind the amphiphile to the surface. Subsequently, head–tail interactions bind one layer to

the next. Such a film arises exclusively for amphiphiles in which the polarity does not differ

greatly between the two termini. These are generally the least stable multilayer films. Y

multilayer films contain amphiphiles in alternating head–tail–tail–head configurations.

They are the most stable multilayer films and are most likely to occur for strongly polar

head groups. Z multilayer films are an inverted version of X films, that is, the head group

binds to the substrate and thereafter, tail–head interactions hold neighbouring layers

together. These films may be more tightly bound to the substrate than X films but the

lack of tail–tail, head–head interactions between layers results in a much less stable film

than for Y films.

Langmuir-Blodgett films are usually weakly bound to the substrate by physisorption.

Hence, these films are not stable with regard to washing in solvents. Exposure to air may

gradually cause their destruction. However, particular combinations, such as RSHþAu

can lead to chemisorbed films.

5.5.3 Horizontal Lifting (Shaefer’s Method)

Rather than approaching perpendicular to the surface, the substrate can be pressed onto a

Langmuir film in a parallel geometry. This method of transferring Langmuir films onto a

Figure 5.9 The transfer of a Langmuir film onto a solid substrate via vertical deposition. In this
example the substrate is hydrophilic and interacts attractively with the head group of the
amphiphile. Moveable barriers are required to maintain a constant surface pressure in the film
to ensure uniform deposition.
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substrate is known as horizontal lifting or Shaefer’s method. While Langmuir and Shaefer

may have been the first to perform in-depth scientific studies on the horizontal deposition

method, the technique has been used in Japan for over 800 years in the decorative arts.31,

32 The Japanese technique of sumi-nagashi (meaning ‘ink flow’) utilizes a horizontal

deposition method to transfer marbled patterns onto paper. Legend has it that this art

form was bestowed upon the Hiroba family by the god Kasuga in 1151. The family

continues the tradition of making sumi-nagashi prints today. The technique consists of

placing inks, generally black, red and indigo, on top of water. The inks are suspensions of

organic pigments or graphite in protein; hence, they spread out over the surface of the

water and do not mix with it. After completing the design with various brush strokes and

by blowing on the film, the artist transfers the pattern by placing a sheet of paper on top

of the film. Here the technique deviates from that of Langmuir and Shaefer in that paper

is a porous material and the ink is drawn into the fibres of the material by capillary forces

rather than remaining on the outer surface of the substrate. Sheets of sumi-nagashi are

traditionally used for writing poetry but recently they have also found use as endpapers,

book covers (in particular, this book’s cover owes its design to an example of sumi-

nagashi) and in other decorative uses.

5.6 Self-assembled monolayers (SAMs)

Self-assembled monolayers are molecular assemblies formed spontaneously by immer-

sion of an appropriate substrate into a solution of an active surfactant in an organic

solvent. Interest in SAMs has grown exponentially in recent years but the first report by

Zisman and co-workers33 in 1946 went almost unnoticed by his contemporaries. By far

Figure 5.10 X, Y and Z multilayer Langmuir-Blodgett (LB) films. Y-type films are deposited
successively on upstrokes and downstrokes. X-type films deposit only on downstrokes. Z-type
films deposit only on upstrokes. Downstroke, insertion of the substrate into the LB trough;
upstroke, retraction of the substrate from the LB trough.
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the most studied system is that of an alkanethiol (HS(CH2)nX with X ¼ CH3, CF3,

CHCH2, CH2OH, COOH, etc) interacting with a Au surface as first investigated by

Nuzzo and Allara34 Alkanethiols are often abbreviated RSH or HSRX, where

X represents the tail group. The head group is the sulfur end of the molecule, which

is denoted the a end. The tail group is denoted as the o end. Numerous systems form

self-assembled monolayers as a result of adsorption either from solution or from the gas

phase.35–37 These include:

	 Alkanethiols on Au, Ag, Cu and GaAs;

	 Dialkyl sulfides (RSR’) and disulfides (RS–SR’) on Au;

	 Organosilanes (RSiCl3, RSi(OCH3)3, RSi(NH2)3) on SiO2, Al2O3, glass, quartz, mica,

GeO2, ZnSe and Au;

	 Alcohols (ROH) and amines (RNH2) on Pt;

	 Carboxylic acids (fatty acids, RCOOH) on Al2O3, CuO, AgO and Ag;

	 Alcohols or terminal alkenes (RC¼CH2) on H-terminated Si.

Multifarious organic functionalities have been tethered to Si surfaces through the

formation of Si–C bonds.38, 39 The formation of Si–C bonds often requires activation by

irradiation, a peroxide initiator, heating or an applied voltage. These conditions are harsher

than those usually associated with the formation of SAMs, especially for the prototypical

alkanethiol/Au system. This budding area of SAM research is of great interest because of

the ability to pattern Si (and por-Si) surfaces as well as the technological implications of Si

materials.

The formation of an RSH SAM generally follows Langmuirian kinetics. The rate of

adsorption is dependent on the concentration of the alkanethiol in solution, which is usually

on the order of 10�3 mol l�1. Jung and Campbell40 have determined the sticking coefficient

for C2 � C18 straight-chain alkanethiols. Langmuirian kinetics (see Chapter 4) were

followed up to �80% of the saturation coverage. The value of the initial sticking

coefficient is of the order 10�6 � 10�8, increasing with increasing chain length. The initial

sticking coefficient is of the order of unity for the adsorption of RSH from the gas phase.

Clearly, the presence of a solvent hinders adsorption of the alkanethiol. It does so in two

ways. First, solvent molecules (ethanol in the case studied by Jung and Campbell) adsorb

on the surface and must be displaced by the incoming RSH. Second, a solvation shell

surrounds a dissolved molecule. The alkanethiol must shed the solvent molecules that

constitute the solvation shell before it can adsorb on the surface. The combination of these

two processes leads to an adsorption barrier in the case of adsorption from the solution that

is not present for adsorption from the gas phase.

Amonolayer forms at room temperature inminutes to hours, though daysmay be required

to obtain the most highly ordered, close-packed structure. A spectacular coincidence in the

balance of intermolecular forces allows for formation of ordered structures at room

temperature. Most RSH/Au SAMs are observed to disorder if heated above �380K.

Increased ordering of a completed monolayer can be achieved by cooling, particularly if a

temperature below �250K can be reached.41

5.6.1 Thermodynamics of Self-assembly

Here we follow Israelachvili,42 who discusses intermolecular forces, aggregation and

self-assembly in some detail, in particular how they result in micelle, bilayer andmembrane
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formation. Chemical equilibrium is defined by the state in which all components of the

system have the same chemical potential. For an equilibrated solution composed of

identical molecules drawn into aggregates composed of N molecules (N ¼ 1 monomer,

N ¼ 2 dimer, N ¼ 3 trimer, etc. with an aggregate of N molecules being an N-mer), the

chemical potential is expressed as

m ¼ m01 þ kBT logX1 ¼ m02 þ 1
2
kBT log 1

2
X2 ¼ m03 þ 1

3
kBT log 1

3
X3 ¼ 
 
 
 ; ð5:6:1Þ

where m0N is the standard part of the chemical potential, that is, the mean interaction free

energy per molecule, for aggregates of number N and XN is the activity, which for low

enough concentrations can be taken as the concentration. We can write this more

succinctly as

m ¼ mN ¼ m0N þ kBT

N
log

XN

N

� �
;N ¼ 1; 2; 3; 
 
 
 : ð5:6:2Þ

The equilibrium constant K of the reaction between N monomers and an aggregate of N

molecules

Nmonomer Ðk1
kN

N-mer

can be written equivalently in terms of the chemical potential or a ratio of rate constants

K ¼ exp �Nðm0N � m01Þ
kBT

� �
¼ k1

kN
: ð5:6:3Þ

The law of mass action can be used to write the rate of association

ra ¼ k1X
N
1 ð5:6:4Þ

and the rate of dissociation

rd ¼ kN
XN

N

� �
ð5:6:5Þ

from which we derive

XN ¼ N X1 exp
m01 � m0N
kBT

� �� �N
: ð5:6:6Þ

In Equation (5.6.6), we have chosen the monomer as our reference state. The concentra-

tion, defined in terms of volume fraction or mole fraction, must satisfy the conservation

relation that the total concentration C sums to unity

C ¼
X1
N¼1

XN : ð5:6:7Þ

Note that this derivation is valid only so long as the aggregates do not begin to aggregate

among themselves.

So when do molecules aggregate? If all aggregates experience the same interactions

with the solvent, the value of m0N is constant for all values of N. Substitution of this

constant value into Equation (5.6.6) means that in this case

XN ¼ NXN
1 ð5:6:8Þ
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and since X1 < 1, all other concentrations must be lower yet, XN < X1, with the

difference becoming increasingly large as N increases. If m0N increases as a function of

N, the situation is even less favourable for aggregation. Therefore the condition for

aggregation is that m0N must be a decreasing function of N. If m0N is a complicated function

of N, for example one that exhibits a minimum at a certain value of N, then there will be a

size distribution of aggregates, the distribution function is controlled by the chemical

potential through Equation (5.6.6).

5.6.2 Amphiphiles and Bonding Interactions

For the formation of Langmuir films, it is essential to use amphiphiles to obtain ordered

films. The same considerations and interactions found in Figure 5.6 are also pertinent to

the formation of SAMs because these interactions are what determine the chemical

potential and provide the driving force for self-assembly. Nonetheless, there are two

factors that differentiate Langmuir films from self-assembled monolayers. First, the head

group is chemisorbed to the surface, with typical bond energies >100 kJ mol�1 (>1 eV).

Second, the substrate is a well-ordered solid. Therefore, a driving force toward ordering

is provided by the directionality of chemisorption. While chemisorption may force the

head groups to seek registry with the surface, the ordering of the chains and tails is

brought about predominantly by the intermolecular interactions outlined earlier.

The substrate must be unreactive to everything but the molecule that is attempting to

form a monolayer. Au and H-terminated Si are both rather inert surfaces. Many solvents

only physisorb to these surfaces. The target molecule easily displaces the physisorbed

molecules. The tenacious chemisorption of impurities would poison the formation of the

SAM. Another important characteristic of the substrate is the spacing of the surface

atoms. The Au(111) surface provides a virtually perfect template for alkanethiols. The S

atoms are able to assume a close-packed structure, presumably by filling the three-fold

hollow sites, with S–S distances of 4.99 Å. This is sufficiently far apart that the chains are

not crowded while leaving them sufficient space to tilt and form an ordered structure that

maximizes the chain–chain interactions.

5.6.3 Mechanism of SAM Formation

The dynamics of SAM formation of alkanethiols on gold has been elucidated by Poirier

and Pylant43 and is depicted in Figure 5.11. They investigated the interaction of various

RSH molecules with a Au(111) surface under UHV conditions. Nonetheless, the

observations they made seem to be generally applicable to the growth of SAMs from

solution as well as to the process that occurs during the formation of ordered Langmuir

films. The description below applies to studies carried out at room temperature. The two

major differences compared with adsorption out of solution are that solvent molecules

need not be displaced from either the surface or the solvation shell.

The clean Au(111) is reconstructed into a herringbone structure. At low coverage, the

adsorbed alkanethiol is present as a mobile two-dimensional gas. In this phase the alkyl

chain is orientated roughly parallel to the surface. As the coverage is increased, ordered

islands of a solid phase begin to appear. The solid and 2D gas phases are in equilibrium

and the appearance of the solid phase represents a first-order phase transition. The solid

phase, denoted solid1, is anchored to the surface through the S atom. The molecular axis
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is still parallel to the surface. The appearance of solid1 leads to local changes in the Au

(111) reconstruction. That is, the substrate changes its structure only under the nucleated

islands. As the coverage is increased yet further, the surface becomes saturated with

solid1. Continued adsorption results in a second phase transition to a second solid phase

Figure 5.11 Mechanism of self-assembly: (a) disordered, mobile lattice gas; (b) lattice gas
plus ordered islands; (c) saturated surface-aligned phase; (d) nucleation of solid-phase islands;
(e) saturated solid phase. Self-assembly progresses in stages, as long as a sufficient supply of
adsorbates is available, until the thermodynamically most favoured final state is reached. Not
depicted in the figure is a reconstruction of the surface, which often accompanies the process.
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(solid2). In solid2 the RSH stand upright and the same packing density is obtained as that

achieved at saturation for a SAM deposited from solution. The driving forces of this

phase transition are lateral interactions in the solid phase as well as the propensity of the

alkanethiols to form as many Au–S bonds as possible.

This growth mechanism is a perfect illustration of the effects of Equation (1.2.1). It

demonstrates how multiple (substrate and adsorbate) phases can co-exist at the same

temperature. It also demonstrates how a sequence of adsorbate structures can be populated

as sA increases. The system as a whole needs to minimize its free energy and it does this by

counterbalancing, for instance, the gains achieved by increased adsorption and increased

chain–chain interactions versus the energetic penalty of changing the reconstruction of the

substrate or the orientation of the adsorbate.

The importance of adsorbate induced reconstruction of the substrate as a driving force

behind self-assembly is confirmed by the studies of Besenbacher and co-workers44 of

hexa-tert-butyldecacyclene (HtBDC) on Cu(110). In this case the critical nucleation

centre is two HtBDC molecules that join and simultaneously expel �14 Cu atoms from

beneath them. The energetic cost of removing these atoms is balanced by the added

stability of the chemisorbed molecules. Thermal energy is required to aid in this process

and adsorption below �250K results neither in surface reconstruction nor self assembly.

The thermodynamic driving force is what favours the formation of self-assembled

monolayers. Given enough of the appropriate adsorbate and sufficient time, the system

locks into a final structure that is well ordered. Let us look in more detail at the dynamics

of the transition into the ordered phase. Growth of a new phase starts from a nucleus

(nucleation centre). The nucleus is a cluster of atoms/molecules of a critical size with the

appropriate orientation. The formation of this nucleus is a random process. The nucleus is

assembled by statistical fluctuations that bring together the constituent units in the proper

structure. Once the critical nucleus forms, the rest of the phase assembles around it.

Beebe and co-workers45 have studied the formation of ordered domains of 40-octyl-
4-biphenylcarbonitrile (8CB) on graphite. To facilitate their study, they used specially

prepared graphite substrates with circular etch pits. The one-monolayer-deep depres-

sions act as molecular corrals that fence off the adsorbates inside from the surrounding

terraces allowing for detailed studies of isolated surface regions. 8CB self-assembles

on graphite on a time scale of hours. Figure 5.12 exhibits an STM image of a graphite

sample immersed in pure liquid 8CB at room temperature. Studies of such images

reveal several interesting aspects of the dynamics of nucleation and self-assembly.

Figure 5.12 illustrates three molecular corrals surrounded by regular graphite terraces.

Two of the three corrals and the terraces are covered by regular arrays of 8CB. The

third corral is filled with a disordered layer of 8CB. This corral appears empty because

the disordered 8CB molecules are highly mobile. This image confirms the picture

painted above: the adsorbate undergoes a phase transition from a disordered phase into

the ordered phase. Furthermore, this phase transition is irreversible at room tempera-

ture. Once the ordered phase is formed, it does not spontaneously revert to the

disordered phase.

The ordering of 8CB is much more rapid than the formation of nucleation centres.

Nucleation occurs over a period of hours. Ordering, on the other hand, occurs too rapidly

(tens of milliseconds) to be observed by the STM. Effectively, the disordered molecules

wait around for a nucleation centre to form but once it appears, the remaining molecules
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snap into position. The formation of a nucleus is obviously difficult. By studying the

nucleation rate in corrals with radii from roughly 50 to 1350 Å, Beebe and co-workers

determined that nucleation is more likely to occur on terraces rather than steps. Quite

possibly, the disorder brought about by the steps destabilizes the nucleation centres

making them less favourable sites for nucleation. This is in marked contrast to numerous

metal-on-metal and semiconductor-on-semiconductor growth systems in which islands

preferential nucleate at defect sites.

Figure 5.12 Self-assembled rows of 40octyl-4-biphenylcarbonitrile (8CB) molecules in corrals
on graphite. (a) A 3000� 3000 Å2constant-height scanning tunnelling microscope (STM)
image. Several hours after deposition, ordered monolayer films have formed on the terrace
and in one corral but not the other. Note how the rows in the corral are not alignedwith the rows
formed on the surrounding terrace. The second corral is filled with a disordered layer of 8CB
molecules. (b) A 95� 95 Å2 constant-height image with molecular resolution. The position of
one molecule is marked by the model overlay. Reproduced with permission from D.L. Patrick,
et al. Science 265, 231. Copyright (1994), with permission from the American Association for
the Advancement of Science.
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Advanced Topic: Chemistry with Self-Assembled Monolayers

The head groups in a SAM are strongly anchored and therefore they are more tightly

bound to the substrate than LB films. SAMs can be washed and rinsed with solvents.

Chemical reactions with the tail or between chains can be performed without

disrupting the monolayer. Once anchored to the surface with an o-functional group
exposed, the full tool chest of organic or organosilane chemistry can be brought into

action to transform the termination of the SAM into a bewildering array of different

molecular entities. o-substitution of bulky groups has the tendency to reduce the order

in the SAM.

These properties of SAMs make them ideal candidates for fundamental studies on

molecular recognition. A SAM makes it possible to tether an ordered array of specific

functional groups onto the surface. Interactions of this group with another molecule

can then be studied with the advantage that the tethered molecule has a known

orientation and is fixed in space. Prime and Whitesides, for example, have used SAMs

to study specific protein binding interactions.46 As discussed in Chapter 2, SAM

formation on the tip of an AFM has been used to make tips of known chemical

termination.47 These layers can then be used to study chemical interactions between

the tip-bound molecules and molecules immobilized on a substrate. This has proved a

fruitful method of investigating the chemistry of a variety of biomolecules. The

stability and uniform chemical structure of SAMs also make them ideal surfaces to

study tribology, the science of friction, and the influence of interfacial layers on

electrochemistry and charge transfer at surfaces.

5.7 Thermodynamics of Liquid Interfaces

As discussed at the beginning of this chapter, liquid interfaces are inherently more complex

than the gas/solid interface. Because of this liquid/solid, liquid/liquid and liquid/gas

interfaces are more difficult to probe and understand with molecular detail. Hence a

thermodynamic approach is useful for characterization of adsorbed layers and the formation

of these interfaces.

5.7.1 The Gibbs Model

Figure 5.13 illustrates the construction of a thermodynamic description of a two-phase

system. Two homogeneous phases with volumes VA and VB are separated by an interfacial

region of finite volume in which the structure and composition change gradually from that

of phase B to phase A as shown in Figure 5.13(b). In the Guggenheim model, this

interfacial region is treated explicitly. In the Gibbs model the interface is represented by an

infinitesimally thin plane that separates the two phases. The volume of a plane vanishes,

therefore, the total volume is

V ¼ VA þ VB: ð5:7:1Þ

All other expressions for extensive properties of the system can be written in terms of the

contributions from the three regions. Thus, nj the number of moles of component j, U the
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internal energy and S entropy can be written as

nj ¼ nAj þ nBj þ nSj ð5:7:2Þ
U ¼ UA þ UB þ US ð5:7:3Þ
S ¼ SA þ SB þ SS: ð5:7:4Þ

Figure 5.13 The definition of the Gibbs model of an interface. (a) The system is composed of
two homogeneous phases separated by an interfacial region. (b)–(d) In the interfacial region,
the composition varies. TheGibbs surface is drawn at an arbitrary plane in the interfacial region,
conventionally such that the surface excess of one component vanishes as shown in (b). (e) In a
solution, the composition of a solute near the interface is generally not the same as in the bulk
and the Gibbs surface is drawn such that the surface excess of the solvent vanishes.
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To determine values of the surface contributions we take advantage of the homogeneous

phase values that are determined far from the interface. Writing the internal energy per

unit volume of phases A and B and the concentrations of j in phases A and B as uA and

uB, and cAj and cBj , respectively, the interfacial internal energy is

US ¼ U � uAVA � uBVB ð5:7:5Þ
and the number of moles of component j at the interface is

nSj ¼ nj � cAj V
A � cBj V

B: ð5:7:6Þ

5.7.2 Surface Excess

Having defined the quantity of molecules at the interface in Equation (5.7.6), we can also

define a quantity that is similar to but, because of the arbitrary definition of the ideal

Gibbs interface, is not identical to the coverage. This is the surface excess

�j ¼
nSj

A
: ð5:7:7Þ

Note that here we are using moles because we are specifically thinking of liquids and

solutions and concentrations are generally reported in moles per unit volume. Surface

excess can also be defined in terms of molecules per unit area, as is common for

coverage, instead of moles per unit area. Furthermore, there is nothing in the above

discussion that could not be applied to the gas/solid interface. Note, however, that for

the case of adsorbates confined to the surface of a solid (with no subsurface

penetration) exposed to vacuum or gas, there are none of the uncertainties of what is

meant by the extent of the solid and gas phases and where the interfaces lie. For liquid

interfaces, the position of the Gibbs dividing plane is arbitrary; however, conventionally it

is drawn such that the differences in composition on either side of the plane balance and

� ¼ 0 of the liquid (at the vapour/liquid interfaces) or solvent (for solution/solid

interfaces).

Whereas the position of the Gibbs dividing plane and, therefore, G are arbitrary

quantities, that is, ones that depend on a choice, it can be shown that the relative

absorption

�
ð1Þ
j � �S

j � �S
1

cAj � cBj

cA1 � cA1
ð5:7:8Þ

is independent of the choice of the position of Gibbs surface. �
ð1Þ
j is the relative

absorption of component j with respect to component 1 (usually taken to be the solvent)

and is an experimentally measurable quantity.

5.7.3 Interfacial Enthalpy and Internal, Helmholtz and Gibbs Surface Energies

Consider a planar interface between two phases. For the Gibbs energy of the system we

write

dG ¼ �S dT þ VA dpA þ VB dpB þ
X

mj dnj þ g dA: ð5:7:9Þ
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Recall that at equilibrium mj the chemical potential of component j must be equal in all

phases and that the pressure must also be equal everywhere such that p ¼ pA ¼ pB. Thus

changes in the Gibbs energy of the system are given by

dG ¼ �S dT þ V dpþ
X

mj dnj þ g dA ð5:7:10Þ

from which we can determine that at constant T, p and composition

dG
dA

����
T ;p;n

¼ g: ð5:7:11Þ

Surface tension determines the increase in Gibbs energy of the system as a function of

area. Since g is positive, it always increases the Gibbs energy to increase surface area at

constant T, p and composition. The Gibbs energy of the system is obtained from

G ¼ GA þ GB þ GS þ gA ð5:7:12Þ
because, as we will see below, the Gibbs surface energy depends only on the composition

of the interface and we need to account for the energy required to create the interface.

Turning now to surface quantities and recalling that the volume of the interface

vanishes within the Gibbs model we can write the differential internal surface energy

as

dUS ¼ T dSS þ
X

mj dn
S
j þ g dA ð5:7:13Þ

and the internal surface energy is consequently

US ¼ TSS þ
X

mjn
S
j þ gA: ð5:7:14Þ

The Helmholtz surface energy is

FS ¼ US � TSS ¼
X

mjn
S
j þ gA: ð5:7:15Þ

The interfacial enthalpy is

HS ¼ US � gA: ð5:7:16Þ
Finally the Gibbs surface energy is

GS ¼ HS � TSS ¼ FS � gA ¼
X

mjn
S
j ; ð5:7:17Þ

while in differential form it is

dGS ¼ �SS dT þ
X

mj dn
S
j � Adg: ð5:7:18Þ

From Equation (5.7.17) we see that the surface Gibbs energy is always positive. In other

words, the formation of a surface is energetically unfavourable. Dynamically this can be

understood by considering that an increase of surface area by the addition of bulk atoms

to the surface is accomplished by moving fully coordinated bulk atoms to surface sites of

lower coordination. This process is energetically unfavourable both because the atom

must be moved to the surface and because of the less favourable bonding environment at

the surface compared with the bulk.
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5.7.4 Gibbs Adsorption Isotherm

It can be shown that at constant temperature

dg ¼ �
X

�i dmi: ð5:7:19Þ
Equation (5.7.19) is known as the Gibbs adsorption isotherm and is valid only for liquid

surfaces. For solid surfaces additional terms accounting for strain must be added.

Specifically for a two component system composed of a solvent 1 and solute 2, the

Gibbs adsorption isotherm is written

dg ¼ ��1 dm1 � �2 dm2 ¼ ��2 dm2; ð5:7:20Þ
since we choose the Gibbs surface such that �1 ¼ 0. The chemical potential of the solute

is a function of the activity of the solute a according to

m2 ¼ m�2 þ RT ln
a

a0
ð5:7:21Þ

where a0 (commonly chosen to be 1 mol dm�3) is the standard activity. Differentiating

Equation (5.7.21) with respect to a and inserting into Equation (5.7.20) yields

dg
da

¼ �RT

a
�2: ð5:7:22Þ

Equation (5.7.22) shows us that there are two types of molecules: those that are enriched

at the interface compared with their bulk concentration (�2 > 0) and those that avoid the

interface (�2 < 0). Molecules that are enriched at the surface are called surface active

molecules or surfactants. This class of molecules, such as the amphiphilic molecules

encountered above in connection with Langmuir and Langmuir-Blodgett films, lower the

surface tension of the interface. A molecule that avoids the interface increases the surface

tension when it is added to the solution. Equation (5.7.22) also provides us with a method

of determining the surface excess by measuring surface tension as a function of

concentration. This is particularly easy at low concentrations where activity can be

replaced by concentration and then qg=qa2 � �g=�c2.

5.8 Electrified and Charged Interfaces

We return now to investigate the implications of the structure of charged interfaces, as

depicted in Figure 5.1, in more detail. When an electrode is biased positively, the

electrons in the Friedel oscillation are drawn back into the metal, while the nuclei remain

fixed. The counterions move in closer to the surface and the capacity of the Helmholtz

layer increases. The changes in the electron distribution will also change the dipole

associated with the surface region.

5.8.1 Surface Charge and Potential

Biasing changes the effective charge on the surface and changes the coverage of

adsorbed ions. The adsorption of anions is enhanced by positive charges at the surface
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and will be suppressed when the surface is sufficiently biased to surpass some critical

value of excess negative charge. Cations behave, of course, in just the opposite manner.

Charge transfer and the associated dipole moment of molecular adsorbates will also

change with bias.

The approximation of a Helmholtz layer controlling the charge distribution at and near

the metal interface pertains to the limit of not too dilute solutions. At low concentrations

as described in the Stern-Gouy model, beyond the Helmholtz layer the bulk electrolyte

concentrations are only reached after an extended distance. In the second region, the ion

distribution is governed by a Poisson-Boltzmann distribution,5 which is a long-range

gradual sloping of the concentrations from the large excess near the electrode to the

limiting bulk values.

Calculation of the charge distribution at and near the interface is an important but

difficult task. It is required to determine the value of the electric field as a function of

distance, the surface charge, capacitance of the double layer – all of which affect the

chemical and physical characteristics of the interface and charge transfer and transport to

and from the interface. The details obviously require detailed knowledge (or at least a

detailed model) of the interfacial structure. The surface charge density is denoted s0,
while that in the Stern layer is si and that in the Gouy layer is sd. When a surface carries

no net charge, it is at its point of zero charge (pzc). As discussed above, the pzc depends

on the pH and the applied bias.

With a model of the charge density as a function of the distance from the surface, it is

possible to calculate the surface potential c0, the potential at the inner Helmholtz plane

ci and the potential at the top of the Stern layer cd. However, none of these potentials can

be measured directly so what is the potential that enters into equilibrium thermody-

namics? The electrical potential energy difference between two points is equal to the

electrical work required to move a unit charge from Point A to Point B. The potential is

the work divided by the unit charge. The inner potential is defined by the work required

to move a test charge from infinity to the inside of a phase. This is known as the Galvani

potential j and is the potential that enters into equilibrium electrochemistry. It is to be

distinguished from the external potential, also known as the Volta potential c and the

surface potential w, which are all related by

j ¼ wþ c: ð5:8:1Þ
The Volta potential is defined by the work required to move a test charge from infinity

(either in vacuum or in an inert gas or a solution) to a point close to the surface (�1 mm
away). This distance is sufficiently far away that chemical and image force interactions

with the interface can be neglected. Volta potentials and Volta potential differences can

be measured directly; however, since we cannot deconvolute the chemical work from

electrical work in crossing between two different phases, we cannot unambiguously

measure j, w nor changes in these. We can, nonetheless, measure changes in the

differences of j and w.
To relate the Galvani potential to measurable quantities we need to define the

electrochemical potential �m in terms of the chemical potential m, the charge zi on species

i, and the Faraday constant F,

�mi ¼ mi þ ziFj: ð5:8:2Þ
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The chemical potential is related to the temperature and activity as given in Equation

(5.7.21). The term ziFj is effectively the work required to move one mole of electrons

into a phase with a potential j at its interior. To move charge from phase A to phase B

requires the amount of work determined by

��mi ¼ �mBi � �mAi ¼ mBi � mAi þ ziF jB � jBð Þ: ð5:8:3Þ
At equilibrium the electrochemical potential is everywhere the same and thus ��mi ¼ 0,

which requires then that

�j ¼ jB � jA ¼ mBi � mAi
ziF

: ð5:8:4Þ
Whereas the electrochemical potential is everywhere the same at equilibrium, the

Galvani potential is not, that is, the Galvani potential difference �j does not in general

equal zero unless by coincidence the inner potentials of the two phase happen to be the

same. A consequence of Equation (5.8.4) is that when two dissimilar metals are brought

into contact, as discussed in Section 1.3.3, a contact potential �j develops because of

the flow of charge to the interface between the two metals. Similarly the flow of charge

and the formation of dipole layers at the electrolyte/electrode interface also lead to a

contact potential. The electrical field in the dipole layer contains contributions not only

from the presence of ions, but also due to the polarization of the solvent.

Consider the specific example of a gold electrode in contact with a solution containing

Au3þ at equilibrium. The appropriate electrochemical reaction is

AuðsÞ Ð Au3þðaqÞ þ 3e� ð5:8:5Þ
in which the electrons on the right-hand side are in the metal. From the stoichiometry of

this reaction we then write the relationship between chemical potentials of the

components of the system as

�mAu ¼ �mAu3þðaqÞ þ 3�me� ð5:8:6Þ
We denote the Galvani potential in the solution asjS and that in the metal asjM. Assuming

that the Au atoms are neutral in the metal such that �mAu ¼ mAu, taking the standard activity
a0 ¼ 1, we use Equation (5.8.2) to write

m0
Au
þ RT ln aAu ¼ m0

Au3þ
þ RT ln aAu3þ þ 3FjS þ m0

e� þ 3RT ln aAu � 3FjM: ð5:8:7Þ
By definition the activity of Au atoms in the bulk is unity and since the effective

concentration of electrons in the metal is constant, we can also take their activity to be

one; therefore the Galvani potential difference is

�j ¼ jM � jS ¼ �j0 þ RT

3F

� �
ln aAu3þ ð5:8:8Þ

and the standard Galvani potential difference is

�j0 ¼
m0

Au3þ
þ m0

e� � m0
Au

2F
: ð5:8:9Þ

The potential of one electrode in isolation is not measurable; however, when we introduce a

reference electrode whose Galvani potential difference is constant, the potential E of our

working electrode with respect to this reference electrode is measurable. Moreover,

E � E0 ¼ �j��j0; ð5:8:10Þ
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can be determined experimentally. The value E0 is the value of E measured at unit

activity (and similarly for �j0). Consequently, we are justified in writing the familiar

Nernst equation

E ¼ E0 þ RT

zF

� �
ln aMzþ ð5:8:11Þ

for a metal electrode M in contact with a solution containing its ions Mzþ.

5.8.2 Relating Work Functions to the Electrochemical Series

As will be discussed in Chapter 8, charge transfer can only occur between an adsorbate

or solution species and a solid substrate if acceptor and donor energy levels exist at the

appropriate energy in both systems. How do we tell where the energy levels of two

disparate systems line up? For the gas/solid interface this is a rather straightforward

exercise and is easily accomplished by photoelectron spectroscopy, which can measure

directly the binding energy of any occupied orbital. The presence of a solution

complicates the matter greatly as has been discussed, for instance, by Gerischer,48

Reiss49, 50 and Trasatti.51, 52 This issue is of particular importance when considering the

results of ab initio calculations because without a method of aligning the well

characterized but relative values of the electrochemical series to the absolute scale of

work functions and the vacuum level, no quantitative comparison to experimental results

can be made. This issue remains controversial and the uncertainty in the absolute scale is

as much as �0.2 eV.

Alignment of energy levels is particularly important in semiconductor photochemistry

and electrochemistry. Therefore following Reiss and Heller,49 Figure 5.14 has been

constructed. Prior to forming an electrical connection, the vacuum levels of the

semiconductor, ES
vac, and the standard hydrogen electrode (SHE), ESHE

vac , are equal and

Figure 5.14 An energy level diagram depicting the levels associated with the connection of a
semiconductor electrode to a standard hydrogen electrode. Reproduced from H. Reiss, A.
Heller, J. Phys. Chem. 89, 4707 Copyright (1985), with permission from the American Institute
of Physics.
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the difference between the Fermi energy and the vacuum level determines the work

function. Noting that the electrochemical potential �m is equivalent to the Fermi energy

and setting our absolute reference scale by setting ESHE
vac ¼ 0, we write

�m ¼ �mredox ¼ ��redox=e; ð5:8:12Þ
where �redox is the work function of the SHE. Once the two electrodes (the semicon-

ductor and a Pt electrode both immersed in a 1 M solution of HClO4 exposed to 1 atm of

H2 at 298K) are brought into electrical contact, the vacuum levels shift such that the

electrochemical potential is the same everywhere. There is band bending of the

conduction band minimum Ec and the valence band maximum Ev in the semiconductor

prior to immersion and the band bending is measured in terms of the flat band potential

VFB. VFB is measured by finding the slope of a Mott-Schottky plot of capacitance versus

applied potential. The situation is slightly less complicated if the semiconductor is

replaced by a metal in that there is no band bending (VFB ¼ 0) in the latter case. A further

change in potential in front of the semiconductor may occur and is denoted by the dipole

layer potential VDP. Similarly the potential of zero charge Vzc represents the response of

the Pt electrode to the Stern layer above it. The energy of an electron added to a Hþ ion to

produce a H atom is denoted EHþ .

From Figure 5.14 we can determine that alignment of the Fermi levels leads to

ES
vac � ESHE

vac ¼ VFB þ VDP � Vzc: ð5:8:13Þ

From our choice of an absolute reference, substituting for ES
vac by using

�S=e ¼ ES
vac � �m; ð5:8:14Þ

and for �m from Equation (5.8.12), we obtain

�redox=e ¼ VFB þ VDP � Vzc � �S=e: ð5:8:15Þ
Similarly for the chemical potential

�mredox ¼ �m ¼ VFB þ VDP � Vzc � �S=e: ð5:8:16Þ
Equations (5.8.15) and (5.8.16) are both referenced to Point 2 in Figure 5.14. For the specific

case of InP(110) in contact with the SHE, Reiss and Heller49 have found

�S ¼ 5:78 eV; VFB ¼ 1:05V; VDP � 0, and Vzc ¼ �0:3V. Therefore

�mredox ¼ �mHþ=H2
¼ �4:43 eV ð5:8:17Þ

and the work function of the SHE is �SHE ¼ 4:43 eV. This value is in line with the

recommendation from the IUPAC51 of 4:44� 0:02 eV. New attempts unambiguously to

determine �SHE continue to be developed. Recently attempts have been made to measure

absolute reduction potentials by measuring the energy given off when an ion solvated in a

cluster of water molecules in a supersonic molecular beam combines with an electron.

The energy is measured by counting the number of water molecules that desorb from the

cluster in response to the energy released by ion neutralization. The product of the

number of water molecules desorbed times the activation energy for desorption is then

equal to the energy released by electron capture of the solvated ion.53
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5.9 Summary of Important Concepts

	 At the liquid/solid interface we need to consider not only the structure of the adsorbed

layer but also that the near-surface region of the liquid has a structure and composition

that can differ markedly from that of the bulk.

	 Strongly solvated solution species do not lose their solvation shell and can become

non-specifically adsorbed. A solvated species that loses at least part of its solvation

shell and chemisorbs to the solid is specifically adsorbed.

	 The structure of water near the surface depends on the substrate, the presence of

specifically adsorbed ions and the presence of an electric field. Field effects and direct

ion–water dipole interactions influence the orientation of the water molecules. Water

dissociates on some metal surfaces to form mixed H þ OH layers.

	 By adjusting the potential and the pH, the net charge on the surface can be tuned from

positive to neutral to negative.

	 Surface energy and surface tension are synonymous for liquids.

	 Surface energy can be thought of as being analogous to a two-dimensional pressure,

compare Equations (5.2.1) and (5.2.2), or else as the surface Gibbs energy per unit

area of a pure liquid (Equation (5.2.4)).

	 Curved interfaces act differently than planar interfaces. One consequence is that the

vapour pressure changes, which leads to the instability of small droplets and capillary

condensation within small pores and between small particles.

	 Langmuir films are monomolecular films on the surface of a liquid.

	 When these films are transferred onto a solid substrate, they are called Langmuir-

Blodgett films.

	 Self-assembled monolayers are ordered monolayer films that form spontaneously on a

solid substrate. It is the chemical potential that provides the thermodynamic driving

force for self-assembly.

	 Whereas the chemisorption interaction between the head group and the surface

accounts for the bulk of binding interaction in SAMs, it is the weak, predominantly

noncovalent interactions between the chains and endgroups that lead to the order in the

SAM.

	 The Gibbs model of adsorption allows us to define the surface excess and calculate

fundamental thermodynamics quantities at liquid interfaces.

	 The Gibbs surface energy is always positive and creating additional surface area is

always energetically unfavourable.

	 The Stern-Guoy model describes the interface between an electrode and a solution in

terms of a charged adsorbed layer, a layer of solvated ions above this (which together

form the electric bilayer), followed by a diffuse and mobile continuous medium that

extends into the remainder of the solution.

	 The electrochemical potential and chemical potential are related by Equation (5.8.2).

The electrochemical and chemical potentials of neutral species are the same. At

equilibrium it is the electrochemical potential of all charged species that is the same

throughout the system.

	 The inner or Galvani potential is not everywhere the same even at equilibrium and it is

the Galvani potential that underlies the integrity of the Nernst equation.
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	 Relating electrochemical potentials to work functions and an absolute scale is an

important exercise that allows us to understand how the electronic levels of electrodes

and solution species are aligned with respect to one another.

5.10 Frontiers and Challenges

	 The structure of the liquid/solid interface and how it couples to reaction dynamics.

	 Measurement of absolute half-cell potentials.

	 Quantum chemical theoretically description of heterogeneous electrochemistry with

chemical accuracy.

	 Description and understanding of the interface between ionic liquids and solids, in

particular, charge transfer in such systems and how they relate to batteries and other

electrochemical devices.

	 The science and technology of fuel cells. This includes a number of topics, e.g.

electrocatalysis and phase separations affected by membranes.

	 The mechanism of self-assembly. How can we learn to control it and learning how

systems perform error correction.
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5.12 Exercises

5.1 Derive the Young Equation, Equation (5.3.1)

5.2 Consider a hemispherical liquid island of radius r with surface energies gls > glg in
equilibrium with its vapour. Calculate the island surface energy as a function of r

and demonstrate that small islands are unstable with respect to large islands.

Assume the substrate to be rigid and that the island energy is composed only of

island–substrate and island–vapour terms.

5.3 Consider the dynamics of deposition of X, Y and Z multilayer films. For each case,

determine whether deposition occurs on the downstroke (insertion of substrate into

the LB trough), upstroke (retraction) or in both directions. Discuss the reasons for

these dependencies.

5.4 The sticking coefficient is defined as

s ¼ rads
Zw

ð5:12:1Þ

and represents the probability of a successful adsorption event. The collision

frequency in solution is given by

Zw ¼ csol
kBT

2�m

� �1=2

ð5:12:2Þ

where csol is the concentration in molecules per cubic metre. The initial sticking

coefficient of CH3(CH2)7SH on a gold film is 9� 10�8.40 Assuming a constant

sticking coefficient, which is valid only at low coverage, estimate the time required

to achieve a coverage of 0.01 ML for adsorption from a 5� 10�3 mol l�1 solution.

Take the surface density of atoms to be 1� 1019 m�2.

5.5 Your lab partner has prepared two Si crystals but has not labelled them. One is

H-terminated, the other is terminated with an oxide layer. Propose and explain an

experiment you could perform in your kitchen that would distinguish the two.

5.6 Explain the observed trend that C4 straight-chain amphiphile generally do not form

LB films or SAMs that exhibit a structure that is as well ordered as that of C12

straight-chain amphiphiles.

5.7 Describe what would occur during vertical deposition of a LB film if the barriers of

the trough were stationary and a large surface area substrate were used.

5.8 After a 4 h exposure to pure, deoxygenated H2O, a H-terminated Si(111) surface is

found to have an oxygen atom coverage of 0.6 ML measured with respect to the

number of Si atoms in the Si(111)–(1�) layer. Estimate the sticking coefficient (i)

assuming that all of the oxygen is the result of dissociative H2O adsorption and (ii)

assuming that all of the oxygen results from the adsorption of OH�.
5.9 Calculate the energy released when Hþ(aq) reacts with a dangling bond to form an

Si–H bond on an otherwise hydrogen-terminated surface. You will need the

following: the ionization potential of H atoms IPðHÞ ¼ 13:61 eV ¼ 1313 kJ mol�1;

the enthalpy of solvation of protons �solvHðHþÞ ¼ �11:92 eV ¼ �1150 kJ mol�1
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and the Si–H bond strength DðSi�HÞ ¼ 3:05 eV ¼ 294 kJ mol�1. Assume that the

enthalpy of solvation of the Si dangling bond on an otherwise H-terminated surface is

the same as the enthalpy of solvation of the Si–H unit that is formed.

5.10 When Si is placed in HF(aq) a dark current of about 0.4 mA cm�2 is measured, i.e. a

current is measured in the absence of an applied potential and in the absence of

illumination. Assuming that this dark current is due to an etching reaction which is

initiated by the absorption of F�(aq) and that one electron is injected into the Si

substrate for every one Si atom that is removed by etching, calculate the etch rate of

unilluminated Si in HF(aq).

5.11 Derive the Nernst equation for the Fe2þ/Fe3þ redox couple.

5.12 The dipole moments of O(a) and OH(a) on Pt(111) are 0.035 and 0.05 e Å,

respectively.54 Calculate the shift in the adsorption energy caused by the interaction

of the electric field in the double layer with the dipoles when the surface is biased at

1 V relative to the point of zero charge.

5.13 Calculate the radius of curvature and discuss capillary condensation in a conical

pore that has surfaces with (i) c ¼ 90� and (ii) c ¼ 180�.
5.14 Consider a material with cylindrical pores exposed to air at 25�C with a humidity

of 85%. Into pores of what size will water condense?

5.15 Calculate the effective force due to the capillary force and the critical film thickness

for a porous silicon film with a porosity e ¼ 0:90 when dried in air after rinsing in

water or ethanol. The mean pore diameter is rp¼10 nm. gEtOH¼ 22.75mNm�1,

gwater ¼71.99mNm�1, gSi¼ 1000mNm�1, ESi¼ 9.88� 1010Nm�2.

5.16 Show that the relative absorption �
ð1Þ
j is independent of the position of the Gibbs

surface.

5.17 Derive Equation (5.7.19).
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6

Heterogeneous Catalysis

From the outset of UHV surface science studies there have been legitimate concerns

about whether a pressure gap and/or a materials gap exists that would make UHV studies

on model systems irrelevant for the high pressure world of industrial catalysis. The

pressure gap signifies the uncertainties in extrapolating kinetic data over as many as 10

orders of magnitude. One method to surmount this barrier has been to combine UHV

methods with high-pressure reaction vessels.1 The materials gap is posed by the

uncertainties derived from using single crystals to model the highly inhomogeneous

materials, often composed of small metal clusters on oxide substrates, that comprise

industrial catalysts. These gaps have now been breached. The oxidation of CO over

platinum group metals2,3 and the ammonia synthesis reaction4,5 are arguably the two best

understood heterogeneous catalytic reactions. Using kinetic parameters derived from

UHV studies on model catalysts it is possible to model the reaction rates observed on

high surface area catalysts at high pressures.5–7 Even complex reactions involving the

formation and conversion of hydrocarbons over metal catalysts can be understood across

these gaps.6,8,9 Hence, pressure and materials gaps exist only insofar as gaps exist in our

knowledge of how to apply properly the lessons learned from UHV surface science

studies. These gaps are not intrinsic barriers to the understanding of heterogeneous

catalysis in terms of elementary reactions and fundamental principles of dynamics.

6.1 The Prominence of Heterogeneous Reactions

Table 6.1 lists information on the most important bulk chemicals ranked by production,

as well as gasoline, the top three gases and the top two metals. Heterogeneous processes

feature as a major role in all of these syntheses apart from ethylene, urea, N2, O2 and Fe

production. The contact process for H2SO4 synthesis is carried out with a supported
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liquid catalyst. Cl2, NaOH and Al are all produced by heterogeneous electrochemical

reactions. The catalysts are mainly composed of small metal particles supported on high

surface area porous solids such as oxides or zeolites.

Table 6.1 reveals that the refining of petroleum and the production of petrochemicals

are hugely impacted by catalysis.10 The use of zeolites is particularly important in this

area as both a catalyst and support. Zeolites are of interest as solid base catalysts for

reactions such as condensations, alkylations, cyclizations and isomerizations.11 Further

development of zeolites as solid base catalysts will require finding new materials that are

less easily deactivated by CO2 and water. Zeolites can also present acid sites or a

combination of both acid and base sites. Their flexibility is further enhanced because of

their tuneable molecular scale micropores as well as the ability to control the nature of

active sites within their pores by substitution of transition metals and other elements into

their walls.12

Since heterogeneous reactions occur at the gas/solid or liquid/solid interface, it will

generally be favourable to create maximum surface area in order to maximize the number

of reactive sites. In other words, a general aim is to maximize the dispersion of our

catalyst. Dispersion is the fraction of atoms in the catalyst that reside at the surface

compared with the total number of atoms in the particle. The dispersion depends on the

size and shape of the particle but, in general, dispersion increases with decreasing size.

For example, if we consider spherical particles of radius r, mass m, density r and

composed of N spherical atoms, we can calculate the volume of the particle and the

atoms, as well as their surface areas and the number of surface atoms that cover the

particle. Thereby, we can calculate (see Exercise 6.1) the relationship between the

dispersion D and the radius of the particle

D ¼ 48M

prNA

� �1=3
1

r
: ð6:1:1Þ

As expected, the smaller particle, the greater the dispersion. For example, the D ¼ 0:55
for an r ¼ 1 nm sphere but D ¼ 0:11 for r ¼ 5 nm. Whether or not the highest dispersion

catalyst is actually the optimal catalyst will depend on a number of factors that will be

considered in more detail below.

6.2 Measurement of Surface Kinetics and Reaction Mechanisms

The measurement of surface kinetics follows many of the same strategies as the

measurement of kinetics in other phases,13 the basis of which always relates to the

measurement of concentrations as a function of time. The difference is that in surface

kinetics the measurements of the rate of consumption of gas-phase reactants and the

appearance of gas-phase products are insufficient to determine the reaction mechanism

and kinetics. This is because a complex set of surface reactions leads to quite complex

reaction orders for the gas-phase species. These reaction orders often depend on

temperature and gas composition and, therefore, cannot unambiguously be interpreted

in terms of elementary steps. A true reaction mechanism cannot be determined without

measurements of surface coverages and an identification of which species are bound to

the surface. For instance, in something as simple as a CO thermal desorption spectrum, a
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Table 6.1 US bulk chemical production in 2005 from C&ENews July 10, 2006. Ammonia
data for 2006 from USGS Mineral Commodity Summaries 2007. Gasoline data from Energy
Information Administration for 2006. Metals production, and process information taken from
Ullmann’s Encyclopedia of Industrial Chemistry, Wiley-VCH, Weinheim (2006).

Material Production/kMt Process

1.H2SO4 36 520 Contact process. Catalytic oxidation of SO2

(Europe 19 024; over K2SO4 promoted V2O5 on a silica
World 165 000) gel or zeolite carrier at 400–450 �C and

1–2 atm followed by exposure to wet
sulfuric acid.

2. Ethylene (C2H4) 23 974 Thermal steam cracking of naptha or natural
(Europe 21 600; gas liquids at 750–950 �C, sometimes
World 75 000) performed over zeolite catalysts to lower

process temperature.
3. Propylene 15 333 Byproduct from ethylene and gasoline

(Europe 15 406) production (fluid catalytic cracking or
FCC). Pt or Cr supported on Al2O3.
Also produced intentionally from propane
over Pt or Cr supported on Al2O3

4. P2O5, 11 599 (Europe 3730) Digestion of phosphate rock with H2SO4,
phosphoric HNO3 or HCl.
acid

5. Ethylene 11 308 (Europe 6646) C2H4þHClþO2 over copper chloride
dichloride catalyst, T > 200 �C, with added alkali

or alkaline earth metals or AlCl3.
6. Cl2 10 175 Chlor-alkali process, anodic process in the

(Europe 10 381) electrolysis of NaCl. Originally at graphite
anodes but new plants now exclusively
use membrane process involving a Ti
cathode (coated with Ruþ oxide of Ti,
Sn or Zr) or porous Ni coated steel
(or Ni) cathode (with Ru activator).

7.NaOH 8384 (Europe 10 588) Chlor-alkali process, cathodic process in the
electrolysis of NaCl.

8.NH3 7900 (China: 39 000, Haber-Bosch process, 30 nm Fe crystallites on
World: 122 000) Al2O3 promoted with K and Ca. SiO2

added as a structural stabilizer, 400–500
�C, 200–300 bar. Recently a more active
but more expensive Ru catalyst has been
developed.

9. Benzene 7574 (Europe 7908) From catalytic cracking of petroleum. FCC
process over solid acid catalysts (silica,
alumina, zeolite) sometimes with added
molybdena.

10. Urea 5801 Basaroff reactions of NH3þCO2.
11. Ethylbenzene 5251 (Europe 4276) Ethyleneþ benzene over zeolite catalyst at

T < 289 �C and pressures of �4MPa.
12.Styrene 5042 (Europe 4963) Dehydrogenation of ethylbenzene in the

vapour phase with steam over Fe2O3

catalyst promotedwith Cr2O3/K2CO3 at�620
�C and as low pressure as practicable.

Gasoline 391 900 FCC over solid acid catalysts (alumina,
silica or zeolite) is performed to crack
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two-peak spectrum can be interpreted in at least three ways: (1) CO binds in two distinct

binding sites; (2) strong lateral interactions account for the splitting of the desorption

peak from a single binding site or (3) CO partially dissociates, the low temperature peak

is due to simple molecular desorption while the high temperature peak is due to

recombinative desorption. This again highlights that a TPD peak area is not uniquely

proportional to the initial coverage of any given binding site. A combination of TPD

with, for example, vibrational spectroscopy on the layer before desorption and as a

function of heating would deliver not only the absolute rate of the process but also its

proper interpretation in terms of a reaction mechanism.

Temperature programmed desorption applied to surface reactions is sometimes called

temperature programmed reaction spectrometry (TPRS). An example is shown in Figure

6.1.14 For the interpretation of a bimolecular reaction, this method requires four types of

thermal desorption measurements. For the COþO2 reaction this would be a set of thermal

desorption spectra conducted as a function of coverage for (1) pure CO, (2) pure O2, (3)

mixed COþO2 adlayers and (4) pure CO2 (the product). The interpretation of Figure 6.1

is then straightforward. The low temperature O2 desorption peaks are similar irrespective

of the presence of CO. CO desorption is identical for both COþO2 and CO overlayers.

The differences in the mixed phase are the formation of CO2 and the suppression of a

high-temperature O2 desorption peak.

The desorption of CO2 arises from reaction-limited desorption caused by the

Langmuir-Hinshelwood reaction of CO(a)þO(a). This conclusion is arrived at as follows.

EELS measurements15 show that O2(a) dissociates on Pd(111) for Ts � 180K and above

250K only atomic O(a) is left on the surface. CO2 is only formed above 300K, therefore,

the reaction must be between CO(a) and O(a) and not CO(a) and O2(a). O2 dissociation is

petroleum into smaller molecules. This is
followed by naptha reforming at 1–3MPa,
300 � T � 450 �C, performed on Pt ,
catalysts with other metals, e.g. Re,
as promoters.

Gases Production/Mm3

1.N2 26 448 Liquefaction of air
(Europe 21 893)

2.O2 16 735 Liquefaction of air
(Europe 26 128)

3.H2 13 989 Steam reforming of CH4 (natural gas) or
(Europe 10 433) naptha over Ni catalyst supported on

Al2O3, aluminosilicates, cement, and
MgO, promotedwith uranium or chromium
oxides at T as high as 1000 �C.

Metals
1. Fe (pig iron) World: 520 000 Carbothermic reduction of iron oxides with

coke/air mixture at T � 2000 �C.
2. Al 5382 Hall-Heroult process. Electrolysis of bauxite

(World: 23 463) (Al2O3) on carbon electrodes at
950–980 �C.

Table 6.1 (Continued)

Material Production/kMt Process
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a prerequisite for reaction and the reaction proceeds between two chemisorbed species.

The desorption of CO2 is limited by its rate of formation, not its rate of desorption. Pure

CO2 would desorb from Pd(111) at < 100K, thus at �400K, the surface lifetime of

adsorbed CO2 is extremely short. As soon as the CO2 is created by reaction, it desorbs

from the surface. There is no high-temperature recombinative desorption of O2 because

O(a) reacts completely with CO(a), which is present in excess for the conditions in

Figure 6.1. The CO desorption peak matches that from a surface dosed only with CO

because by the time the surface has reached 500K, all of O2(a) and O(a) have either

desorbed or reacted leaving the surface clean apart from CO(a). Thus, CO oxidation

follows a Langmuir-Hinshelwood mechanism described by the following reactions

COþ� Ð CO� ð6:2:1Þ
O2 þ 2� Ð 2O� ð6:2:2Þ
O� þ CO� Ð CO2 þ 2� ð6:2:3Þ

where * represents an empty site.

Note that Figure 6.1 utilized isotopic labelling. Isotopic labelling plays three roles in

surface kinetics measurements. First, it is used to obtain better signal-to-noise ratios in

the data. This is particularly important for CO and CO2, which are often present in the

Figure 6.1 A co-adsorbed layer of 18O2 þ 13C16O was prepared at Ts ¼ 100K on Pd(111).
When heated, three products are observed in temperature programmed reaction spectrometry
(TPRS): 18O2,

13C16O and 13C16O18O. The CO2 arises from the Langmuir-Hinshelwood
reaction of CO(a)þO(a). Reproduced fromK.W. Kolasinski et al. Surf. Sci., 334, 19. Copyright
(1995), with permission from Elsevier.
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background gases. Second, it is used to distinguish the products. N2 and CO both appear

at mass 28. Introduction of 18O, 15N or 13C into the reactants shifts the N2 and CO mass

spectral peaks accordingly when the isotopically labelled species is incorporated into the

desorbed product. Isotopic labelling facilitates the identification of reaction pathways by

explicating which bonds are breaking. When 18O2þ13C16O are dosed onto Pd(111) as in

Figure 6.1, the products observed are 18O–18O, 18O–13C–16O and 13C16O. The lack of
18O–16O and 16O–13C–16O demonstrate that CO adsorption is non-dissociative and that

all of the atomic oxygen arises from the dissociation of O2. Isotopic substitution can be

coupled with vibrational spectroscopy16 since many vibrational peaks shift sufficiently

between isotopomers to facilitate spectral assignments.

While we know that COþO2 reaction occurs via a LH mechanism, we can ask whether

the reaction has a greater propensity to occur at certain sites on the surface. Under the

conditions used for the above COþO2/Pd(111) reaction, we do not expect a great

sensitivity to a particular type of site. However, this is not always the case. The concept

of active sites was first proposed by Taylor17 and has been the subject of numerous

studies since. For instance, Somorjai18 has shown that step and kink sites can be

particularly active in breaking C–C and C–H bonds in hydrocarbons. Consequently,

vicinal surfaces of Pt are much more reactive for these reactions than flat surfaces. Ertl

and co-workers19 also have identified steps to be the active site in the dissociation of NO

on Ru(001). This surface exhibits two different types of steps, which differ in geometric

structure and reactivity. On one type of step, the O atom tends to chemisorb and remain at

the step. This deactivates the step, that is, this step is self-poisoned by its dissociation of

NO. Oxygen atoms diffuse away from the other type of step leaving them clean and

active for further dissociation. Hence, the first type of step is not an active site unless the

temperature is sufficiently high to allow for the diffusion of O(a) away from it. The

kinetics of reactions that depend on a certain active site, therefore, depends on the

concentration of these sites and whether or not they become blocked during the course of

the reaction. There need not be just one active site for a reaction. In a structure sensitive

reaction, pronounced differences exist between the reactivities of different active sites. In

a structure insensitive reaction, the difference in the reactivity of different types of active

sites is negligible.

A particularly interesting case of active sites controlling a structure sensitive reaction

is that of the MoS2 hydrodesulfurization (HDS) catalyst, the reactivity of which follows

the CoMoS model of Topsøe and Clausen and which has been elucidated by Besenba-

cher, Nørskov and co-workers.20,21 In the model, it is suggested that the active sites are

the edges of supported single monolayer MoS2 clusters with a size of 10–20 Å. Co

promotes the reactivity of the MoS2 clusters by replacing Mo at edge sites. DFT

calculations confirm STM images that the edge atoms in MoS2 clusters exhibit a

localized electronic state along the edge of the cluster (the brim state). Whereas the

basal plane, as represented by the interior of the MoS2 clusters is inert with respect to

hydrogenation of and eventual cleavage of a C–S bond in a molecule such as thiophene,

the brim state is particularly active. Adding Co to the cluster maintains the brim state.

However, the shape of the cluster changes from a triangular cluster with Mo along the

edge to a hexagonal cluster with alternate edges containing Mo and Co, as shown in

Figure 6.2. The industrial catalyst that has been developed from these studies has been

called the BRIMTM catalyst.
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The magic of catalysis is contained in a fine balancing act. The surface must be

reactive enough to break the appropriate bonds and hold adsorbates on the surface but not

so reactive that it inactivates the products. This balancing act is broadly applicable to

heterogeneous catalysis and has been demonstrated directly, for instance, during the

oxidation of CO on RuO2(110) surfaces.
22 When Ru(001) is exposed to stoichiometric

mixtures of COþO2, the conversion probability to form CO2 is extremely low. However,

when CO oxidation is performed in a large excess of O2, the reactivity is superior to that

of Pd, which as we have seen above is a very efficient CO oxidation catalyst. In excess

O2, a crystalline film of RuO2(110) grows. This surface reveals three types of surface

atoms: a Ru atom, a two-fold coordinated bridging O atom (Obr) and a three-fold

coordinated O atom (O3f). The binding site of CO as well as the transition state for this

reaction have been determined.23 CO binds, as expected, on the Ru atom. It reacts with

the Obr atom to form CO2. To form the TS on an O-covered Ru(001) surface, the Ru–O

and Ru–CO bonds are significantly weakened. However the Obr–CO TS is formed with

little cost to the Ru–Obr bond strength. This significantly reduces the activation energy

and leads to the site specificity. In this case the site specificity is not associated with a

defect site. The Obr site is part of the ideal RuO2(110) surface. However, reaction with

Obr is strongly favoured over O3f or with O chemisorbed on Ru(001).

Molecular beam techniques have also been applied to the measurement of surface

kinetics and have been reviewed extensively by Madix and co-workers.24–26 These

studies are generally performed at isothermal conditions and can involve one, two or even

three molecular beams.27,28 The use of pulsed molecular beams and so-called molecular

Figure 6.2 (a) Atom-resolved STM image of a CoMoS nanocluster. Size is 51 Å� 52 Å. Notice
the very intense brim associated with the Co-substituted S edge (shorter edges). (b) Ball model
of the proposed CoMoS structure. The CoMoS cluster is shown in top view exposing the
unpromotedMo edge and a Co-promoted S edge (Mo: dark, S: bright, Co: dark with spot). Also
shown on the basal plane is a single Co inclusion. The Mo edge appears to be unaffected by Co
and is shown in a side view ball model. The Co substituted S edge with a tetrahedral
coordination of each edge Co is also shown. Reproduced from J. V. Lauritsen et al., Catal.
Today, 111, 34. Copyright (2006), with permission from Elsevier.
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beam relaxation spectrometry (MBRS) allows for reaction products to be measured with

moderate temporal resolution. Thus surface residence times can be established. This is

particularly useful, for instance, to distinguish between LH and ER kinetics. Procedures

for the analysis of data waveforms can be found elsewhere.24,29–32

6.3 Haber-Bosch Process

Ammonia is an exceedingly useful and important chemical on an industrial basis. Annual

global production exceeds 120 million tons.33 Nitrogen fertilizers are produced from

ammonia as well as a host of other nitrogen containing chemicals. The production of

ammonia consumes more than 3� 1017 J which represents more than 1% of global

energy consumption,34 therefore, the discovery of a more efficient and lower temperature

ammonia synthesis would have profound implications not only for fossil fuel consump-

tion, but also the world-wide economy. Ammonia is synthesized according to the reaction

N2 þ 3H2 Ð 2NH3 �H0
298 ¼ �46:1 kJmol�1: ð6:3:1Þ

The reason why ammonia is so important industrially is essentially the same reason why

the reaction given by Equation (6.3.1) has to be performed catalytically: the triple bond in

N2 is so strong that N2 is essentially inert. Consequently, N2 is a poor source of nitrogen

whereas ammonia represents a usefully reactive source of nitrogen for industrial

chemistry. The truly magical aspect of catalysis is that the catalyst in the Haber-Bosch

process is so effective at breaking the N	N triple bond that virtually none of the energy

consumed is used to break that bond. As we will see below, the activation energy of the

catalysed reaction is close to zero. Instead the energy is required to compress and heat the

gases and to heat the catalyst so that the active sites remain clean.

From the above, we anticipate that N2 dissociation is the rate determining step in

ammonia synthesis. In other words, the dissociative sticking coefficient of N2 is low and

an effective ammonia synthesis catalyst is one that efficiently dissociates N2.

The ammonia synthesis reaction is conceptually simple. NH3 is not only thermo-

dynamically stable, it is by far the most stable nitrogen hydride. Therefore, selectivity is

not an issue for the catalyst. The role of the catalyst is to produce efficiently and rapidly

an equilibrium distribution of products and reactants. The key to the Haber-Bosch

process is that the catalyst efficiently breaks the N	N bond. This releases N atoms onto

the surface where they collide with adsorbed H atoms and eventually form NH3. The

elementary steps of the reaction can be written35

N2ðgÞ þ � Ð N2� ð6:3:2Þ
N2 � þ � Ð 2N� ð6:3:3Þ
N � þH � Ð NH � þ� ð6:3:4Þ
NH � þH � Ð NH2 � þ� ð6:3:5Þ
NH2 � þH � Ð NH3 � þ� ð6:3:6Þ
NH3� Ð NH3ðgÞ þ � ð6:3:7Þ
H2ðgÞ þ 2� Ð 2H� ð6:3:8Þ
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In principle, any one of the reactions could act as the rate determining step if it has a rate

that is significantly slower than all of the other elementary steps. Equation (6.3.3) is the

slow step under normal conditions with all of the subsequent reactions ensuing rapidly.

Iron is effective as a catalyst because it lowers the barrier to N2 dissociation. It does this

by gently coaxing the N	N bond to break while simultaneously forming Fe–N chemisorp-

tion bonds. The activation barrier for N2 dissociation is significantly lower than the N	N

bond strength, 941 kJmol�1 (10.9 eV), precisely because these two processes occur

simultaneously. Now we arrive at the second important property of Fe surfaces. They are

able to break N	N bonds but in doing so, they make an Fe–N bond that has just the right

strength. If the M–N bond is extremely strong, as it is for early transition metals, then the N

(a) is rendered inert because it forms a surface nitride and does not react further. If, on the

other hand, the M–N bond is too weak, then the surface residence time of N(a) becomes so

short that N2 may be formed instead of NH3. This would lower the efficiency of the catalyst.

It would appear, then, that the activation energy for N2 dissociation (Eads) and heat of

dissociative N2 adsorption (qads) are linked and vary systematically across the periodic

chart. This is an expression of the Brønsted-Evans-Polanyi relation, which states that the

activation energy and reaction energy are linearly related for an elementary reaction.36,37

The linearity of this relationship has been confirmed for N2 dissociation on a variety of

transition metals.38 Furthermore, the relation holds for different classes of sites. The less

reactive close-packed sites on Mo(110), Fe(111), Ru(001), Pd(111) and Cu(111) exhibit a

linear relationship between Eads and qads, while more reactive step sites on these surfaces

exhibit a parallel linear relationship with corresponding lower values of Eads. Conse-

quently, the trend of NH3 synthesis reactivity, which peaks for Fe and Ru on single

crystal surfaces, carries through to practical catalysts because the linear relationship is

valid for ideal as well as defect sites. We will look at this relationship between activation

energy and enthalpy of the rate determining step in more detail in Section 6.10.

The Haber-Bosch process operates at 200–300 bar and 670–770K over an Fe/K/CaO/

Al2O3 catalyst. To make the catalyst, Fe3O4 is fused with a few percent of

K2OþCaOþAl2O3. Themixture is then reduced (activated) by annealing in aH2/N2mixture

at�670K so thatmetallic Fe particles formon the high surface area oxide substrate provided

by Fe3O4/Al2O3. Al2O3 is the preferred substrate additive because it acts as a structural

promoter, ensuring high dispersion of the Fe clusters and hindering their tendency to sinter

into larger particles. TheCaOmay assist in this process. TheKacts as an electronic promoter.

We shall discuss below how promoters act. For now it is enough to know that promoters do

exactly what the name implies: they promote the formation of the desired product.

Inspection of Equation (6.3.1) reveals an exothermic reaction with a quite favourable

entropy factor. Low temperatures and high pressure should therefore favour the forward

reaction. High pressure is used in the industrial process, but the reason for the high

temperature is not immediately obvious. As we shall soon see, the activation barrier for

N2 dissociation is small or even negative,39,40 thus, the high temperature is not required to

activate nitrogen. High temperatures ensure rapid diffusion and reaction of adsorbed

intermediates and the rapid desorption of product NH3 so that sufficient free surface sites

are available to accept adsorbing N2.

The composition of the industrial catalyst has changed little since its introduction.

Haber first demonstrated the viability of the catalytic production of NH3. But it was

Mittasch who, in a demonstration of brute force combinatorial chemistry, performed over
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6500 activity determinations on roughly 2500 different catalysts while developing the

Haber-Bosch process.41 One hundred tons of such a catalyst are required for a 1000 ton

per day plant. By definition, a catalyst is not consumed in the reaction. Nonetheless, the

lifetime of the catalyst is finite. The Haber-Bosch catalyst is particularly robust with

roughly a 10-year lifetime. N2 is provided by purified air whereas H2 is generated by the

water gas shift reaction (Section 6.6).

The ammonia synthesis catalyst is a complex mixture of metals and oxides. What is the

structure of the working catalyst and how does this affect its activity? Ertl, Schlögl and co-

workers have developed the following picture of the working catalyst.41 As Figure 6.3

demonstrates, the Haber-Bosch catalyst has a complex structure. The porous oxide substrate

is covered with an inhomogeneous layer of metallic Fe clusters. Scanning Auger micro-

scopy reveals that K preferentially segregates to the surface of the Fe clusters. The K is

bound in a type of oxide that is not representative of a known bulk phase. This potassium

oxide compound is chemisorbed on Fe and covers about a third of the surface. Oxygen

enhances the thermal stability of K. Transmission electron microscopy unambiguously

reveals that the Fe clusters are crystalline and that they preferentially expose the (111) face.

We now need to determine whether the geometric structure of the particles and the presence

of K are critical for the performance of the catalyst. These questions are best answered by

direct surface science experiments carried out on well characterized model catalysts.

First, let us tackle the question of whether the presence of (111) crystallites is

important. Heterogeneous catalytic reactions can be usefully classified as either structure

sensitive or structure insensitive reactions42 Boudart and Djéga-Mariadassou43 discuss a

number of examples of both classes of reaction. Classically, the method of determining

structural sensitivity is to measure the turnover number (	 rate of product molecules

Figure 6.3 The ammonia synthesis catalyst as revealed by high-resolution scanning electron
microscopy. Reproduced from G. Ertl, et al., J. Catal., 79, 359. Copyright (1983), with
permission from Academic Press.
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formed per catalyst atom) of a reaction as a function of catalyst particle size. Such studies

convolute numerous factors and a definitive approach is to measure the rate of reaction as

a function of the exposed crystal face on single-crystal model catalysts.

Somorjai and co-workers have taken precisely this approach.44,45 They prepared single

crystal Fe samples of various orientations under standard UHV conditions and then

followed the reaction of stoichiometric mixtures of N2 and H2. The use of a special

reaction vessel allowed them to study the reaction at high pressure (20 bar) and a

temperature of 773K. The reaction rate depends strongly on the crystallographic

orientation, varying by over two orders of magnitude between the three low index

planes. The reaction rate increases in the order Feð110Þ < Feð100Þ < Fe(111). This

demonstrates unequivocally the structure sensitivity of the reaction. The clean Fe(111)

surface is the most active; nonetheless, it still makes a poor catalyst. The conversion

efficiency of turning N2 into NH3 is only of order 10�6.

If dissociation of N2 is the rate determining step in ammonia synthesis, we expect to

observe a low sticking coefficient and that the sticking coefficient should increase in the

order Feð110Þ < Feð100Þ < Fe(111). Bozso, Ertl and co-workers confirmed this trend

and measured a dissociative sticking coefficient that is of order 10�6.39,46 Further

studies47 demonstrated that on Fe(111) the adsorption process is best described by

N2ðgÞÐ
k1

k�1

N2ðaÞÐ
k2

k�2

2NðaÞ ð6:3:9Þ

and is actually characterized by a small negative activation barrier (�0:034 eV) when the

surface temperature is varied and the pre-exponential factor is assumed constant.

Nonetheless, high vibrational and translational energies are effective at promoting

adsorption into the molecular precursor and, therefore, dissociation of N2 on Fe

(111).48–50 This behaviour is characteristic of a direct adsorption process that proceeds

over an activation barrier. However, when the surface temperature is varied, the rate of N2

dissociation decreases. The negative apparent activation barrier indicates that dissociative

N2 adsorption does not occur via a simple elementary reaction. Consistent with Equation

(6.3.9), dissociation of N2 incident upon the surface with thermal energies proceeds via

(at least) a two-step sequence that involves a molecularly chemisorbed intermediate

(precursor). The competition between desorption of N2 (k�1) and the dissociation of

adsorbed N2 (k2) results in a negative apparent activation energy. The direct dissociative

pathway is accessible only for N2 molecules that have extremely high energies. Recent

calculations show that even Equation (6.3.9) is an oversimplification.51 Four molecularly

adsorbed states are found and dissociation proceeds successively through these states. In

addition, Mortensen et al. have shown that the sticking data can equally well be fitted by

a small positive activation barrier (þ0.03 eV) if the temperature dependence of the pre-

exponential is treated explicitly. Usually it is a good approximation to assume that A is

constant; however, for such small barriers and large temperature ranges, the temperature

dependence of A should be taken into account.

The behaviour of N2 on Fe(111) shows certain parallels to what we have seen for O2/

Pd(111). In both cases, a direct transition from the gas-phase molecule to the dissociative

adsorbed phase does not occur readily for molecules with thermal incident energies.

Adsorption into a molecular chemisorbed state opens a dissociation pathway that has a

significantly lower or even vanishing barrier. These two examples illustrate the multi-
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dimensional nature of the gas/molecule potential energy surface. Furthermore, they

demonstrate how a surface can open new low activation reaction pathways by first

accommodating a molecule into the adsorbed phase. Once chemisorbed onto the surface,

theO2 orN2molecules are able to traverse regions of configuration space that are not directly

accessible from the gas phase and in doing so they can dissociate via a lower barrier path.

That the ammonia synthesis reaction is structure sensitive has practical implications for a

practical catalyst. Our first impression of an effective catalyst might be that we would want

a catalyst with a high dispersion. A dispersion of one indicates that all atoms reside on the

cluster surface. In this way, no atoms would be ‘wasted’ in the bulk below the surface.

However, as the particle size changes, the geometric structure of the cluster changes. In

particular, the number of sites of different coordinations is a function of the cluster size. If a

particular type of site were required for catalysis, then the major concern would be to make

a catalyst with a maximum of these sites rather than a maximum of surface atoms of all

types. In the BRIMTM catalyst, for instance, each catalyst particle must have the required

edge atoms. For structure sensitive ammonia synthesis on Fe catalysts, work in Somorjai’s

laboratory has demonstrated the importance of seven-fold coordinated (C7) iron atoms.44

The C7 sites on iron are the active sites for ammonia synthesis.

If K acts to enhance the reactivity of the catalysts, it should accomplish this by

increasing the dissociative sticking coefficient of N2. This is found for Fe(111) and Fe

(100) surfaces.52 Additionally, in the presence of a sufficient amount of pre-adsorbed K,

the two Fe surfaces no longer exhibit the structural sensitivity of the clean surface. K-

covered Fe(111) and Fe(100) are roughly equally efficient at dissociating N2. Thus, K

acts not only to promote the sticking coefficient, but it also assists in making all exposed

surfaces of the Fe particles equally reactive.

The pursuit of new ammonia synthesis catalysts remains an active area of scientific

pursuit. A new Ru based catalyst has been introduced. Enzymatic fixation of nitrogen

occurs in nature at ambient temperatures. The active part of the enzyme is believed to be

a MoFe7S9 cluster embedded among organic moieties. Fundamental theoretical studies

have been carried out in Nørskov’s group40 to investigate whether an understanding of the

enzymatic process may lead to an economically viable low-temperature synthetic route.

Jacobsen34 has shown that ternary nitrides (Fe3Mo3N, Co3Mo3N and Ni2Mo3N) can

exhibit high activity for ammonia synthesis. A Cs promoted Co3Mo3N catalyst has an

activity that exceeds that of a commercial catalyst by �30%. There is continuing interest

in the surface chemistry of ammonia synthesis and the search for new catalyst

formulations derived from fundamental understanding.

6.4 From Microscopic Kinetics to Catalysis

One of the great aims of chemical studies of surfaces is to describe at the microscopic

level the elementary steps in complex catalytic reactions and to determine the kinetic

parameters that describe the rate of the overall process. This has been accomplished for

several reactions. Two of the most important are the oxidation of CO by either O2 or NO

on Pt and the ammonia synthesis reaction. We start with the specific case of ammonia

synthesis and then look at a more general method of performing kinetic analysis and

defining the rate determining step.
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6.4.1 Reaction Kinetics

We seek to develop a general kinetic analysis that will allow us to define and identify the

rate determining step and to analyse kinetic data analytically. We start by summarizing a

few important principles. Consider a generic reversible gas-phase reaction

R1 þ R2 Ð P ð6:4:1Þ
which follows a mechanism composed of three elementary steps.

R1 Ð
k1

k�1

2I1 ð6:4:2Þ

R2 þ I1 Ð
k2

k�2

I2 ð6:4:3Þ

I1 þ I2 Ð
k3

k�3

P ð6:4:4Þ

We assume that all energy transfer processes are sufficiently rapid (quasi-equilibrated)

that all of the kinetic relations can be written in their high-pressure limit. The sum of the

three elementary steps is equal to the overall reaction.

As each step is reversible, we can write an equilibrium constant Ki for each individual

step and the overall equilibrium constant Keq is equal to the product of all of the

individual equilibrium constants. Furthermore, the equilibrium constant of an elementary

reaction is equal to the ratio of the forward and reverse rate constants for that reaction.

Hence we can write

Keq ¼ ½P

½R1
½R2
 ¼ K1K2K3 ¼ k1

k�1

k2

k�2

k3

k�3

: ð6:4:5Þ

Using transition state theory, we can express an elementary rate constant as the product

of a pre-factor nz (that may also include a standard state concentration) and K
z
i the

equilibrium constant for the formation of an activated complex from step i

ki ¼ �zKz
i : ð6:4:6Þ

For a system at steady state, the concentration of all reaction intermediates is constant.

The net rate of a reaction step ri is equal to the rate of the forward reaction ri;f minus the rate

of the reverse reaction ri;r; whereas the rate of change of concentration of any reactant or

product must account for the net rate contributions of all reactions that consume or produce

that species. For the reaction mechanism above, this allows us to write

dI1

dx
¼ 0 ¼ 2r1 � r2 � r3 ð6:4:7Þ

dI2

dx
¼ 0 ¼ r2 � r3: ð6:4:8Þ

Note the factor of 2 that is included based on the stoichiometry of Equation (6.4.2). From

Equations (6.4.7) and (6.4.8) we deduce that as steady state

r1 ¼ r2 ¼ r3: ð6:4:9Þ
The rate of an elementary step is the product of a rate constant ki and the appropriate

concentration term that defines the order of the step. The rate constant is generally assumed

to be related to an activation energy and a pre-exponential factor by the Arrhenius law.
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6.4.2 Kinetic Analysis using De Donder Relations

The net rate of an elementary step

ri ¼ ri;f � ri;r ð6:4:10Þ
can also be written in terms of the affinity Ai

ri ¼ ri;f ½1� expð�Ai=RTÞ
: ð6:4:11Þ
This is the De Donder relation.53,54 The affinity is the thermodynamic driving force for

the elementary step. It is equal to the negative of the Gibbs energy change with respect to

the extent of reaction. This is given by the difference between the Gibbs energies of the

products and reactants at the reaction temperature and for the activities of each of the

species involved,

Ai ¼ �
X
j

niiGj ¼ �
X
j

nij½Go
j þ RT ln aj
; ð6:4:12Þ

where nij are the stoichiometric coefficients for the reactants and products of step i

(negative for reactants and positive for products), Go
j are the standard Gibbs energies and

aj are the activities. Because the equilibrium constant is also related to Go
j by

Kieq ¼ exp

�P
j

nijGo
j

RT

0
B@

1
CA; ð6:4:13Þ

the affinity and equilibrium constant are related. We express this relationship with a

dimensionless variable zi called the reversibility of step i53

zi ¼ exp � Ai

RT

� �
¼

Q
j

a
nij
j

Kieq

: ð6:4:14Þ

As the reversibility approaches zero the step approaches irreversibility, while it is one for

an equilibrated step. The total reversibility of the composite reaction is the product of the

individual reversibilities and the total affinity is the sum of the affinities of the elementary

steps. Hence for the three-step mechanism above

ztotal ¼ z1z2z3 ¼ aP

KeqaR1
aR2

ð6:4:15Þ

and Atotal ¼ A1 þ A2 þ A3 ¼ � ln
aP

KeqaR1
aR2

� �
: ð6:4:16Þ

The conditions under which the reaction is run determine the parameters aR1
; aR2

; aP and ztotal.
Using the De Donder relations we can write expressions for the net rates r1, r2 and r3 in terms

of the activities, equilibrium constants and the reversibilities z1, z2 and ztotal. Using the steady

state condition and Equation (6.4.9), we can determine the values of z1 and z2. It can be

shown53 that only the three forward rate constants k1, k2 and k3 as well as Keq, K1eq and K2eq,

need to be specified in order to completely determine the kinetics. The equilibrium constants

are generally readily available based on thermodynamic data. This leaves experimental

determination of the three rate constants for a complete description of the kinetics.
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All of the above has been derived for a gas-phase reaction. All of it is also applicable to

surface reactions; however, one must also keep in mind the single greatest differentiating

factor in catalysis for surface reactions: one must count sites. For instance, if the above

reaction scheme were to be extended to a surface with I1, I2 and R2 present as adsorbed

species (assuming that R1 dissociatively adsorbs and that it and P are so weakly bound as

to have negligible coverage) then we would also have to keep track of the number of

empty sites y� according to

y� ¼ 1� yI1 � yI2 � yR2
: ð6:4:17Þ

6.4.3 Definition of the Rate Determining Step (RDS)

The colloquial definition of a rate determining step is that it is the slowest step in a

reaction. However, for the three-step reaction above at steady state, Equation (6.4.9), we

see that the net rate of each step is the same. Certainly it is not the net rate that

determines the RDS. A better definition of the RDS has long been discussed for instance

by Boudart and Tamaru,55 Dumesic,53 and Campbell.56 In simple reaction mechanisms,

identification of the RDS is often easy. However, even for simple reactions the

identification of an RDS may be difficult, for instance, if a slow step precedes a fast

step in a consecutive reaction. For generality and for analysis of complex reactions a

more quantitative definition of the rate determining step is required. The identification of

the rate determining step is important in catalysis because if we can identify the RDS,

we have identified the elementary step that must be addressed by the catalyst to

accelerate the rate of reaction.

Campbell56 has defined a method to quantifiable identify the RDS by introducing a

parameter he defines as the degree of rate control for step i

Xrc;i ¼ ki

R

dR
dki

; ð6:4:18Þ

where the overall rate of reaction is R and the partial derivative of R with respect to the

elementary rate constant ki, dR=dki, is taken while holding all other rate constants kj
constant. The concept behind Xrc;i is simple: Change the forward and reverse rate

constant of step i by a small amount that still leads to a measurable change in R, say 1%.

Since both forward and reverse rate constants are changed equally, the equilibrium

constant of that step is not affected. Subsequent to this change, calculate the change in

the overall rate R. The step that makes the greatest difference – that is, the step that

changes R the most – is the step with the greatest Xrc;i value. This is the rate determining

step.

For any reaction mechanism that is composed of a series of consecutive steps and

which has a single RDS, Xrc;i ¼ 1 for the RDS and is zero for all other steps. Any step

with Xrc;i � 0:95 acts as a rate determining step. Some complex mechanisms do not have

a single RDS. There will then be several rate limiting steps with positive values of Xrc;i. If

a step has a negative value of Xrc;i it is an inhibition step. This method is extremely

general. The only drawback is that in order to implement it efficiently, the rate equations

must be handled using finite difference or other numerical methods. On the other hand,

such kinetic analysis is routine with desktop computers so this does not present a serious

obstacle to implementation.
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6.4.4 Microkinetic Analysis of Ammonia Synthesis

Here we describe in detail the kinetic model of ammonia synthesis developed by Stoltze

and Nørskov.5,7 The model combines the experimental results from UHV single-crystal

studies and quantum mechanical calculations. With no adjustable parameters, the model

predicts rates in good agreement with high-pressure measurements made over an

industrial catalyst. The results show unequivocally that the pressure gap can be over-

come. First, the model begins with a set of elementary steps as proposed by Ertl35 and

described in Equations (6.3.2)–(6.3.8).

An essential difference between surface kinetics and kinetics in other phases is that the

reactions occur with a limited number of surface sites. An empty surface site is denoted *

and a site occupied by species X is denoted X*. The number of surface sites is included

explicitly within the model and the total of occupiedþ unoccupied sites is constant. As

indicated by the double arrows, each step is assumed reversible and all reactions, apart

from the rate determining step, are treated as equilibria. Further assumptions in the model

are that the gas phase is ideal and that all sites are equivalent.

The rate determining step is the dissociation of adsorbed N2, depicted in step (2). The

rate of ammonia synthesis is, therefore, the net rate of step (2)

r2 ¼ k2yN2�y� � k�2ðyN�Þ2: ð6:4:19Þ
The net rate rather than just the forward rate k2yN2�y� must be used because the step is

assumed reversible. The rate constants can be written in Arrhenius form, for instance,

k2 ¼ A2 exp
��zH2

RT

 !
: ð6:4:20Þ

Next, we need expressions that relate all of the surface species concentrations so that

we can substitute into Equation (6.4.19) to obtain a final rate expression. The final rate

expression relates the experimental parameters – pN2
, pH2

, pNH3
, and T – and thermo-

dynamic parameters to the ammonia synthesis rate. As each reaction step is assumed to

be equilibrated, we can write the complete set of equilibrium constant expressions to

obtain relationships for the coverages for the various species.

K1 ¼ yN2�
ðpN2

=p0Þy� ð6:4:21Þ

K3 ¼ yNH�y�
yN�yH�

ð6:4:22Þ

K4 ¼ yNH2�y�
yNH�yH�

ð6:4:23Þ

K5 ¼ yNH3�y�
yNH2�yH�

ð6:4:24Þ

K6 ¼ ðpNH3
=p0Þy�

yNH3�
ð6:4:25Þ

K7 ¼ ðyN�Þ2
ðpH2

=p0Þðy�Þ2
ð6:4:26Þ
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where p0 is the standard state pressure of 1 bar. The equilibrium constant for the overall

reaction, [Equation (6.3.1)], is

Kg ¼ K1K
2
2K

2
3K

2
4K

2
5K

2
6K

3
7 : ð6:4:27Þ

From statistical mechanics, each equilibrium constant can be calculated from the

molecular partition functions of the reactants and products via Equation (4.4.7). The

molecular partition function is calculated from the product of the translational, vibra-

tional, rotational and electronic partition functions as in Equation (4.4.9). Finally, we

need an expression for the conservation of sites. In terms of fractional coverages of the

adspecies and the fractional coverage of free sites, y*, this yields

yN2� þ yN� þ yNH� þ yNH2� þ yNH3� þ yH� þ y� ¼ 1: ð6:4:28Þ
From Equations (6.4.21)–(6.4.26) and (6.4.28), expressions for the fractional coverages

of each surface intermediate can be calculated (see Exercise 1). Substitution of the

expressions for yN2�, y� and yN� into Equation (6.4.19) yields

r2 ¼ 2k2K1

pN2

p0
� p2NH3

p0

Kgp
3
H2

 !
ðy�Þ2: ð6:4:29Þ

The rate at which NH3 is formed is 2r2 molecules per second per surface site. The

coverage of empty sites is given by

y� ¼ 1þ K1

pN2

p0
þ pNH3

p0:50

K3K4K5K6K
1:5
7 p1:5H2

þ pNH3

K4K5K6K7pH2

 

þ pNH3

K5K6K
0:5
7 p0:5H2

p0:50

þ pNH3

K6

þ K0:5
7

p0:5H2

p0:50

!�1

:

ð6:4:30Þ

Equations (6.4.29) and (6.4.30) contain thermodynamic and extensive variables that

can be determined by experiment and theory. Thermodynamic data for the gas-phase

species is readily available in the JANAF tables.57 The equilibrium constants are

calculated from the partition functions from the vibrational properties of the adsorbates.

Measurements of the initial sticking coefficient of N2 into 2N* and its activation energy

are used to determine A2 and �zH2.
52 To compare with a working catalyst, the surface

area of the catalyst is also required. The calculations of Stoltze and Nørskov5 show that

apart from the pressures, temperature, surface area and Kg, the only critical parameters in

the model are A2, �
zH2 þ eelec;N2� and eelec;N�, where the eelec;x terms are the electronic

ground state energies as in Equation (4.4.10). All of these can be determined rather

directly from experiments.

Figure 6.4 compares the calculated and measured outputs from a working catalytic

reactor. As is clear to see the agreement is remarkably good. The calculations are based

on values derived from UHV single-crystal surface studies. The experiments were

performed at 1–300 atm on a practical catalyst. The extremely good agreement demon-

strates that the mechanism of ammonia synthesis is understood and quantitatively

describable on a molecular scale.

Figure 6.5 depicts the state of catalyst under operating conditions. The reactor has an

inlet at one end, a catalyst bed and an outlet at the other end. The gas-phase composition
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Figure 6.4 The measured NH3 mole fraction at the reactor outlet (data points) is compared
with the calculation of Stoltze and Nørskov (solid line). The Topsøe KM1R catalyst was
operated at 1–300 atm and 375–500 �C. Reproduced from P. Stoltze et al., J. Catal., 110, 1.
Copyright (1988), with permission from Elsevier.

Figure 6.5 Coverages calculated by Stoltze and Nørskov for a K-promoted Fe catalyst
operating at 400 �C with an initial mixture (at inlet) of 25% N2, 75% H2 and 0% NH3.
Percentage of NH3 at outlet: 20.6%. The curves are for adsorbed nitrogen (N*), hydrogen
(H*), free sites (*) and molecular nitrogen (N2*). Reproduced from P. Stoltze, et al., J. Catal.,
110, 1. Copyright (1988), with permission from Elsevier.
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changes from a 1:3 (stoichiometric) mixture of N2:H2 to an equilibrium mixture at the

end. Nonetheless, the surface coverage trend is uniform over the length of the catalyst.

The surface of the catalyst is essentially covered with adsorbed N. N* is the most

abundant reactive intermediate or MARI.43 The number of free sites is extremely small,

on the order of 10�3.

6.5 Fischer-Tropsch Synthesis and Related Chemistry

Several catalytic processes are built around the use of synthesis gas or syngas, a mixture

of COþH2. Fischer-Tropsch (FT) synthesis58 is the production of hydrocarbons and

oxygenated hydrocarbons (oxygenates) from synthesis gas. Closely related are the

methanation reaction (production of CH4 from syngas), methanol synthesis and the

Mobil process, which converts methanol (often produced from syngas) into transportation

fuels.

Synthesis gas is produced from oil, natural gas, coal or other carbonaceous miner-

alogical deposits by steam reforming.59 Carbon can be supplied as well in a renewable

form by the use of biomass. Steam reforming is the reaction of hydrocarbons with water

to form CO and H2. Specifically for natural gas (which is primarily methane), this is

written

CH4 þ H2O Ð COþ 3H2 �H0
298 ¼ �207 kJmol�1: ð6:5:1Þ

The first challenge of steam reforming is activity and, thus, a K2O promoted Ni catalyst is

used at 700–830 �C, 20–40 bar pressure, on an alumina or calcium aluminate substrate.60

The reverse reaction is strongly favoured in the low temperature range of 250–350 �C
because the entropy term of the forward reaction is unfavourable. The second challenge

is S poisoning but the catalyst is also deactivated by As, halogens, P, Pb and Cu. The

latter are easily removed from the feedstock prior to exposure to the catalyst. S presents

the biggest problem but is much less so for natural gas than it is, for instance, for coal or

oil shale. Two other potential forms of catalyst deactivation are carbon formation, also

known as coking,61 and sintering.

The water gas shift reaction is the reaction of water gas (COþH2O) to form CO2 and

H2

COþ H2O Ð CO2 þ H2 �H0
298 ¼ �42 kJmol�1: ð6:5:2Þ

This reaction is used to increase the H2 content of synthesis gas and is important in

automotive catalysis. An Fe3O4 catalyst supported on Cr2O3 is used as a high-

temperature shift catalyst (400–500 �C). This catalyst is rather robust with respect to S

poisoning; indeed, the sulfide, Fe3S4, also acts as a catalyst for the reaction, albeit with a

lower activity. If the feedstock has a low S content then a low temperature shift catalyst

can be used. These catalysts consist of oxides of CuþZn or CuþZnþAl and operate at

190–260 �C. From the stoichiometry of the reaction, the change in the moles of gas

molecules is �ngas = 0. Therefore, the entropy term is not significant, a factor favourable

for a low temperature catalyst. However, the selectivity of the low temperature catalyst

then becomes a paramount property because the production of methane and higher
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hydrocarbons is thermodynamically favoured. Because of the presence of Cu, low

temperature shift catalysts are highly susceptible to S poisoning.

Methanol is made industrially by the ICI low-pressure methanol process. Low pressure

is in the eye of the beholder as the process is normally run at 50–100 bar. As an

exothermic reaction with a highly favourable entropy factor,

COþ 2H2 Ð CH3OH �H0
298 ¼ �92 kJmol�1; ð6:5:3Þ

high pressure and low temperatures favour the process. The temperature must not be

too low as the catalyst is deactivated if, for example, the methanol, which is a liquid at

room temperature (bp 64.7 �C at 1 bar), does not rapidly desorb from the catalyst. The

use of CuOþZnOþAl2O3 or CuOþZnO catalyst allows the process to be run at the

relatively mild temperature of 230–270 �C. Again, the Cu-based catalyst is highly

susceptible to poisoning from S as well as Cl. The selectivity of the catalyst is

remarkably high. Although higher alcohols, ethers and alkanes are thermodynamically

preferred, the selectivity for methanol is often > 99%. In these catalysts the Cu acts as

the active site. The ZnO provides a matrix into which it can dissolve and the Al2O3

ensures a high surface area (dispersion) for the catalyst. The reaction is strongly

structure sensitive. This fact is essential for accurate modelling of the kinetics observed

under industrial conditions as the structure of the catalyst depends on the reactant gas

composition.62

Fischer-Tropsch chemistry proceeds via a complex set of reactions, which consume

CO and H2 and produce alkanes ðCnH2nþ2Þ, alkenes ðCnH2nÞ, alcohols ðCnH2nþ1OHÞ and
other oxygenated compounds, aromatics as well as CO2 and H2O. Some examples of

these reactions are

nCOþ ð2nþ 1ÞH2 ! CnH2nþ2 þ nH2O ð6:5:4Þ
nCOþ 2nH2 ! CnH2n þ H2O ð6:5:5Þ
nCOþ 2nH2 ! CnH2nþ1OHþ ðn� 1ÞH2O ð6:5:6Þ

2nCOþ ðnþ 1ÞH2 ! CnH2nþ2 þ nCO2 ð6:5:7Þ
2nCOþ nH2 ! CnH2n þ nCO2 ð6:5:8Þ
ð2n� 1ÞCOþ ðn� 1ÞH2 ! CnH2nþ1OHþ ðn� 1ÞCO2: ð6:5:9Þ

All of these reactions are accompanied by negative free energy changes and are

exothermic.33 It is important, however, that the catalyst does not produce an equilibrium

mixture of products. If this were to happen, the reaction products would be an unwieldy

molasses, which would be of little economic value. Therefore, selectivity is perhaps the

most important characteristic of a Fischer-Tropsch catalyst. Most group 8, 9 and 10

metals are good catalysts for these reactions; however, the product distributions obtained

depend on the metal. A Co or Fe catalyst is best for producing the low molecular weight

hydrocarbons preferred as liquid fuels (both petrol and diesel), whereas a Ru catalyst is

selective for producing high molecular weight waxy hydrocarbons. Rh-based catalysts

give increased yields of oxygenates, particularly methanol and ethanol. A Ni catalyst is

the best for formation of methane. The SASOL process uses K as a promoter. In addition,

a small amount of Cu added to the catalyst aids in the activation of the catalyst and likely

helps to maintain a high surface area.
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Two environmentally attractive aspects of Fischer-Tropsch chemistry are that a

renewable source of carbon (biomass) can be used as the source of synthesis gas and

that syngas contains no S, P or N. The liquid fuels obtained by this method are, therefore,

very clean burning. The challenge in Fischer-Tropsch chemistry remains an increase in

the selectivity. A breakthrough in catalytic chemistry that would allow for the selective

formation of specific alkenes or oxygenates would be of tremendous impact. To achieve

this, a greater understanding of the mechanisms involved in Fischer-Tropsch synthesis is

required.

The mechanisms involved in Equations (6.5.4)–(6.5.9) are obviously complex. Further

obscuring the matter, numerous reactions are occurring along parallel paths. Nonetheless,

progress has been made in understanding some mechanistic aspects of Fischer-Tropsch

chemistry. First, one needs to realize that the product distribution, and therefore the

reaction mechanisms, depends sensitively on the surface temperature and the composi-

tion of the catalyst. Not one unique mechanism operates at all temperature and for all

catalysts. This is to be expected as a result of the interwoven nature of the numerous

parallel reactions that occur.

There are at least two general mechanisms for chain propagation and termination: the

alkyl mechanism of Brady and Pettit63 and the alkenyl mechanism of Maitlis. Both have

strength and weakness and neither accounts well for the formation of oxygenates.58 Here

we examine in some detail the alkenyl mechanism. Maitlis and co-workers studied FT

synthesis over Rh/CeO2/SiO2 and Ru/SiO2 catalysts at 433–473K and a CO:H2 ratio of

1:2.64,65 The primary products are 1-alkenes, with propene (CH2¼CH–CH3) the most

abundant. They have established two important pathways that are components of FT

chemistry by tracking the incorporation of 13C containing reactants. The first is the

dissociation of CO with subsequent hydrogenation to form an adsorbed methylene

species (CH2). The second series of reactions corresponds to the polymerization of CH2

moieties with adsorbed alkenyl fragments. These two reaction cycles are depicted in

Figures 6.6 and 6.7.

Figure 6.6 The dissociation of CO followed by hydrogenation to form an adsorbed methylene
(CH2) species. The formation of CH2 is an essential step in Fischer-Tropsch synthesis. CH2 is the
product of sequential H addition steps that follow the dissociative adsorption of H2 and CO.
Oxygen is removed from the surface via H2O formation.

Heterogeneous Catalysis 315



Figure 6.7 depicts a series of non-stoichiometric schematic reactions.64,65 The

initiating steps of FT synthesis are dissociative H2 adsorption and the chemisorption of

CO. Adsorbed CO then dissociates and the resulting carbide is sequentially hydrogenated

to CH, CH2 and CH3, the presence of which has been confirmed in surface science

experiments. There is general agreement that what ensues is a stepwise polymerization of
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Figure 6.7 The alkenyl carrier cycle. The cycle begins in the top left with the formation of
adsorbed vinyl (HC¼CH2) from CH and CH2. Chain growth ensues, initiated by the addition
of CH2. Isomerization forms an adsorbed allyl (H2C-CH¼CH2). Subsequently, further addition
of CH2 (propagation and chain growth) competes with addition of H (termination). Repro-
duced from P.M.Maitlis et al., Chem. Commun., 1. Copyright (1996), with permission from the
Royal Society of Chemistry.
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methylene (CH2 groups). Shown in Figure 6.7 is that the beginning of the hydrocarbon

formation cycle is the reaction of CHþCH2 to form an adsorbed vinyl species. A CH2

species then adds to this unit followed by an isomerization to reproduce a structure

similar to that of the adsorbed vinyl group. Subsequent additions of CH2 groups then

compete with the addition of H. When H is added, the cycle terminates and a 1-alkene

desorbs. That H2
13C¼13CHBr is an efficient initiator of the reaction confirms this

mechanism. H2
13C¼13CHBr adsorbs as H2

13C¼13CH as required by the mechanism.

On the other hand H3
13C–13CH2Br, which does not readily form this species, is not an

efficient initiator of reaction.

Several comments must be made about these mechanistic steps. Note that the exact

structure of the adsorbed intermediates is unknown. Nonetheless, we know that the
13C¼13C bond is not severed completely and that the two isotopically labelled C atoms

remain neighbours throughout, regardless of how many CH2 additions occur to the

molecule that contains them. This supports the isomerization/addition mechanism of

Figure 6.7. In addition, desorption of the 1-alkene after the addition of a hydrogen atom

to the adsorbed alkenyl species (hydrogenolysis) competes at each step with the addition

of a further CH2 group. This type of kinetic competition makes the product distribution

particularly sensitive to temperature and catalyst activity. Importantly, the catalyst treats

adsorbed double bonds gently. At 433K the C¼C found in step one is not completely

broken and the two 13C atoms remain bound to each other.

When the conditions of the reaction are changed, the reaction product distribution can

change. The product distribution for the Ru/SiO2 catalyst is much different at 463 K

compared with 433K. At 463K significant 13C¼13C bond scission occurs and the two
13C do not often remain neighbours. Surprisingly, a Rh/CeOx/SiO2 at 463K exhibits

similar behaviour to the Ru/SiO2 catalyst at 433K. In summary, FT synthesis remains a

complicated problem but better control of the product distributions should be possible

with our increasingly sophisticated understanding of this catalytic system.

6.6 The Three-way Automotive Catalyst

The goal of achieving clean burning internal combustion engines represents both a

challenge to and a triumph of catalytic chemistry.66 Beginning in the 1970s in the USA,

governments have imposed progressively stricter regulations on the release of hydro-

carbons (HC), nitrogen oxides (NOx) and CO in automotive emissions.

The strategy of designing an automotive catalyst is much different from that of the

industrial processes that we have considered above. The reaction conditions of

temperature (673–773K) and pressure (�1 bar) are determined, within narrow limits,

by the operation of the engine and the desire for high fuel economy. The automotive

catalyst aims to take the products of a near stoichiometric mixture of air and fuel after it

has been combusted in the engine and ensure that the emissions consist of an equilibrium

mixture containing only CO2, H2O and N2. The reactant mixture that reaches the catalyst

consists of H2, H2O, O2, N2, NOx, CO, CO2 and HC (alkanes, alkenes and aromatics

containing 1–8 C atoms). A certain level of impurities, such as S (as SO2), P and Pb (as

tetraethyl lead), is derived from the fuel and engine oil. Fuel and lubrication additives

may also include potential poisons. For example, a common form of antiwear agent
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added to lubricants is a zinc dialkyldithiophosphate. This forms a tough, cross-linked

zinc phosphate film on the surface of the engine but also provides a source of Zn, S and

P. The use of alcohol in fuels leads to the introduction of aldehydes into the exhaust

stream.

As summarized by Taylor,67 the pertinent chemical reactions to be considered are

COþ 1=2O2 ! CO2 ð6:6:1Þ
hydrocarbonsþ O2 ! H2Oþ CO2 ð6:6:2Þ
H2 þ 1=2O2 ! H2O ð6:6:3Þ
NOþ CO ! 1=2N2 þ CO2 ð6:6:4Þ
NOþ H2 ! 1=2N2 þ H2O ð6:6:5Þ

hydrocarbonsþ NO ! N2 þ H2Oþ CO2 ð6:6:6Þ
NOþ 5=2H2 ! NH3 þ H2O ð6:6:7Þ
COþ H2O ! CO2 þ H2 ð6:6:8Þ
hydrocarbonsþ H2O ! COþ CO2 þ H2 ð6:6:9Þ

3NOþ 2NH3 ! 5=2N2 þ 3H2O ð6:6:10Þ
2NOþ H2 ! N2Oþ H2O ð6:6:11Þ
2N2O ! 2N2 þ O2 ð6:6:12Þ
2NH3 ! N2 þ 3H2: ð6:6:13Þ

These are grouped more or less in order of importance. Both activity and selectivity

are important for the operation of the catalyst. The importance of activity is obvious. The

catalyst must efficiently oxidize CO and HC and reduce NO regardless of whether

the exhaust mixture is rich in oxidizing agents or reducing agents. The selectivity of the

catalyst is exemplified by the desire to produce N2 not NH3 from NO. Furthermore, O2

should be used for complete oxidation of HC and CO to CO2 rather than for the

production of H2O from H2. Given these requirements and constraints we can now set

upon the search for a perfect catalyst.

The three-way automotive catalyst, so named because it removes the three unwanted

products CO, HC and NOx, is the result of wide-ranging scientific activity that has

spanned from high pressure engineering studies on high surface area supported metal

catalysts to UHV surface science on single crystal model catalysts. The general

composition consists of rhodium, platinum and palladium dispersed on Al2O3 with

CeO2 added as a type of promoter.

Rhodium is almost the perfect material for an automotive catalyst. It is the best catalyst

for the reduction of NO to N2. Rh is particularly active in promoting the reactions of

NOþCO and NOþH2, even at low temperatures. Rh also acts as an efficient steam

reforming catalyst, though it does have a tendency to oxidize HCs only partially to CO.

While increasing the need for CO oxidation, this is not a severe constraint as Rh

functions as an efficient CO oxidation catalyst as well, again, even at relatively low

temperatures. The one great drawback of Rh is its price. It is estimated to comprise only

0.001 ppm of the Earth’s crust (compared with 0.005 ppm for Pt and 0.01 ppm for Pd).68
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Major ore bearing deposits are located only in South Africa and Russia as well as a lower

concentration reserve in Canada. Hence Rh is quite expensive – its price per ounce has

gone from $2125 in 2001 to $6080 in 2007 – and its supply has been subject to political

volatility. Research continues to find replacements for it.

Platinum is not normally considered an inexpensive metal but at only $1247 per oz this

compares quite favourably to rhodium. Nonetheless this is still twice the 2001 price of

$616 per oz. Pt is added to the three-way catalyst for its ability to oxidize CO and HC.

The warm up time of an engine represents by far the dirtiest phase of combustion and

presents the most severe problems for the catalytic conversions of CO and HC. Pt has

relatively high activity during this phase. Pt makes little contribution to the reduction of

NOx. Although it can reduce NO in isolation, in the presence of SO2 and high

concentrations of CO the activity of Pt for NO reduction is quite low.

Palladium has regained its status as the least expensive of the three primary platinum

group metals used in the three-way catalyst, having dropped from $1094 per oz in 2001

to only $325 per oz in 2007. This compares with $490 per oz for Ru and $450 per oz for

Ir, two other platinum group metals commonly used in catalysis. Palladium’s primary

role is as an oxidation catalyst for CO and HC. It is frequently used in a separate part of

the catalyst, away from the Rh, so that oxidation and NO reduction occur in separate

parts of the overall automotive catalyst. The trend from 2001 for decreased Pd loadings

and increased Pt loadings in automotive catalysts has reversed because of the prices of

the metals. This illustrates that catalyst composition cannot be based solely on

performance but is also sensitive to cost.

Alumina is the preferred support material. It combines high surface area, favourable

pore structure and strong mechanical stability. Furthermore, Al2O3 is an inexpensive and

readily available material.

Ceria (CeO2) is added at the level of �1% as a promoter. Ceria acts as a structural

promoter. It appears to stabilize the substrate with respect to surface area loss

(sintering), as well as enhancing the dispersion of the catalyst. Ceria also helps promote

the water gas shift reaction, [Equation (6.6.8)]. It is unclear whether this is due to

reaction on the CeO2 itself or whether this results from some type of electronic

promotion. In addition, ceria acts as a reservoir for oxygen. The lattice of ceria is

unusually forgiving with respect to the amount of oxygen contained in it, much more so

than alumina. O2 can dissociate on the metal particles and then diffuse into the

surrounding ceria. This effect is known as spillover. The oxygen is not permanently

trapped in the ceria, rather, it remains available for future reaction. Oxygen storage

capacity is an important characteristic because the air/fuel ratio is not constant in a

working engine. The presence of ceria allows the catalyst/substrate system to store

oxygen when it is too plentiful and release it for reaction when the oxygen concentration

is too low.

Poisoning is an ever-present problem for catalysts and the three-way catalyst is no

exception. Fortunately for the environment and its inhabitants, the automotive catalyst is

poisoned by Pb. Tetraethyl lead has been added to automotive fuels as an octane enhancer

as well as for its beneficial tribological properties. Researcher quickly realized, however,

that Pb has a detrimental effect on the performance of the three-way catalyst. Removing

the lead from fuel easily solves the problem, though this has necessitated some changes

in engine design. This solution was rapidly adopted in the USA but took significantly
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longer to implement in Europe. The reduced lead burden on the environment is an

unintended beneficial aspect of the catalytic converter.

6.7 Promoters

The aim of catalysis is to enhance the rate of formation of a desired product. A catalyst

does so by lowering the appropriate activation barriers along the reactive path. In the case

of ammonia synthesis, the problematic activation barrier is that of breaking the N	N

bond. An Fe surface enhances the reactivity of N2 by accommodating it into a

molecularly chemisorbed state that has a relatively low barrier toward dissociation into

the atomic fragments. The barrier to dissociation out of the molecularly chemisorbed

states is lower than the barrier to dissociation of the gas-phase molecule because

chemisorption has weakened the N–N bond making it more susceptible to scission.

Nonetheless, a clean Fe surface is still not as reactive as we would like for an effective

catalyst. The industrial catalyst also contains K on the surface of the Fe particles. K

significantly increases the activity of the catalyst and is therefore called a promoter. The

effect of an electronic promoter is clear: it lowers the barrier to reaction. The mechanism

by which a promoter achieves this is less unambiguous.

In Chapter 3 we investigated the dissociative adsorption of H2 (Section 3.5) and the

molecular chemisorption of CO (Section 3.4.2). In both of these cases, the filling of an

antibonding electronic state led to an increased binding of the molecular species to the

surface and a concomitant reduction of the intramolecular bond strength. This suggests

one mechanism by which a promoter can act. If the promoter can facilitate charge

transfer from the substrate into antibonding electronic states of the adsorbate, the

adsorbate is more likely to dissociate. In other words, increased substrate to adsorbate

charge transfer can reduce activation barriers. Molecular states near the Fermi energy are

the most sensitive to changes in the electronic structure of the substrate because slight

shifts in the positions of these states relative to EF can change their occupation and the

extent of mixing with substrate levels. The donation of electrons from an electropositive

adsorbate, such as an alkali metal, to the substrate significantly perturbs the surface

density of states near EF. The greater availability of electrons near EF leads to an

enhanced ability of the substrate to donate electrons into the adsorbate, which lowers the

barrier to dissociation. This mechanism of promotion has been developed theoretically by

Feibelman and Hamann.69

Nørskov, Holloway and Lang70 have pursued an alternative mechanism for promotion.

They have concentrated on the transition state (TS) to dissociation. If the promoter

stabilizes the transition state relative to the initial state of the reactants, it lowers the

activation energy. Because of the extended bonds and distorted electronic structure of

transitions states compared with stable molecules, transition states tend to exhibit larger

dipole moments than ground state molecules. This makes them susceptible to the

influence of electrostatic fields. Once an alkali metal has donated an electron to the

substrate it is effectively an ion adsorbed on the surface. This ion is strongly screened on

a metal, nonetheless, a local electrostatic field is associated with the alkali metal. The

interaction of this field with the TS can reduce the energy of the TS and thereby reduce

the activation barrier to reaction through this TS. Whether this effect is attractive or
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repulsive depends on the relative sign of the electrostatic fields on the two adsorbates. For

most molecular adsorbates this field is related to electron transfer into the antibonding

molecular orbitals.

It is still not clear which one of these promotion mechanisms predominates. In all

likelihood, both are possible and the mechanism of promotion is a system specific

property rather than being represented by only one global mechanism. Recent calcula-

tions suggest that the electrostatic stabilization of the transition state is responsible for the

alkali-metal promotion of N2 dissociation on Ru surfaces.71 On the other hand,

stabilization of chemisorbed N2(a) appears to account for a large fraction of the

promotion effect on K-promoted Fe.72 It therefore appears that the mechanism of

promotion must be considered on a case-by-case basis and that there may even be

circumstances in which both models contribute to the overall effect.

While promotion is most commonly thought of in terms of the electronic promotion

that is described above, it is important to remember that an effective catalyst is one that

stably and selectively produces the desired product. Thus, promoters are also added to a

catalyst to affect the stability and selectivity of the catalyst and not just the activity. In the

ammonia synthesis catalyst, Al2O3 and CaO are added as structural promoters. They

enhance the surface area of the dispersed Fe particles and work against the sintering of

these into larger particles. In Fischer-Tropsch synthesis, K is added to the catalyst when

an increased selectivity for higher molecular weight products is desired.

6.8 Poisons

Poisons are adsorbed species that lower the activity of a catalyst. The above case studies

show that poisoning of catalysts is a ubiquitous phenomenon. Poisons can sometimes be

avoided simply by changing the reactive feed but this is not always possible. Poisons can

sometimes be removed by side reactions. This represents a type of self-cleaning catalyst.

Oxygen can often be removed from a catalyst if the reactive mixture is strongly reducing

as in the ammonia synthesis. Carbon can be removed under strongly oxidizing condi-

tions. It is the formation of tenacious deposits, which cannot be removed chemically, that

must be avoided.

Poisons can reduce the rate of a surface reaction by two distinctly different

mechanisms. The first is an electronic mechanism, which is an indirect, long-range

effect. This is essentially the inverse of the process described above for promotion in

which the poison acts to change activation energies in an unfavourable manner. The

presence of a poison can destabilize either a chemisorbed reactive intermediate or the

transition state of an elementary step. Again, electron donation or electrostatic effects

may be involved in this process. Reaction rates can be suppressed either because an

activation barrier is increased or because the concentration of one of the reactants is

reduced. If a poison acts to reduce the chemisorption bond strength, the affected

adsorbate is more likely to desorb than to proceed in the reaction. The second

mechanism is called site blocking. This is a direct, geometric effect. If a poison occupies

all of the adsorption sites, there are none left over to take part in the catalytic reaction.

For instance, when a three-way catalyst is covered with Pb, it is inactivated because Pb is

not an effective catalyst for a catalytic converter.

Heterogeneous Catalysis 321



Site blocking is a localized effect that can be utilized in the nanoscale modification of

surfaces. H adsorption on Si surfaces greatly reduces the reactivity of these surfaces

toward oxidation by O2 and H2O. If the H(a) is removed from the surface, the

uncovered sites become reactive and can readily be oxidized in the presence of O2

or H2O. Lyding, Avouris, Quate and co-workers have taken advantage of this poisoning

of Si oxidation to pattern Si surfaces.73–75 Using a scanning probe tip to desorb

hydrogen, it is possible to modify the Si surface with near atomic resolution, (See

Figure I.4(a)).

Poisons are not always undesirable. They are sometimes intentionally added to a

catalyst to stabilize their performance. Thus, a calculated reduction of the initial

reactivity of a catalyst can pay off if the long-term activity is higher on a specifically

poisoned catalyst than on an unintentionally poisoned one. Another reason for intention-

ally poisoning a catalyst is that the poison may be specific for a certain reaction. Step

sites can be particularly effective at breaking bonds. Depending on the reaction, we may

want to suppress this function. By decorating the steps with a poison, the reactivity of the

steps can be turned off so that no reaction occurs there. Hence, poisons are sometimes

added to catalyst to enhance their selectivity.

In Fischer-Tropsch chemistry, coking, the formation of graphite on the surface, must be

avoided. One solution is the intentional partial poisoning of the catalyst with S by adding

H2S to the feed. An ingeniously novel suggestion to avoid graphite formation comes from

Besenbacher et al.76 The addition of a small amount of Au to the Ni catalyst leads to the

formation of a surface alloy. This alloyed surface has a slightly lower activity than the

pure Ni surface. The formation of graphite, on the other hand, is completely suppressed.

Therefore, while the initial reactivity is somewhat lower for the Au/Ni catalyst, no long-

term degradation of the catalytic activity occurs. This strategic implementation of

poisoning represents a great victory for the fundamental surface science approach to

heterogeneous catalysis. The poisoning effect of Au was predicted based on an under-

standing of the reactivity of metal surfaces gleaned from theoretical studies of dis-

sociative hydrogen adsorption (Section 3.5). The successful implementation of this

knowledge in a practical catalyst demonstrates that the principles governing the

interactions of small molecules under UHV conditions can, indeed, be used to develop

an understanding of real world catalysts.

A catalyst can be deactivated in a number of other ways apart from poisoning. If the

metal clusters in the active catalyst agglomerate into larger particles a net reduction of

surface area occurs. If the reaction were structure sensitive, the loss of reactivity may be

larger than the loss of surface area would indicate. Some catalysts have materials added

to them that hinder the sintering of the active phase. Al2O3 and CaO perform this

function in the Haber-Bosch process and are, hence, known as structural promoters. The

catalyst may actually be lost if it is volatile, reacts to form volatile products, diffuses into

the support or reacts with the support to form nonactive phases. The oxidation of K on the

ammonia synthesis catalyst reduces the volatility of K. The choice of substrate and

control of the reaction temperature are critical to avoid volatilization and reactions

between the catalyst and support. Most heterogeneous catalysts exist in porous matrices

and shape selective catalysis in zeolites depends on molecular scale pores controlling the

transport of reactants and products to and from the catalyst. If the pores become blocked

by reaction products or by-products, the reactivity suffers.
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6.9 Bimetallic and Bifunctional Catalysts

Consider the mixture of two metals in a catalyst and the types of structures depicted in

Figure 1.6. In light of our discussion of the ability of co-adsorbates to promote or poison

catalysts, it should be clear that these structures present very different reactivity as

compared with a monometallic catalyst. The added metal may act either as a poison or

promoter. Poisoning and promotion need to be discussed with respect to three effects: site

blocking, bifunctionality and the ligand effect. The effects of poisoning and promotion

can affect both the activity and selectivity of a catalyst.

As seen in Section 6.8, poisoning is not always deleterious. Addition of Au to Ni

attenuates the formation of carbonaceous deposits. The surface Au/Ni alloy has a lower

reactivity than pure Ni due to an electronic effect akin to that discussed above. Au

deposited on Ru does not form an alloy. Instead, Au segregates to the steps. Since the step

sites are exceedingly more reactive than terrace sites toward the dissociation of

nitrogen,77 the presence of a sufficient amount of Au to decorate completely the steps

shuts down the reactivity of Ru(0001) for NH3 production because the rate limiting step

is the dissociation of N2. Au poisons the reaction by blocking the active sites.

Promotion can occur because the added metal changes the electronic structure of the

mixture as compared with the pure metals. This is also known as the ligand effect. This is

the same effect as that discussed above in conjunction with the co-adsorption of

electronegative and electropositive atoms on pure metals. Shifts in the d bands lead to

changes in binding energies and activation energies, which are reflected in catalytic

activity and selectivity. The ligand effect is most likely to occur when an alloy is formed,

that is, when one metal is dispersed in the other either randomly or in an ordered fashion.

If islands of one metal form on top of the other metal, then the possibility exists that

each metal (apart perhaps from the atoms at the edges of the islands) will act much like

the pure metals. Thus if one metal is particularly good at dissociating one molecule while

the other has a particularly well suited binding energy for the other reactant, the

combination of the favourable properties of both pure metals can lead to a catalyst

that is more effective than the sum of its parts. This is known as bifunctionality: each

metal contributes a function to the overall chemical mechanism, which is the sum of at

least two parallel steps that occur at different sites. For example, in the electrocatalytic

oxidation of CO in an aqueous solution on a Pt electrode promoted with Ru,78 CO is

bound at sites on the Pt surface, whereas OH is formed from the dissociation of water on

Ru islands. Oxidation occurs at an appropriate voltage when CO diffuses from the Pt sites

to the edge sites of the Ru islands.
Not always is the substrate inert and a spectator in the reaction. This is especially true

in the case of so-called solid-acid catalysts and solid-base catalysts. Consider the

aqueous phase reforming (APR) and aqueous phase dehydration/hydrogenation (APD/

H) of oxygenated hydrocarbons, in particular sorbitol (C6O6H4).
79 On a Pt/Al2O3

catalyst, the polyol adsorbs dissociatively on Pt sites, releasing H2. The metal catalyses

the breaking of C–C bonds and leads to the formation of CO(a). The water gas shift

reaction then converts the adsorbed CO to CO2þH2. If SiO2 is mixed into the Al2O3

carrier, then acid sites are introduced into the catalyst. These acid sites induce the

dehydration of sorbitol upon absorption to form ring compounds. The products of

dissociative absorption on the acid sites then migrate to the metal sites where they are
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hydrogenated. Repeated hydrogenation leads to the formation of alkanes. The selectivity

to form more alkanes and less H2, that is to favour hydrogenation rather than

recombinative desorption of H2 at metal sites, is enhanced by increasing the amount

of SiO2 added to the catalyst (i.e. by increasing the number of acid sites). The overall

process is depicted schematically in Figure 6.8.

In this context it is important to note that bifunctional catalysts can either be composed

of two distinct metal sites or metal sites juxtaposed with acid or base sites. In addition,

there is no reason for the ligand effect and bifunctionality to be mutually exclusive. In

any bimetallic system both may contribute to a greater or lesser degree.

6.10 Rate Oscillations and Spatiotemporal Pattern Formation

Nonlinear dynamics is a term used to describe a broad range of phenomena that includes

not only oscillating chemical reactions and pattern formation, but also chaos and

turbulence. Nonlinear dynamics has been applied to the study of phenomena as diverse

as traffic jams and heart arrhythmia. Oscillating chemical reactions have been known for

a long time with the most celebrated example being the Belousov-Zhabotinskii reaction.

The first observation of oscillating kinetics in heterogeneous catalysis was made in the

group of Wicke.80 Imbihl and Ertl81 have reviewed the field with particular emphasis on

studies carried out on single crystal surfaces. They point out that compared with pattern

formation in homogeneous systems, surface reactions provide three unique aspects. First,

anisotropic diffusion is possible on surfaces. Second, mass transport in the gas phase

provides a means of communication across the surface that can lead to global

synchronization. Finally, since the reactions occur on a surface, we can use a library

of techniques that have high spatial resolution to characterize the spatial and temporal

concentration gradients that are formed.

Imbihl and Ertl81 list 16 surface reactions that exhibit oscillatory kinetics. Single

crystal studies have concentrated on CO oxidation on Pt and Pd and NO reduction by CO,

H2 and NH3 on Pt(100) and Rh(110). In general, oscillating reactions are accompanied by

Figure 6.8 A schematic representation of the function of a bifunctional catalyst containing
supported metal particles and acid sites on the support.
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spatiotemporal pattern formation and surface reactions are no exception. We concentrate

on CO oxidation on Pt as it exhibits particularly rich chemical behaviour.

CO oxidation follows the Langmuir-Hinshelwood mechanism described in Section

3.14 and Section 6.2. Particularly important for the observation of oscillations is that CO

oxidation exhibits asymmetric inhibition. Inhibition occurs when a reactant poisons the

reaction. In this case, CO forms a densely packed layer upon which O2 cannot

dissociatively adsorb. Conversely, O atoms form an open adlayer into which CO readily

adsorbs. Therefore, the reaction is only poisoned by high coverages of CO and the

reaction rate exhibits two branches. On the high-rate branch at low pCO, the CO2

production rate increases linearly with pCO. On the low-rate branch at high pCO, the

reaction rate decreases with pCO. In other words, the effective reaction order relative to

pCO changes from n ¼ 1 to n < 0 even though there is no change in the reaction

mechanism. This highlights the need to understand what is occurring on the surface in

order to understand effective reaction orders whereas the converse cannot be done

unambiguously.

The reaction dynamics described above are sufficient for explaining the bistability of

the reaction rate, but not yet sufficient to explain oscillations. A further mechanistic

element is required to introduce a nonlinearity into the reaction kinetics. The first is the

adsorbate induced reconstruction of the Pt(100) and Pt(110) surfaces. The second is that

the sticking coefficient of O2 changes dramatically on the different reconstructions.

Rate oscillations are observed under conditions where O2 adsorption is rate limiting.

To illustrate, consider a CO covered (but not saturated) Pt(110)–(1�1) surface. O2

adsorbs readily on this surface and the reaction rate increases as more O2 adsorbs.

Eventually the rate becomes too high for adsorption of CO to replenish the surface.

Consequently, the CO coverage starts to drop and the rate passes through a maximum.

When the CO coverage drops below yCO � 0:2ML, the surface reconstructs into the

(1�2) phase. O2 does not stick well on this surface but CO adsorption is much less

structure sensitive. The reaction rate drops to a minimum and the CO coverage begins to

build up on the (1�2) surface until the critical coverage is exceeded. The surface

reconstructs and the system returns to the initial conditions so that the next oscillation can

begin.

Reconstructions are not a required element of oscillating surface reactions. A more

general statement is that periodic site blocking leads to oscillations. Thermokinetic

oscillations can be related to a periodic site blocking mechanism. In this mechanism, the

heat of reaction can lead to either heating or cooling of the surface depending on whether

the reaction is exo- or endothermic. Because reaction rates depend exponentially on

temperature, a change in the surface temperature dramatically changes the balance

between adsorption and desorption. A decreasing temperature caused by an endothermic

reaction leads to the build up of site blocking adsorbates, killing off reaction and forming

a deactivated phase. After deactivation, the temperature rises, the site blocker desorbs,

the activated state is restored and oscillations ensue. Alternatively, an exothermic

reaction can lead to a heating of the surface that accelerates either desorption or reaction

involving the blocking species. If the reaction rate exceeds the rate of replenishment of

reactants, the catalyst is eventually cleaned off at which point the temperature drops and

the site blocker again begins to build up. Autocatalysis can also provide the mechanism

for oscillations. In the reaction of NOþCO, NO dissociation requires two empty sites.
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The formation of N2 and CO2 leads to the formation of four empty sites. Under

conditions in which NO dissociation is rate limiting, the formation of products increases

the rate of NO dissociation. The rate can accelerate so rapidly that a surface explosion

occurs in which products desorb in extremely narrow peaks only 2–5K wide.

Rate oscillations are closely coupled to some mechanism of synchronization. If there

were none, different reaction rates across the surface would simply average out to a

uniform rate. Synchronization can occur via heat transfer, partial pressure variations or

surface diffusion. Only the later two are relevant in low-pressure (p < 10�3 mbar) single

crystal studies.

These couplings can result in pattern formation as well. Imbihl, Ertl and co-work-

ers82,83 were the first to identify propagating waves on single crystal surfaces. Several

classes of patterns can form solely on the basis of diffusional coupling both in fluid

phases and on surfaces. These include target patterns, spiral waves and pulses. In addition

to these travelling waves, stationary waves known as Turing structures can form.

Anisotropic diffusion and lateral interactions lead to deformations in patterns, altering

what would have been circular patterns into elliptical patterns. Gas-phase coupling leads

to either stabilization or destabilization of a uniformly oscillating surface depending on

conditions. An example of travelling spiral waves observed for CO oxidation on Pt(110)

is shown in Figure 6.9.

Advanced Topic: Cluster Assembled Catalysts

Techniques now exist for the production of beams of atomic and molecular clusters.84–86

Furthermore, the cluster can be size selected, in favourable circumstances, for clusters

ranging from two to thousands of atoms. These clusters can be deposited onto a suitable

substrate for further study. Alternatively, organometallic chemistry can be used to create

multicentre cluster compounds of metals87 even inside of zeolite pores by ‘ship in a bottle

synthesis’.88 The use of size-selected, deposited metallic clusters represents an alter-

native route to the formation of model catalysts.87,89

Gas-phase clusters are known to exhibit size-dependent reactivity in specific reactions,

for example H2 dissociation on metals85 or O2 on Si.90 Thus, we might also expect

supported clusters to exhibit size-dependent reactivity. Size-dependent reactivity, of

course, ties into the concepts of structure sensitive and structure insensitive reactions that

were mentioned in Section 6.2. First, we note that gas-phase reactivity has little

predictive relevance for reactivity of supported clusters. The interaction of the cluster

with the support not only changes the electronic and geometric structure of a cluster, it

also opens up new energy relaxation pathways that are not available to gas-phase clusters,

such as loss of thermal energy to substrate phonons. Therefore, the reactivity of clusters

is greatly modified by interactions with the substrate. For instance, the dissociation of O2

on Si clusters exhibits strong size-dependence in the gas phase but virtually none for

supported clusters.90 Nonetheless, size-dependent reactivity has been observed for

supported clusters as in the case of CO oxidation on small gold clusters89 and the

question of why one of the most noble of metals changes from a catalytically useless bulk

material into an extremely effective catalysis when present as supported nanoscale

clusters is a very active issue.91
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The study of size-selected supported clusters promises to bring new insight to catalytic

studies. When coupled with structural probes such as STM is addresses important

questions regarding the interactions between catalyst particles and substrates. Supported

metal clusters with diameters < 10 Å are smaller than those that have generally been

used in practical catalysts.87 The study of this neglected size range may lead to

developments in catalytic chemistry.

6.11 Sabatier Analysis and Optimal Catalyst Selection

It has long been assumed that there is a correlation between the activation energy for a

reaction Ea and the energy released during reaction (the enthalpy of reaction, which we

denote here as �E as it could be either an adsorption enthalpy or the enthalpy of a

surface reaction). Calculations based on density functional theory (DFT) have recently

shown that for bond breaking on different transition metal surfaces, such a relationship

Figure 6.9 Spatiotemporal pattern formation in CO oxidation over Pt. Reproduced from R.
Imbihl, G. Ertl, Chem. Rev., 95, 697. Copyright (1995), with permission from the American
Chemical Society.
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exists. Specifically, Pallassana and Neurock92 for C–H bond breaking, Liu and Hu93 for

CO dissociation, and Logadóttir et al.38 for N2 dissociation have all demonstrated this

relationship. Indeed, Nørskov and co-workers94,95 have shown that not only do many

surface reactions exhibit this correlation, there are classes of similar reactions, which

follow the same ‘universal’ relationship. Dissociation of N2, CO, NO, and O2 on

transition metals obeys the relationship

Ea ¼ a1�E1 þ b1 ð6:11:1Þ
with a1 ¼ 0:87 and b1 ¼ 1:34 eV. This relationship between barrier height and enthalpy

is known as a Brønsted-Evans-Polanyi (BEP) relationship and is illustrated in Figure

6.10. Furthermore it has been shown that the linear BEP relationship of Equation (6.11.1)

is directly responsible for the phenomenon known as a volcano plot, in which, classically,

the reaction rate is plotted against a parameter such as the group number of the transition

metal used to catalyse the reaction or the exothermicity of oxide formation and the

Figure 6.10 Calculated transition state energies ðEaÞ and dissociative chemisorption energies
(�E1) for N2, CO, NO, and O2 on a number of transition metal surfaces. Results for close
packed aswell as stepped surfaces are shown. Reproduced from T. Bligaard et al., J. Catal., 224,
206. Copyright (2004), with permission from Elsevier.
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reactivity is found to increase up to a plateau and then decrease again in a fashion similar

to the profile of a volcano.

A good catalyst is one which has a low activation energy but it must also not bind the

intermediates or products so tightly that they cannot go on to react or desorb from the

surface. The BEP relationship shows that low activation barriers will be correlated with

strong binding and visa versa. Because of this it has been recognized that the best catalyst

will be one with intermediately strongly interactions with the species involved in the

reaction, a concept known as the Sabatier principle.96,97 Furthermore, if we can identify

reactions for which the dissociation of a small molecules such as N2, CO, NO, and O2 is

rate determining, Equation (6.11.1) will allow us to identify which material is the optimal

catalyst based on energetics and rates of reactions because we can use Equation (6.11.1) to

help us determine which material will have the most favourable rate for the reaction.

Examples include not only the ammonia synthesis reaction, which is rate limited by N2

dissociation, but also the methanation reaction, which is rate limited by CO dissociation.95

6.12 Summary of Important Concepts

� The pressure gap and materials gap are not intrinsic barriers to understanding catalysis

on the basis of UHV surface studies.

� Some catalytic reactions exhibit kinetics that depends strongly on the presence of

certain types of sites or crystallographic planes. These are structure sensitive reactions.

Particularly reactive sites are known as active sites.

� Structure insensitive reactions have kinetic parameters that are similar across a range

of sites.

� The kinetics of a series of reactions is often controlled by a single reaction – the rate

determining step.

� The rate of an elementary step (or an irreversible one-step reaction) is given by

r ¼ k½ynAymB . . .
 ð6:12:1Þ
whereas the rate of a reversible elementary reaction is given by the net rate of reaction

r ¼ k1½ymAynB . . .
 � k�1½ym0
A yn

0
B . . .
 ð6:12:2Þ

where k1 is the rate constant of the forward reaction and k�1 that of the reverse

reaction.

The net rate can also be written using De Donder relations and the affinity

ri ¼ ri;f ½1� expð�Ai=RTÞ
 ð6:12:3Þ
� An accurate count of empty sites must be taken into account in the kinetics of surface

reactions.

� Both activity and selectivity are important characteristics of industrial catalysts.

� A practical catalyst is usually composed of an active phase and a support that helps to

maintain the catalytic material in the active phase.

� A promoter enhances the reactivity and/or selectivity of the active phase by either

electronic effects or direct interactions with the reactants.
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� Poisons reduce activity either through site blocking or electronic effects.

� Poisons are sometimes strategically added to practical catalysts.

� Bifunctional catalysts incorporate different activities as different sites such as by

combining two different metal sites or a metal site with an acid or base site on the

support.

� Nonlinearities in surface kinetics can lead to rate oscillations and spatiotemporal

pattern formation.

6.13 Frontiers and Challenges

� Formulation of catalysts to refine biomass economically, in particular, catalysis

associated with the chemistry of aqueous phase sugar solutions, hydrogen production

from aqueous phase reforming and the production of alkanes from aqueous phase

dehydration/hydrogenation.79

� Catalysts that make useful products from glycerol.

� Understanding and controlling sintering.

� More selective Fischer-Tropsch synthesis.

� Beyond Fischer-Tropsch: Direct conversion of CH4 to feedstocks, particularly easily

transportable liquids.

� What is the structure of a catalyst under reaction conditions?

� Short contact time catalysis.98 Can it be usefully controlled and can it be scaled up to

industrially relevant quantities?

� Making homogeneous catalysis heterogeneous. Homogeneous catalysts often exhibit

desirable qualities especially in the realm of chiral catalysis. The need to separate

them from the products, however, often complicates scaling them up for commercial

purposes. Can centres that exhibit desirable catalytic activity be attached to substrates

such that they retain their activity while obviating the need for separations?

� Gold catalysis and its implications.91 How can it be that we have only recently learned

that making nanoscale Au particle leads to interesting catalytic properties? What is the

underlying mechanism and are there more such surprises to be found?
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6.15 Exercises

6.1 Confirm Equation (6.1.1).

6.2 Explain with the aid of a one-dimensional potential energy diagram why the Haber-

Bosch synthesis of NH3 is less energy intensive and more rapid than the homo-

geneous process.

6.3 Show that the following expressions5 hold for the equilibrium surface coverages

during ammonia synthesis.

yN2� ¼ K1

pN2

p0
y� ð6:14:1Þ

yN� ¼ pNH3
p0:50

K3K4K5K6K
1:5
7 p1:5H2

y� ð6:14:2Þ

yNH� ¼ pNH3

K4K5K6pH2

y� ð6:14:3Þ

yNH2
¼ pNH3

K5K6K
0:5
7 p0:5H2

p0:50

y� ð6:14:4Þ

yNH3
¼ pNH3

K6p0
y� ð6:14:5Þ

yH� ¼ K0:5
7

p0:5H2

p0:50

y� ð6:14:6Þ

6.4 Consider the dissociative adsorption of N2 through a molecularly bound state

N2ðgÞ þ � Ð N2� ðiÞ
N2 � þ� Ð 2N� ðiiÞ

Show that the rate of formation of adsorbed N atoms is

dyN�
dt

¼ 2k2K1

pN2

p0

1� yN�
1þ K1

pN2
p0

 !2

� 2k2

K2

y2N� ð6:14:7Þ

Assume that the system is at equilibrium.

6.5 Calculate the equilibrium H(a) coverage on an Fe surface for p(H2)¼ 225 bar and

T¼ 723K. Calculate the same for N(a) for p(N2)¼ 225 bar and T¼ 723K. How do

these compare with coverage on a practical ammonia catalyst? Discuss what is the

effect of the reaction on the equilibrium coverages. Take qads(H2)¼ 100 kJmol�1

and qads(N2)¼ 240 kJmol�1.
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6.6 A number of heterogeneous reactions, including NH3 formation, exhibit a

maximum in the rate in the middle of the row of transition metals.38 Plots of

reactivity versus Periodic Chart group number with such a maximum are called

volcano plots because of their shape.43 Discuss the origin of this trend for ammonia

synthesis.

6.7 Calculate algebraically the effective activation energy for N2 dissociation on Fe

(111).

6.8 The following results are observed in co-adsorption studies of CO, C6H6 or PF3
with K on Pt(111).99 (i) COþK/Pt(111): the CO-Pt bond is significantly strength-

ened. (ii) C6H6, which adsorb molecularly at low Ts, is less likely to be dissociated

upon heating in the presence of co-adsorbed K. (iii) The amount of PF3 that can

adsorb drops roughly linearly with yK. Explain these observations. If the rate

determining step of a catalytic reaction is (a) CO dissociation or (b) C6H6

desorption, how does the presence of K affect the reaction rate?

6.9 The three-way catalytic converter used in automobiles catalyses the oxidation of

unburned hydrocarbons and CO while reducing simultaneously NO to N2. Consider

only the reactions of H2 and NO, (Equations 6.5.5 and 6.5.7). The desired products

are N2 and H2O. NH3 formation must be suppressed. Write out a complete set of

elementary reactions for which H2O, N2 and NH3 are the final products. Pinpoint

particular elementary steps that are decisive for determining the selectivity of the

catalyst for N2 over NH3.

6.10 A reaction is carried out on a single crystal Pt(111) sample. The reaction requires

the scission of a C–H bond. The reaction is completely poisoned by just a few

percent of a monolayer of pre-adsorbed oxygen at low temperature but that at high

temperature, oxygen coverage up about a tenth of a monolayer has little effect on

the reaction rate. Discuss the poisoning behaviour of pre-adsorbed oxygen.

6.11 The NOþCO ! ½ N2þCO2 reaction is a useful reaction in an automotive

catalyst. It follows Langmuir-Hinshelwood kinetics. Consider the following to be

a complete set of reactions for this system.

NOðgÞ Ð NOðaÞ
COðgÞ Ð COðaÞ
NOðaÞ Ð NðaÞ þ OðaÞ
2NðaÞ Ð N2ðgÞ
COðaÞ þ OðaÞ ! CO2ðgÞ

(a) A trace of S weakens the NO–surface bond. If S co-adsorption substantially

affects only NO(a), explain what the effect of the presence of a trace of S(a) has

on the rate of production of N2 and CO2.

(b) Assume that K co-adsorption promotes N2 dissociation but affects no other

reaction. Does K co-adsorption change the rate of CO2 production? Explain.

(c) NO only dissociates on the steps of Pt(111). Assume that the resulting O atoms

are immobile at 770K – the reaction temperature in a typical automatic

catalytic converter. Given that CO desorption is first order and characterized

by Edes¼ 135 kJmol�1, A¼ 3.00� 1013 s�1 and that CO diffusion is character-

ized by Edif¼ 19.8 kJmol�1, D0¼ 5.00� 10�6 cm2 s�1, would it be wise to use
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Pt(111) single crystals with terrace widths of 3500 Å to eliminate CO from the

exhaust gas? Justify your answer with calculations.

6.12 For methanation of CO over Ni, CO dissociation is not the rate determining step. K

co-adsorption increases the CO dissociation rate. Explain how in this case K acts as

a poison. Hint: Consider the net effect on H2 adsorption.
100

6.13 Consider the electrocatalytic oxidation of CO with water over a Ru/Pt bimetallic

catalyst to form CO2þHþþ e�. Write out a set of elementary steps in which the

water dissociates on Ru sites, CO adsorbs on Pt sites and the reaction of OHþCO

to form CO2þHþþ e� occurs on a Pt cluster.
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94. J. K. Nørskov, T. Bligaard, Á. Logadóttir, S. Bahn, L. B. Hansen,M. Bollinger, H. Bengaard, B. Hammer, Z.

Sljivancanin, M. Mavrikakis, Y. Xu, S. Dahl, C. J. H. Jacobsen, J. Catal., 209 (2002) 275.

95. T. Bligaard, J. K. Nørskov, S. Dahl, J. Matthiesen, C. H. Christensen, J. Sehested, J. Catal., 224 (2004) 206.

96. A. A. Balandin, Modern State of the Multiplet Theory of Heterogeneous Catalysis, in Adv. Catal., Vol. 19

(Eds D. D. Eley, H. Pines, P. B. Weisz), Academic Press, New York, (1969), pp. 1.

97. P. Sabatier, La catalyse en chimie organique, Bérange, Paris (1920).
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7

Growth and Epitaxy

Up to this point we have mainly concentrated on adsorption at the level of one monolayer

or less but now we need to go beyond thinking about only a single monolayer. What

happens as the coverage approaches and then exceeds one monolayer? We have seen that

strong chemisorption often leads to ordered overlayers. Particularly at high coverage,

chemisorbates often take on structures that are related to the structure of the substrate.

The factors that influence the order of a monolayer are the strength of the adsorption

interaction, the strength of lateral interactions, the relative strength of adsorption versus

lateral interactions, corrugation in the adsorbate/substrate interaction potential and

mobility in the layer. In short, we need to know how the adsorbate fits into the template

of the substrate and how it gets there. When we consider the adsorption of a second layer

on top of the first, we again need to ask how the subsequent layers fit onto the layers

below them. In order to quantify this fit and to understand the different modes of layer

growth, we need to understand strain and surface tension.

Growth and etching are two of the most important techniques of surface modification.

They are the basic tools of integrated circuit device and solar cell fabrication. They are

also the means by which chip devices are created. Anisotropic wet etching of Si is used to

created low reflectivity surfaces to improve the performance of photovoltaic devices.

Understanding growth and etching is fundamental to understanding the manner in which

numerous nanoscale materials are produced.

7.1 Stress and Strain

Consider two separate single crystal solids, A and B, taken to be two Si(111) surfaces. If

two unreconstructed Si(111) surfaces are brought in contact, the dangling bonds match

up perfectly and once the new bonds between the two surfaces are formed, the two

crystals form an interface that is indistinguishable from the rest of the crystal. The

interface is perfectly matched geometrically. If we were to bring two unreconstructed
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(111) surfaces of Si and Ge in contact, they would not match. The lattice constant of Ge

is larger than that of Si, 5.658 Å versus 5.43 Å. If we force the two surfaces to form

bonds, these bonds are highly perturbed and this perturbation must be relaxed in some

way if the crystal is to lower its energy. Far from the interface, the new material has the

structures of the pure materials, but what does the new interface look like? Will the

perturbation be relaxed gradually? Will the interface assume the geometry of Si, Ge or

something completely new?

The examples on the matching of Si with Si and Ge with Si demonstrate that we need

to distinguish two different types of growth. In homoepitaxy, the growing layer has the

same atomic dimensions and lattice structure as the substrate. This greatly simplifies the

growth process and the types of interfaces that can be formed. In heteroepitaxy – the

growth of chemically dissimilar layers which nonetheless share the same structure as the

substrate – the difference in lattices and chemical bonding between the two materials

gives rise to a number of important phenomena that need to be controlled and understood

to obtain multilayer structures with desired properties. Strain is not only important in

determining growth characteristics, but also in defining the electrical characteristics of

multilayer structures. For instance, strain reduces the band gap of GeSi layers grown on

Si and this property makes them useful for fabrication of high-speed switches. Similarly,

the lasers fabricated from InGaAs/GaAs would not operate without the band structure

modifications imposed by strain. A layer that approximately assumes the structure of the

substrate rather than exhibiting the structure found in the pure bulk material is known as a

pseudomorphic layer.

Stress and strain are illustrated in Figure 1. The difference between the ideal and actual

positions of the surface plane is the surface strain. Most clean surfaces exhibit tensile

strain, that is, they contract away from the boundary between the bulk terminated ideal

structure and the vacuum. A compressive stress is experienced when the tendency of a

material is to expand into a neighbouring region. A one-monolayer (1 ML) pseudo-

morphic Ge film on a Si substrate is compressively strained because of the larger natural

lattice spacing of Ge compared with Si. If a material has a tendency to contract, it is

under tensile stress. A pseudomorphic Si monolayer on Ge is correspondingly under

tension. Stress is nontrivial to measure but its magnitude is extremely important for

understanding reconstructions, epitaxial growth and the formation of structures at

surfaces.1–4 Surface layers tend to contract away from the position of the ideal bulk-

terminated material to create the selvage (the near surface region that differs from the

bulk). Because, as will be shown in Section 7.2, the surface energy is dependent on strain,

at equilibrium the minimum energy does not correspond to zero surface strain.

The bulk stress tensor s and the bulk strain tensor e are straightforward to define. Bulk

stress is described by a 3� 3 tensor (third-order tensor of rank two) with elements sij, the
diagonal elements sij describe the normal stresses and the off-diagonal elements describe

shearing stresses. A full three-dimensional description of strain5 requires a description of

the shape and orientation of the deformed unit cell by a 3� 3 matrix (the strain tensor).

The 6� 1 reduced Voigt strain matrix describes the deformation but not the orientation

of the unit cell. The stress–strain relationships are crystal symmetry dependent and can

be found elsewhere.6

What concerns us here is the stress and strain of an interface (i.e. where material A

meets material B) or surface (i.e. when material A is either vacuum or an adsorbate),
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which require a meticulous definition, the details of which can be found, for example, in

the work of Müller and Saúl.5 Here we denote the interfacial (or surface) stress tensor s

with elements sij and the interfacial (or surface) strain tensor e with elements eij. The

elements sij are defined as the interfacial excess quantity of the parallel components of

the bulk stress tensor with units of energy per unit area. The elements eij are defined as

the interfacial excess quantity of the perpendicular components of the bulk strain tensor

with units of length. We write that the difference between the ideal and actual positions of

the surface plane is the surface strain on substrate B, for example

esurfzz ¼ uðz0Þ � uBðz0Þ; ð7:1:1Þ

Figure 7.1 Stress and strain in pseudomorphic layers in cross-sectional view. (a) Before
attachment of the film to the substrate, the substrate has a larger lattice spacing than the film. (b)
The film has a larger lattice spacing. (c) The film relaxes upon attachment, expanding to the
lattice spacing of the substrate and is, therefore, under tension. (d) The filmmust contract upon
attachment and is under compression. The forces along a line are as indicated. The net force
vanishes in both cases but the directions of the components differ.
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or for an interface between overlayer A on substrate B, the interfacial strain is

eintzz ¼ uAðz0Þ � uBðz0Þ: ð7:1:2Þ
The lattice misfit (or misfit strain), e0, is defined in terms of the lattice parameters of the

overlayer al and the substrate as as

e0 ¼ al � as

as
: ð7:1:3Þ

This quantity is, in principle, anisotropic but in cubic systems it is always isotropic.

Group IV semiconductors (diamond, Si, Ge) have cubic lattices as do the most common

zincblende forms of III–V and II–VI compound semiconductors. For a Ge overlayer on

Si, e0¼ 0.042. For a III-V compound semiconductor such as InxGa1-xAs grown on GaAs,

e0 depends on the stoichiometry (the value of x) of the overlayer. Hence, the lattice misfit

can be tuned by controlling the chemistry of the overlayer as embodied in the Vegard

law,7 which states that there is a linear variation of lattice constant with alloy

composition. For example, consider InxGa1-x As grown on GaAs6 for which it can be

shown (see Exercise 7.1) that the linear dependence of the lattice constant also leads to a

linear dependence of the misfit strain on the composition according to

e0ðxÞ ¼ 0:0756 x: ð7:1:4Þ
The strain e is defined by

e ¼ al � as

al
¼ as

al

� �
e0 ¼ e0

1þ e0
: ð7:1:5Þ

It is the extent to which the layer is deformed compared with its natural lattice constant

al.

Strain is a deformation. Bulk stress is a force per unit area as opposed to a force per

unit length for surface stress.1, 2 The interfacial forces arising from stress lead to the

deformations known as strained layers. Strain depends both on the nature and magnitude

of stress. When the stress is not too large, the strain in a material responds linearly to

stress, that is, Hooke’s law applies. The difference between misfit strain and strain is only

significant in the regime where nonlinear response to stress must be used. Conventions

differ in different realms of physics, but generally in surface physics tensile stress is

chosen to be positive and compressive stress negative.5

The amount of strain at the interface of two materials, A and B, depends on several

factors. As discussed above, the relative sizes of the two materials, that is the lattice

constants, are important factors. The lattice symmetry of the two materials must be taken

into account as well. Something obviously has to give if one tries to fit an hcp lattice onto

a diamond lattice. The relative strengths of the A–A, A–B and B–B interactions as well

as the temperature and deposition conditions are important because they will affect the

type of interface that is formed. If two materials have different coefficients of thermal

expansion, the stress experienced at the interface is temperature dependent.

The presence of adsorbates causes changes in surface stress and strain and thereby the

surface energy. The electronegativity of the adsorbate, the work function change upon

adsorption, the degree of filling of bonding and antibonding orbitals and the spatial extent

of filled electronic states all make contributions to the surface stress changes. At present
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we do not possess a complete understanding of the electronic origin of adsorbate induced

surface stress changes;8 however, these changes are quite important for an understanding

of adsorbate induced reconstructions, adsorbate induced changes in crystallite shape

during growth and for understanding the role that elastic interactions between stress

domains play in the formation of ordered arrays of islands during growth on semi-

conductor surfaces.3

7.2 Types of Interfaces

Before considering the dynamics of growth, let us consider how strain relaxation affects

the types of interfaces that are formed. These are depicted in Figure 7.2. If there is no

mixing of the two materials, a sharp interface is formed. When mixing occurs a

nonabrupt interface is formed. The mixing may take two different forms. If one of the

materials is soluble in the other, then it can diffuse into the other material and create a

region of variable composition. The dissolved material may act as a substitutional

impurity or reside in interstitial sites. If A and B can form a stable compound, a reactive

interface is formed. In this case, a new compound is formed between the two pure phases;

hence, two interfaces are created by the growth process, rather than just one. When

growth occurs on a crystalline substrate, a type of growth that is of particular interest for

semiconductor processing, the overlayer may either grow in a crystalline or amorphous

state. A special case of growth is epitaxial growth, in which the overlayer takes on the

same structure as the substrate and grows a pseudomorphic layer in registry with the

substrate. Such films are called epitaxial layers or epilayers.

7.2.1 Strain Relief

The situation shown in Figure 7.2 is often oversimplified in that the transition from one

material may be abrupt from the standpoint of composition; nonetheless, from the

Figure 7.2 The variety of interfaces that can be formed at the interface of two materials: (a)
sharp interface; (b) nonabrupt interface; (c) reactive interface.
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standpoint of structure interfaces are quite often found to be more slowly varying beasts.

By this I mean that when making the transition from A to B, the composition may change

from pure A to pure B within one or two atomic layers. The structure, on the other hand,

changes from the structure of pure A to the structure of pure B over a much longer length

scale. This is frequently the case for materials of similar structure but with different

lattice constants. The long-range change of structure allows for a gradual easing of the

strain associated with the formation of an interface between two materials with lattices

that do not match exactly.

The type of interface obtained not only depends on the materials involved but also on

the manner in which they are grown, in other words, the morphology and composition of

layered structures depends on the balance between kinetics and thermodynamics. Many

important structures are intentionally grown to be nonequilibrium or quasi-equilibrium

structures. The reaction conditions, in particular the temperature, the rate of deposition

and the composition of the gas phase, are regulated to grow interfaces of the desired

structure. The desire to form a particular structure with the correct composition often

leads to a competitive balance of processing conditions. For instance, high temperature

tends to favour surface diffusion that facilitates the formation of well-ordered structures;

however, it also can promote interdiffusion between layers and the loss of abrupt

interfaces. Because of the importance of the manner in which growth is performed, we

will investigate below both the dynamics of growth and the techniques used to create

designer films of controlled composition and thickness.

An important parameter that affects layer structure is the layer thickness. One

mechanism of strain relief is the introduction of defects (misfit dislocations) at the

interface. This generally only occurs after the overlayer has grown to a value greater than

the critical thickness hc. Alternatively, the upper surface of the overlayer may experience

roughening to relax the interfacial strain. These mechanisms of strain relief, along with

interdiffusion, may either appear cooperatively or competitively. The generation of misfit

dislocations is typically confronted with a barrier that is much greater than the thermal

energy available at the growth temperature. Since misfit dislocations are only generated

after the layer exceeds the critical thickness, this type of defect may need to be annealed

into the system. In other words, the system with defects actually represents the relaxed

lower energy state and the interface without defects represents a metastable state.

Misfit dislocations only form once the overlayer has reached and surpassed a critical

thickness. This is the thickness beyond which the fully strained layer is no longer stable,

a concept first defined by Frank and van der Merwe.9 Sufficiently thin strained layers are

thermodynamically stable because the strain energy is linearly proportional to the film

thickness and vanishes at zero thickness. The energy of the defects, in contrast, has a

nonvanishing lower limit and depends more weakly on thickness.

While the concept of critical thickness is straightforward, the quantitative calculation

of this quantity in terms of materials properties has enjoyed a lifetime of over 50 years

that is pockmarked with proclamation of the problem being solved. The Matthews

equation,10 which purports to describe this relationship, has many forms and deriva-

tions11 that have the ability to deliver a disturbingly divergent range of predictions.6

Efforts continue to solve the problem quantitatively but a simple geometric argument

by Dunstan et al.12 leads to a useful rule of thumb that can be used in device design. The

starting point is to consider the simplest geometric rather than energetic criterion for
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relaxation: the misfit dislocation should not generate more strain than the strain it is

meant to relieve. This can be used to derive the result that hc expressed in monolayers is

inversely proportional to strain. For CdTe grown on CdZnTe(100) with lattice misfits

from 0.15–6%, the relationship

hc ’ 1

e0
ð7:2:1Þ

is found to hold within a factor of two (except at the very highest strain) even though hc
varies from 1000 ML to 5 ML over this range.

7.3 Surface Energy, Surface Tension and Strain Energy

While developing the thermodynamics of interfaces, Gibbs13 introduced the concept of

surface stress and how it relates to surface energy and other thermodynamic quantities.

This was expanded upon later by, for instance, Brillouin14 and Shuttleworth.15 A general

formulation of the thermodynamics of solid/solid and fluid/solid interfaces came later in

the work of Ericksson,16 Halsey,17 Andreev and Kosevich,18 and Nozières and Wolf,19, 20

who introduced the concept of surface strain. For a liquid, the creation and the stretching

of the surface are equivalent processes. The energetics are therefore governed by one

parameter, g, and surface energy (associated with surface creation) is identical to surface

tension (associated with surface deformation). For a solid, these two processes are

inequivalent because increased solid surface area can be achieved not only by adding

atoms from the bulk but also by increasing the distance between surface atoms.

Furthermore, deformations of a solid surface change the intrinsic properties of the

surface and this leads to a further differentiation between solid and liquid surfaces.

The surface energy of a solid (see for example References 1, 2, 5, 21 for more detail) is

defined as the energy required to create a unit of surface area at constant strain. This is a

scalar quantity but for solids it depends on the surface orientation, which is defined by a

unit vector m along the surface normal. The surface energy in the absence of strain could

thus be denoted g(m) but the m is usually suppressed. The surface area of a solid can be

increased either by deformations or adding material. Since the bonding in a solid is not

isotropic, the energy required to deform the solid depends on the direction in which the

atom is moved. The product of the elements of the intrinsic surface stress tensor sij and

those of the strain tensor eij describes the elastic strain energy Estrain of the layer

according to

Estrain ¼
Z

1

2

X
ij

sij eij dV : ð7:3:1Þ

This is valid in the limit of small deformations eij for which the change of surface energy

is linear in strain. Hence in the presence of strain, an additional contribution (neglecting

nonlinear terms) must be added to the surface energy to account for the deformation,

which in Lagrangian coordinates (see below) is

gðeijÞ ¼ g0 þ sij eij: ð7:3:2Þ

Growth and Epitaxy 343



For more on the tensor properties of the intrinsic surface stress tensor, see the review of

Koch.21 Equation (7.3.1) can be rewritten for pseudomorphic layers to express the elastic

strain energy per unit area as

Estrain ¼ 1
2
h s0 e0 ¼ 1

2
hMe20 ð7:3:3Þ

M is the modulus for biaxial strain, a two-dimensional equivalent of the uniaxial Young

modulus and h is the thickness.

In calculations of the surface energy, in particular how the surface energy depends on

deformation, it is important to note that there are two different coordinate systems that

can be chosen: the Lagrangian and the Eulerian. In Lagrangian coordinates, the reference

state is always the undeformed one and the Gibbs surface is attached to a given piece of

matter.19 In Eulerian coordinates, the Gibbs surface is fixed. While the difference may

seem to be obscure and academic, it leads to two different forms of Equation (7.3.2) or,

equivalently, two different forms of the Shuttleworth equation,15 which relates strain and

surface energy as discussed by Müller and Saúl:5

Euler sEð0Þ ¼ s0 ¼ g0 þ
dgE

de

����
e¼0

ð7:3:4Þ

Lagrange sLð0Þ ¼ s0 ¼ dgL

de

����
e¼0

ð7:3:5Þ

Crystalline materials spontaneously form particles of particular shapes that reflect the

symmetry of the lattice and expose the surfaces that exhibit the lowest surface energies.

Hence, cubic materials tend to form cubic crystallites whereas hexagonal materials have

a tendency to pack themselves into crystallites with angled faces. The Wulff construc-

tion22 describes the equilibrium crystal shape (ECS), which is spontaneously assumed by

a crystalline material if it is grown at equilibrium to minimize the surface energy and,

thereby, the total energy of the particle. Its exact thermodynamic formulation has been

given, for example, by Rottman and Wortis23 and Desjonquères and Spanjaard.24

Small crystallites supported on a substrate are particularly important in catalysis. In

many cases, only small energy differences exist for crystallites that expose different

crystallographic planes. Thus, a distribution of shapes and exposed crystal faces exists at

equilibrium. The distribution of shapes affects the reactivity of a catalyst for structure

sensitive reactions such as methanol formation on Cu/ZnO2. The Wulff construction was

conceived to describe the shape of large free-standing particles, but it can also be used to

describe the distribution of crystallite sizes observed, for instance, for metal clusters

formed on oxide surfaces.25 If the clusters are unstrained, the Wulff construction predicts

that cluster shape is independent of size. Daruka, Tersoff and Barabási,26 however, have

shown that size dependent cluster shapes can occur for strained islands. It must also be

emphasized that adsorbates can change surface energies with concomitant changes in

surface reconstructions and equilibrium crystal shapes in the presence of sufficiently

strongly bound adsorbates.

The ECS can only be expected if the crystallites are grown under thermodynamic

control. Growth of structures on patterned substrates is complicated by diffusion between

different crystal facets (intersurface diffusion). Nishinaga and co-workers27 demonstrated

that the direction of intersurface diffusion can be reversed by varying the As pressure in
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GaAs molecular beam epitaxy (defined in Section 7.7.1). Growth at equilibrium leads to

the ECS according to the Wulff construction, subject to some modifications introduced

by strain. However, for growth under kinetic control, it is intersurface diffusion that will

determine the profile of facets. When the substrate on which growth begins is convex, the

slowest growth rate facet dominates the final structure, whereas if the initial structure is

concave, the fastest growth rate structure dominates. As we shall see below, this is the

opposite pattern to that followed by etching, i.e. a convex object etches to reveal fast

etching planes, while a concave object etches to reveal slow etching planes. By

controlling the As pressure, either pyramids or flat-topped pyramids can be grown.

Furthermore, control of diffusion by temperature, pressure and composition can be used

to control the profile of structures grown on mesas.28, 29

7.4 Growth Modes

7.4.1 Solid-on-Solid Growth

Life without stress would be easy. The same applies to a description of growth

phenomena at equilibrium. Growth in the absence of stress is a rather simple process.

Such is the case for the growth of thin liquid layers on a solid substrate, in which gravity

can be neglected and we need only consider the balance of forces at the liquid–gas (lg),

solid–liquid (sl) and solid–gas interfaces (sg) that lead to the Young equation (Equation

5.3.1). For liquid-on-solid growth there are only two modes of growth: wetting (2D layer-

by-layer) and nonwetting (3D island formation). Investigations of solid-on-solid growth

reveal the three growth modes outlined in Figure 7.3. The appearance of strain, resulting

from lattice mismatch, is the reason why solid-on-solid growth is more complicated than

liquid-on-solid growth.

As we shall see below, growth is often performed in a vacuum chamber in which the

pressure of the gas phase does not correspond to the equilibrium vapour pressure of the

depositing material, p*. In this case, a correction to the change in the Gibbs energy of the

system must be made

�G ¼ nkBT lnðp=p�Þ: ð7:4:1Þ
The ratio

� ¼ p=p� ð7:4:2Þ
is known as the degree of supersaturation. This leads to a further parameter that

determines the thermodynamically controlled structure of the growing interface. Thus

by controlling p and T, the range of structures that can be grown as well as their growth

mode can, in principle, be changed.

Equation (5.2.4) allows us to identify g as the Gibbs surface energy per unit area;

therefore, we can use Equation (7.4.1) to write an effective Young’s equations for solid-

on-solid growth under the assumption that the structure formed has been equilibrated, i.e.

that there was sufficient mobility during growth that a metastable structure has not been

formed

gBg ¼ gAg coscþ gAB þ CkBT ln �: ð7:4:3Þ

Growth and Epitaxy 345



The constant C corrects the units of the supersaturation term. The surface energy terms

are for the substrate–gas (Bg), overlayer–gas (Ag) and overlayer/substrate (AB) inter-

faces, respectively.

7.4.2 Strain in Solid-on-Solid Growth

Even using the correction to the Young equation provided by Equation (7.4.3) we still

cannot explain the occurrence of the Stranski-Krastanov growth mode (Figure 7.3(b)).

The observation of equilibrium structures formed by this mode is only explicable by

means of the influence of strain. The three growth modes can be summarized as follows:

Layer by layer Growth¼Frank-van der Merwe (FM)30

� c ¼ 0 ) gBg � gAB þ gAg þ CkBT lnðp�=pÞ.

Figure 7.3 Three modes of thermodynamically controlled growth of a solid overlayer A on
solid substrate B in the presence of a gas (or more generally a fluid or vacuum) g. (a) Layer-by-
layer growth (Frank-van der Merwe, FM) of two lattice matched (e0¼ 0) materials. (b) Layer-
plus-island growth (Stranski-Krastanov, SK). The strained wetting layer does not exhibit
dislocations at either of its interfaces; however, the islands continuously relax with a lattice
distortion in the growth direction. (c) Island growth (Volmer-Weber, VW) of lattice mismatched
(eo 6¼ 0) materials with dislocations at the interface.
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� Requires precise lattice matching ðje0j < 1:5%Þ and balanced interactions

ð� ¼ �AA � �AB � 0, as defined in Equation (5.3.4)).

� Overlayer A wets the substrate B and flat layers are expected.

Layerþ island growth¼ Stranski-Krastanov (SK)31

� je0j ~>0:2%
� After the growth of a wetting layer, often 1–4 atomic layers thick, the overlayer cannot

continue to grown in the strained structure and instead forms less strained three-

dimensional islands.

� Adsorbate experiences a strong interaction with the surface but the overlayer

experiences significant strain.

Three-dimensional Island Growth¼Volmer-Weber (VW)32

� c > 0 ) gBg < gAB þ gAg þ CkBT lnðp�=pÞ:
� Nonwetting adsorbate, e0 6¼ 0.

� Adsorbate–adsorbate interactions far stronger than adsorbate–substrate interactions

coupled with lattice mismatch that is too great to be relieved by subtle structural

relaxations.

At equilibrium � ¼ 1 and the supersaturation term vanishes. For finely balanced

systems (� � 0), this term acts as a switch that can be used under nonequilibrium

conditions to push the system in and out of the Franck-van der Merwe growth regime

even though the system is still under thermodynamic control, that is, the system and the

structure assumed are not limited by restriction in the transport of material. The growth

window represents the range of temperatures and compositions over which layer-by-layer

growth is followed. The MBE growth window is particularly large for the InxGa1–xAs/

GaAs system. Substrate temperatures of 670–870K are used. The V:III flux ratio can be

varied between 2.5:1 and 25:1. The In content can extend from 0 � x � 0:25.6

Stranski-Krastanov growth is the most commonly observed growth mode. It is also an

intriguing growth mode as it is sometimes accompanied by the observation of islands

with a small size distribution, i.e. an optimum size, which can form ordered arrays.3 The

spontaneous formation of islands represents a type of self-assembly process for quantum

dot formation. The interplay between kinetics and thermodynamics in determining the

shape and size of the islands remains a topic of intense study. Island formation in

semiconductor epitaxy, especially of II–VI and III–V compounds as well as the Si/Ge

system, has attracted great interest because of the unique optical and electronic properties

of semiconductor quantum dots.33, 34 Quantum dots derive their name from the

observation of size-dependent quantum mechanical effects in nanoscale objects.

An example of SK growth is the deposition of Ge onto Si(100). After a wetting layer of

�3 ML coats the Si substrate, Ge islands begin to form, which are dislocation free and

known as coherent islands. Both squared-based pyramidal and dome-shaped islands are

formed. Similar morphologies are found in Ge/Si alloys. The evolution of these islands

has been investigated by Ross, Tromp and Reuter35 during the chemical vapour

deposition growth of GexSi1–x films from disilane/digermane (Si2H6/Ge2H6) mixtures

at 923–973K. Islands initially take on pyramidal shapes and these grow in size until a

critical size is achieved at which point they transform into domes. A transitional
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truncated pyramidal structure is also observed. The pyramids do not appear to be stable.

They either grow large enough so that they can convert into domes or else they shrink and

disappear. The growth of larger islands at the expense of smaller ones is reminiscent of

Ostwald ripening; however, the establishment of an optimum island size does not

accompany conventional Ostwald ripening. The relative proportions of the three

structures depend sensitively on the conditions, in particular the temperature.

Apart from temperature and pressure, one other variable available to the experimen-

talist to influence the growth mode is the presence of a surfactant.36, 37 A surfactant can

lower the surface energy of interfaces and islands and thereby change the strain profile.

The change in strain can also lead to a change in growth mode. Si grows on Ge(100) in a

Volmer-Weber mode. This inversion of growth mode is a general rule and is a direct

result of Ge possessing a lower surface energy than Si and, therefore, that � in Equation

(5.3.4) changes sign when the roles of substrate and overlayer are switched. Both As and

Sb can be used to change the growth mode of Ge on Si. They do so by acting as a

surfactant that segregates to the top surface. At the surface, they lower the energy of a flat

film and inhibit the formation of islands. Thereby they promote layer-by-layer growth at

the expense of Stranski-Krastanov growth.

A general understanding of the equilibrium structure and growth modes of epitaxial

systems is developed further below. From the above discussion we have learned that the

geometric structure of overlayers depends critically on several parameters:

� Relative strengths of adsorbate–adsorbate and adsorbate–substrate interactions.

� Lattice matching – how the lattice of the substrate fits with the lattice of the overlayer.

� Strain fields – how strain relaxes in the substrate, islands and the area around the

islands.

� Temperature – surface energies and, therefore, reconstructions changewith temperature.

� The amount of material deposited and whether the critical thickness has been

exceeded.

7.4.3 Ostwald Ripening

Ostwald ripening has already been mentioned several times and deserves a more

quantitative treatment. Imagine the following Gedanken experiment. Cover a hydro-

phobic surface, e.g. the H-terminated Si surface, with a thin mobile polar layer such as

water. Now release the system and allow it to approach equilibrium. Because this is a

nonwetting adsorbate, we expect the system to follow Volmer-Weber growth, that is, to

form islands. Thus the water overlayer contracts into 3D islands. The absolute minimum

of energy, as surmised by Equations (5.2.5) and (5.7.12), is achieved when the contact

area between the overlayer and the substrate is minimized. The surface area is minimized

when one large island forms rather than any greater number of smaller islands. In other

words, small islands are unstable with respect to larger islands. In the limit of infinite

mobility, one large island will form.

We now express what drives this result quantitatively. The chemical potential mi of an
unstrained island of radius ri can be written38

miðriÞ ¼
ns
ri
; ð7:4:4Þ
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where n is the surface area per atom in the island and s is the island edge (step) energy. In

the absence of strain, Equation (7.4.4) shows that the chemical potential of an island is

inversely proportional to its radius. Therefore as expected, a thin film that does not wet a

surface will break up into a distribution of 3D islands. If the system evolves without

constraint and in the absence of strain, coarsening of the initial layer/island distribution

will tend to form one large island rather than any number of smaller islands.

In any real finite system, the communication distance between islands is limited. Once

the distance between the contracting islands exceeds the diffusion length, the islands

become independent of one another and their accretion is arrested. During accretion,

small islands feed material to larger islands. Since the position of islands is random, the

number and size of initial neighbouring islands is random and the amount of material that

can ultimately be accreted into the largest island will vary randomly across the surface.

There is no optimum island size and the size distribution of islands will be broad.

Ostwald ripening was first observed and described for the growth of grains in solution.39

As will be shown below, even at equilibrium and with no constraint on diffusion, ripening

can be observed under appropriate conditions in the presence of strain.

The chemical potential of a strained island can be written38

miðriÞ ¼ n
s� a
ri

� a
ri
ln

ri

a0

� �
ð7:4:5Þ

where a ¼ 4pF2ð1� n2Þ
m

: ð7:4:6Þ

F is the misfit strain induced elastic force monopole along the island edge, n the Poisson
ratio, m the Young modulus and a0 is a cutoff length on the order of the surface lattice

constant. The strained system exhibits a thermodynamically stable island size that is

resistant to further coarsening and a system of many islands evolves until they reach a

radius given by

r0 ¼ a0 expðs=aÞ: ð7:4:7Þ
At finite temperatures, entropic effects broaden the size distribution into a Gaussian

distribution about a mean value that is somewhat different from r0. Lagally and co-

workers38 have shown that further considering the influence of island–island interactions,

strain leads not only to the establishment of a preferred size, but also that it can result in

self-organization and a narrowing of the size distribution.

7.4.4 Equilibrium Overlayer Structure and Growth Mode

As presented above, all three of the growth modes outlined can be observed at

equilibrium. The development of a theory to describe the formation of different

equilibrium layer structures remains an active pursuit and whether these structures are

truly equilibrium structures or relics of a kinetically controlled process is still debated. A

theory to describe the role of strain in growth at equilibrium has been derived by Daruka

and Barabási40 from the theoretical framework of Shchukin and Bimberg.3

Daruka and Barabási have calculated the phase diagram that appears in Figure 7.4.

This phase diagram confirms that FM, SK and VW can each represent the equilibrium

growth mode for the appropriate combinations of deposited material and lattice
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mismatch. Two SK phases are found, differing as to whether the wetting layer forms

before (SK1) or after (SK2) the islands form. Also found in Figure 7.4 are three distinct

ripening phases. R1 corresponds to classic Ostwald ripening in the presence of a wetting

layer. R2 is a modified ripening phase with a wetting layer and stable small islands. The

islands are formed during the SK stage of growth. Subsequently, their growth is arrested

Figure 7.4 Phase diagram calculated by Daruka and Barabási as a function of coverage H and
misfit strain e. The small panels at the top and bottom schematically represent the growthmodes
observed. The small empty islands indicate the presence of stable islands, while the large
shaded ones refer to ripened islands. FM, Frank-van der Merwe growth; SK, Stranski-Krastanov
growth (SK1, wetting layer forms before islands; SK2, wetting layer forms after islands); VW,
Volmer-Weber growth. Ripening phases: R1, Ostwald ripening in the presence of a wetting
layer; R2, a modified ripening phase with awetting layer and small stable islands; R3, amodified
ripening phase with small stable islands but without a wetting layer. Reproduced from I. Daruka
et al. Phys. Rev. Lett., 79, 3708. Copyright (1997), with permission from the American Physical
Society.
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but not all of them are lost to the ripening islands. The R3 phase is similar to R2 but lacks

the wetting layer.

In the theory presented above allowance is made for the island–island interactions. Just

as for atomic and molecular adsorbates, these lateral interactions become progressively

more important as the coverage increases. If the strain fields related to these interactions

are anisotropic, they have the potential to lead to ordered arrays of islands. Shchukin and

Bimberg3 have investigated these interactions theoretically and have shown that under

appropriate condition, islands coalesce into an ordered square array.

One factor that has not been fully incorporated into this model is entropy. Strictly

speaking, the phase diagram of Figure 7.4 is valid only at T¼ 0K. The extension of the

theory to include entropic effects40 remains an outstanding challenge. This is required to

describe the temperature dependence of growth systems. The temperature plays a vital

role because surface energies are temperature dependent. The most obvious consequence

of this is that the most stable reconstruction of a surface is temperature dependent.

Furthermore, some surfaces are known to undergo reversible roughening transitions at a

specific temperature. Additional temperature effects can arise because the two materials

may have different coefficients of thermal expansion, which results in a temperature

dependence to e. This last effect, assuming all other material dependent parameters are

constant, is accounted for within the model.

Whether islands are truly equilibrium structures has been questioned by Scheffler and

co-workers.41–43 They showed that any equilibrium theory that includes energetic

contributions only from island surface energy and elastic relaxation does not predict a

finite equilibrium size distribution. In this case, strain relaxation dominates and, at high

coverage, small islands are unstable with respect to large islands and Ostwald ripening

occurs. They offer a theory of so-called constrained equilibrium in which island size is

determined by island density and coverage. Nuclei grow to a size determined by material

transport between the wetting layer and the islands, which is governed by energy balance.

They calculate the elastic energy of islands and substrate within continuum elasticity

theory and use density functional theory to calculate the surface energies of the wetting

layer as well as the islands facets. The result is a three phase process: (1) a nucleation

phase that determines the island density, (2) island growth at the expense of the wetting

layer, and (3) Ostwald ripening. Joyce and Vvedensky, however, point out that this

theory, in spite of several appealing aspects, fails to predict the correct form of the

dependence of critical thickness on the growth conditions of temperature and amount

deposited.44 Critical thickness increases with increasing surface temperature Ts. The

theory of Wang et al. predicts a decrease. Critical thickness is observed experimentally to

be independent of number density at constant Ts. By contrast, the theory predicts an

increase in critical thickness with increasing number density. Developments in theory to

address equilibrium structure in heteroepitaxy remain a challenging frontier.

7.5 Nucleation Theory

Nucleation of a new phase is naturally resisted by a pure system. A condensing vapour

generally does not form droplets unless the vapour is supersaturated. A liquid does not

solidify unless supercooled in the absence of a heterogeneous interface that catalyses the
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process. As discussed in relation to the Kelvin equation (Equation (5.2.13)), the

resistance to nucleation is associated with the variation in surface energy with the size
of small particles. The surface energy, or change in the Gibbs energy, is unfavourable for
addition of matter to small clusters up to a critical size. After attaining the critical nucleus
size, further addition of material to the cluster is energetically favourable. The formulation
of this size dependence on the change in Gibbs energy is the basis of classical nucleation
theory.

The change in Gibbs energy upon forming a spherical cluster or droplet of radius r

from N atoms (or molecules) is

�G ¼ �N �mþ 4pr2g: ð7:5:1Þ
The first term is the chemical potential change brought about by the phase transformation

of N atoms into a sphere with a surface energy given by the second term. The number of

atoms in the cluster and the radius are related by

N ¼ 4p
3

r3NAr
M

¼ 4p
3
r3�r ð7:5:2Þ

where NA is the Avogadro constant, r the density, M the molar mass and �r the number

density. Combining Equations (7.5.1) and (7.5.2) and differentiating with respect to

either N or r yields values for the size of the critical classical nucleus

Nc ¼ 32 pg3

3 �r2 �m3
ð7:5:3Þ

and rc ¼ 2g
�r �m

: ð7:5:4Þ

A cluster with the critical radius rc is the smallest structure for which the probability of

growth is greater than that of decay. Substitution of the critical radius into Equation

(7.5.1) gives the energy barrier to nucleation

�maxG ¼ 4pr2cg
3

ð7:5:5Þ

Assuming that there is no additional activation barrier to formation of the critical nucleus,

that is, that the maximum energy difference along the reaction path is equal to the Gibbs

energy change required to form the critical nucleus, then Eact¼�maxG and the rate of

nucleation depends exponentially on the nucleation barrier. Nonspherical shapes, such as

the equilibrium crystal shape, will lead to slight modifications of the energy terms but the

same principles are followed. The presence of a substrate, rather than nucleation of

droplets out of the gas phase, leads to further complications. On a semiconductor surface,

the substrate must reconstruct under a growing island, which modifies the energetic

requirements for nucleation. The energy required to reconstruct the substrate must be

added45 to Equation (7.5.1) and this may lead to a change in the size of critical nucleus.

The Burton-Cabrera-Frank (BCF) theory of surface nucleation46 uses an analogy to

droplets in contact with a vapour phase of adatoms to estimate the conditions under

which islands will nucleate and form stable entities. This model considers a stepped

surface with terraces of width l on which atoms diffuse with a mean diffusion length l. If
the atoms, which are deposited with flux J, ‘re-evaporate’ from the step with a lifetime ts,
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then the equilibrium concentration of terrace and step atoms can be evaluated. This

model shows that for a given set of flux and diffusion parameters, a critical temperature
exists below which nucleation will occur. Above this temperature, the atoms accumulate
at the steps. This is the basis of step-flow growth, which is discussed in more detail in
Section 7.6.2.

The difficulty of nucleating the new phase is expressed by the positive value of�maxG.

It is unfavourable for small clusters to grow until the critical size is surpassed. The

accretion and release of atoms from small particles will lead to some distribution of small

particles. At thermal equilibrium the population of each size cluster will conform to a

Boltzmann distribution. Attachment and evaporation of atoms from the clusters leads to

constant interconversion of clusters of different sizes. Random fluctuations in attachment

will occasionally push small clusters past the critical size at which point they rapidly

grow larger. The rate of formation of clusters with the critical size determines the rate of

formation of the new phase. On a surface, this rate will be related to the rate at which

atoms are deposited and the rate of surface diffusion to and from steps and between the

islands. In addition to energetic factors, nucleation can be affected by structural factors.

Steps and/or elastic strain interactions can lead to preferential sites for nucleation, which
can have dramatic implications for structure formation.47 Numerous metal-on-metal
growth systems show evidence for nucleation at preferred sites.48 Below we will examine
in more detail how preferential nucleation can be used to influence the structure of
multilayer structures in the III–V family.

Transport processes as well as the critical nucleus size affect the evolution of layer

morphology as material is added to the system, in particular, the evolution of the island

size distribution if the system is not following step flow growth. In the nucleation regime,

addition of material to the substrate leads to the formation of islands, which share the

same mean size. The number of islands changes but not their size distribution. In the

growth regime, the island density no longer changes but the size of the islands increases.

The mobility and coverage of atoms added to the substrate must be such that they are

more likely to encounter and add to an island than to find another adatom and form a

nucleus. The extent of the nucleation phase will, therefore, determine the density of

islands.

Because of the importance of transport processes – the interplay between deposition

rate, diffusion rate and the distance between islands – the critical nucleus size can be
determined not only by thermodynamics as outlined above, but by kinetic phenomena.
Venables49–52 developed a kinetic framework to describe critical nucleus size, cluster size
and the density of clusters during growth. The single atom population density, n1
(assuming atomic deposition) determines the critical nucleus density, ni. In turn, n1 is
determined by the rate of atom impingement J and the characteristic times for evaporation,
ta, nucleation, tn, and diffusion capture, tc, by stable clusters. At high coverage direct
incorporation of impinging atoms into the stable clusters can also become significant.
Venables51 has shown that when re-evaporation is negligible and taking s0 to be the
substrate atom density and b ¼ ðkBTsÞ�1, the relative coverage of stable clusters nx can be
written

nx

s0

� �iþ2

¼ f ðZ0; iÞ J

s20D

� �i

expðbEiÞ ð7:5:6Þ
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where f(Z0,i) is nominally a constant that depends on the maximum cluster density Z0 and

the number of atoms in the critical nucleus i. The diffusion coefficient D is given by

D ¼ D0 expð�bEdifÞ ð7:5:7Þ
Ei is the critical cluster binding energy and Edif the diffusion activation energy. Equations

(7.5.6) and (7.5.7) demonstrates explicitly how the cluster coverage depends on kinetic

parameters such as the impingement rate, which is directly proportional to the growth

rate, and the temperature dependence of diffusion and detachment from the critical

cluster.

One consequence of the importance of transport dynamics is that the critical cluster

size as well as the island density can depend on the flux of incident atoms. Furthermore,

anisotropic diffusion, strain fields or anisotropic accommodation of adatoms to islands
can lead to the formation of anisotropic islands such as elongated chains on Si(100). On Si
(100), the critical cluster size is simply a dimer (i¼ 2). Lagally and co-workers
have shown that elongated chains result from anisotropic accommodation.38, 53–56 Of
course, any distribution of islands that is created using kinetic control will be subject to
Ostwald ripening once the temperature is raised sufficiently to facilitate diffusion in all
directions.

7.6 Growth away from Equilibrium

7.6.1 Thermodynamics versus Dynamics

Measurements on the InAs/GaAs system have shown that FM growth gives way to SK

growth at a critical coverage of �1.7 ML.57 This is a true phase transition; thus, the

driving force of the growth mode transition is thermodynamic rather than kinetic. Other

systems exhibit clear evidence of the influence of non-equilibrium processes upon layer

morphology.58 Two important parameters – temperature and pressure – are at the

disposal of the experimentalist to drive a system away from equilibrium and into a

regime in which dynamical and kinetic parameters determine the layer morphology. The

temperature of the substrate controls the diffusion and desorption rates of adsorbates.

Sticking coefficients as well as surface energies may also be temperature dependent. The

pressure (and relative composition if more than one species is involved) of the gas phase

controls the impingement rate of adsorbing atoms and/or molecules. Consequently,

whether growth is thermodynamically or dynamically controlled depends upon the

experimental conditions.

If the temperature is low enough for islands to nucleate and if the diffusion rate is

anisotropic, highly nonequilibrium structures can be formed. In this regime, especially

for large amounts of deposited material, the size and shape of islands is determined by the

interplay between the kinetics of adsorption and diffusion and often pyramidal islands are

the predominant feature of a generally rough surface profile. Atomistic understanding of

the morphology in this regime is difficult but attempts have been made to understand the

morphology in terms of phenomenological models and scaling relationships.59

The spontaneous formation and ordering of islands is an example of self-assembly.

Kern, Comsa and co-workers60 have found periodic stripes of adsorbed oxygen atoms on
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Cu(110). Triangular islands of Ag grown on Pt demonstrate that self-ordered growth can

also occur in metal-on-metal systems.61 Strain relief, which is involved in Stranski-

Krastanov growth, also forms the basis of this phenomenon. The lattice mismatch

between Pt and Ag is large. The second monolayer of Ag on Pt assumes a structure in

which a trigonal network of dislocations partially relaxes the compressive strain. Careful

preparation of this layer leads to long-range ordering of this strain–relief structure.

Further deposition of Ag leads to the formation of triangular Ag islands. These islands

preferentially nucleate away from the dislocation and, therefore, they form an ordered

array with a narrow size distribution. This example illustrates not only the importance of

strain relief, but also how control of the nucleation process can be used to create self-

organized structures.

We also need to distinguish between the dynamics that is operative during growth and

after. During growth, we must treat an open system. Matter is being added to the surface.

During kinetic control, equilibrium on the surface and between the surface and the gas

phase is not established. After growth, the film morphology is subject to change due to

the kinetics of diffusion as well as desorption. In addition, the chemical potential of

surface species is affected by the change in pressure. The morphology of films is often

studied at temperatures lower than the growth temperature. The phase of a film is

temperature dependent; therefore, it is always important to establish whether the

observed film structure is the equilibrium structure corresponding to the observation

temperature (and cooling conditions) or whether it represents the structure characteristic

of the growth conditions. The latter may be observed if growth is interrupted and the

temperature is decreased so rapidly that diffusion does not have the opportunity to

equilibrate the film to its new conditions.

Because of the unstable nature of growth in this regime and since the system evolves

after the flux of gases is turned off and while the system cools, in situ experimental

techniques, which can probe the system during growth, are required to reveal unambigu-

ously the characteristics of the system. Alternatively, the system can be rapidly quenched.

If the temperature drops rapidly enough, diffusion and, hence, the development of the

system can be arrested before the equilibrium structure is achieved. Ex situ imaging and

spectroscopic techniques can then be applied to probe the system.

7.6.2 Nonequilibrium Growth Modes

When dynamics rather than thermodynamics determines the structure of growing films,

the kinetic balance of various surface processes must be analysed. These processes are

explicated in Figure 7.5. Under kinetic control the relative rates of terrace diffusion,

accommodation of atoms at steps, nucleation, diffusion across steps and deposition
determine the growth mode and film morphology. As found in Section 3.2, diffusion
across a terrace is generally more facile than transport across a step. In addition, atoms are
generally bound more tightly at the bottom of a step. As a result the barrier for step-up
diffusion is substantially greater than that for step-down diffusion and only step-down
diffusion is kinetically significant unless the temperature is very high. The added barrier
for step-down diffusion compared with terrace diffusion is known as Es, the Ehrlich-

Schwoebel barrier.62, 63 In Figure 7.5, desorption is neglected because it is usually not
important for homoepitaxy of metals and semiconductors.
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Proof that kinetic control of growth can occur is easily demonstrated by studying

homoepitaxial growth. Under thermodynamic control, homoepitaxial growth leads to

layer-by-layer growth because there is necessarily no strain. Nonetheless, three distinct

growth modes, shown in Figure 7.6, are observed. Close to equilibrium, step-flow growth

is observed. In step-flow growth, no interlayer transport occurs and terrace diffusion is so
rapid that all atoms reach a step before nucleation of islands can occur.

Far from equilibrium, the nucleation of islands is rapid. The growth mode is decided

by the extent of interlayer transport. In the limit of high interlayer transport, no islands

nucleate on a layer until it is complete. This is ideal layer growth (2D growth). In the

limit of no interlayer transport, islands nucleate on top of incomplete layers. The higher

the amount of deposition, the greater the number of islands on islands. This is multilayer

growth (3D growth). For E
step
dif ! 1, ideal multilayer growth occurs. However in the

opposite limit, E
step
dif ! 0, ideal layer growth does not occur as long as there is a finite

probability for island nucleation on an incomplete layer. Hence, ideal layer growth is

never observed, though some systems do approach this behaviour. Nonetheless, after the

deposition of many layers, any far-from-equilibrium system will grow rough and, as

noted above, will tend toward pyramidal structures.

The difference between step-flow growth and layer growth is best illustrated by their
different behaviours when observed by reflection high energy electron diffraction
(RHEED). In step-flow growth, all atoms are added at the step edge and the surface
roughness (i.e. step density) does not change during growth. In layer growth, in contrast,
the density of islands rises until they begin to coalesce and eventually form one uniform
layer. Therefore, the roughness goes through a maximum when the island density is
highest, decreases at the onset of coalescence, and reaches a minimum when the layer is
complete. As a consequence, step-flow growth leads to no variation in the intensity of
RHEED reflexes, whereas distinct oscillations in reflex intensity are observed during layer
growth.

The distinction between layer and multilayer growth can be made quantitative as

follows.64 Let yc be the critical coverage at which nucleation occurs on top of the growing
islands and ycoal the coverage at which islands coalesce to form a connected layer. Thus,
the conditions defining the growth modes are

yc > ycoal ) layer growth ð7:6:1Þ
and yc < ycoal ) multilayer growth: ð7:6:2Þ

Figure 7.5 Surface processes involved in film growth.
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Figure 7.6 Nonequilibrium growth modes. (a) Step-flow growth. (b) Layer growth by island
coalescence. (c) Multilayer growth.
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Typically, 0.5 � yc � 0.8. yc is not a constant; however, it can only be increased by

increasing the temperature or decreasing the deposition rate.

Temperature and pressure are the two defining parameters that determine the growth

mode. Temperature controls the rate of diffusion and pressure controls the rate of

deposition, rdep. As Ts ! 1 and rdep ! 0, equilibrium is approached and step-flow

growth is observed. As Ts ! 0 and rdep ! 1, interlayer transport stops while nucleation

still occurs. Multilayer growth is observed in this limit. If Es¼ 0, i.e. terrace and step-
down diffusion have the same barrier height, then for any rdep transitions from step-flow to
layer to multilayer growth occur as the temperature decreases. If Es > 0, the transitions
step-flow ! layer ! multilayer occur only for higher values of rdep, while a direct step-
flow ! multilayer transition occurs for small rdep.

We are now in a position to make predictions about growth modes in real system. On

nonreconstructing fcc(100) transition metal surface, Es is on the order of 0.05 eVor even

smaller. In contrast, Es is on the order of a few tenths of an electron volt for fcc(111)

surfaces. Consequently, growth on fcc(100) surfaces is generally much smoother than on

fcc(111). Higher temperatures are required for the observation of smooth fcc(111) not

because step-flow growth occurs at a significantly higher temperature on these surfaces,

rather because these surfaces do not usually exhibit the layer growth mode. For example,

the onset of step-flow growth for both Ag(100) and Ag(111) is �500K. However,

Ag(100) exhibits layer growth down to 77K whereas Ag(111) switches immediately to

multilayer growth.

As mentioned above, the transition from 2D nucleation (layer growth) to step-flow

growth can be observed experimentally using RHEED intensity oscillations and this can

be used to investigate the properties of the surface and the energetics of growth. The

terrace diffusion length l increases with increasing Ts, and decreases with increasing J

(the incident flux of growth material). Step-flow growth occurs when l � l, whereas 2D

nucleation occurs for l < l. The transition from layer growth to step-flow growth allows

for the determination of l.
Such experiments allow determination of the diffusion rate parameters.65 Thus, the

mean displacement distance for random isotropic diffusion in the one dimension across

the terrace is

hw2i ¼ 2Dt; ð7:6:3Þ
where D is the diffusion constant and t is the average time of arrival of atoms at a specific

site

t ¼ s0=J; ð7:6:4Þ
where s0 is the areal density of surface atoms. By varying J and observing the

temperature at which RHEED oscillations disappear (that is, where step-flow growth

occurs and l¼ l), D and Edif can be determined from

D ¼ l2s0
2J

ð7:6:5Þ

and D ¼ D0 exp
�Edif

kBTs

� �
: ð7:6:6Þ
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7.7 Techniques for Growing Layers

We have shown that the structure of interfaces is controlled not only by thermodynamics

but also by the kinetics of adsorption, desorption, diffusion across the interface and

diffusion into the substrate. Therefore, the techniques used to grow interfaces play an

important role in determining the types of interfaces that are formed. Below we introduce

several growth techniques that are commonly used.

7.7.1 Molecular Beam Epitaxy (MBE)

Molecular beam epitaxy grew out of fundamental studies on the sticking coefficients of
metal atoms performed at Bell Laboratories. In MBE a substrate is placed inside of a
vacuum chamber. Often this substrate is a single crystal sample of a semiconductor, most
commonly GaAs or another III–V compound, but other materials such as a Si or CdTe can
be used. The chamber is fitted with facilities for heating the substrate and probing the
surface structure and composition. The defining elements of the chamber are several
Knudsen cells. A Knudsen cell is a source from which a thermal beam emanates after the
evaporation of a solid or a liquid. It is composed of a heatable crucible placed behind a
small aperture from which a directional but highly divergent beam propagates. A shutter is
placed in front of the aperture so that the flow of gas can be rapidly turned on and off. This
allows for the precise control of the dose provided by the Knudsen cell such that the
amount of deposited material can be controlled at the submonolayer level. This is
important not only for the control of the layer structure, but also so that precise amount
of dopants can be added to the layers. The control of dopant concentrations allows us to
control the electrical properties of the semiconductor films.

Solid-source MBE uses evaporation of, for example, In, Ga and As from high purity

ingots held within the Knudsen cells. Gas source MBE (GSMBE) uses volatile reagents

such as AsH3 and PH3 to deliver the Group V element. Metallorganic MBE (also called

metal-organic vapour phase epitaxy MOVPE) delivers the Group III element with

molecules such as Ga(CH3)3 (trimethylgallium, TMGa), triethylgallium (TEGa) or

trimethyleindium (TMIn). MBE allows for exquisite control of the composition and

thickness of the deposited layers, which makes possible the growth of binary, ternary and

quaternary compounds in superlattice structures of defined thickness.

MBE generally involves the deposition of atoms, though dimers, trimers, etc. can

constitute some fraction of the evaporated vapour based on an equilibrium distribution.

Surface chemistry plays a role in MBE particularly for the growth of III–V (e.g. GaAs) and

II–VI (e.g. ZnSe) materials in that a chemical compound with a defined stoichiometry must

be formed at the growing interface. While adsorption, diffusion and reactions in the

adsorbed phase play an important role in MBE, desorption is generally not important in

solid phase MBE but GSMBE and MOVPE require the desorption of H2 and CH3,

respectively. The majority of atoms dosed to the surface are incorporated into the film.

Surface mobility plays a major role in MBE. Thus, deposition is conventionally

carried out at high substrate temperatures. While high substrate temperatures are good

for ensuring sufficient surface mobility, they can also result in interdiffusion of

deposited atoms into the substrate. Furthermore, dopants may have different degrees of

solubility in the epilayer and the substrate or if several epilayers of varying composition
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are created, the dopant may be more soluble in one layer compared with its neighbour. In
other words, the desired structure may not be the equilibrium structure and high
temperatures tend to push the system toward equilibrium. This is a potential problem
with MBE.

Growth of III–V compounds is most commonly carried out by MBE and a closer look

at this system can be used to illustrate several aspects of MBE.44, 66, 67 Arthur68 and

Foxon and Joyce69, 70 pioneered the use of MBE. Originally, the formation of 3D islands

was usually seen as something to be avoided. Then it was realized that the islands act as

zero-dimensional (quasi-atomic) structures in which the electronic states are confined in

all three spatial dimensions. These quantum dots (QD) have electronic properties that

depend on their size due to quantum confinement.

GaAs grows by either step-flow growth or layer growth as is expected for such a strain-
free homoepitaxial system. InAs has a lattice mismatch of 7% with respect to GaAs. This
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Figure 7.7 Schematic diagram of a molecular beam epitaxy (MBE) machine. The main
chamber contains several Knudsen cells (K-cells) for the evaporation of material onto the
substrate. Reproduced from the VG Semicon manual with permission.
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level of strain is too large to support layer-by-layer growth indefinitely and it follows
Stranski-Krastanov growth. A strained wetting layer grows until a critical thickness of 1.6
ML is surpassed at which point 3D islands form on top of the wetting layer.67 However,
from the Vegard law relationships in Equation (7.1.4), we see that the misfit strain can be
adjusted by controlling the composition of the overlayer. Thus, InxGa1-xAs grown on GaAs
will exhibit a layer-by-layer mode for small x and transitions to Stranski-Krastanov growth
as x increases. Similarly, other mixtures of Al, Ga and In with P, As and Sb can be grown
in either lattice matched or lattice mismatched combinations depending on the stoichio-
metry of the layers.

As2 adsorbs through a highly mobile precursor.70 This is an essential part of the growth

kinetics.44 It allows the As2 to be held in what amounts to a physisorbed reservoir from

which it can be funnelled into strongly bound sites. Ga atoms do not readily break and

insert into the As dimer bond, whereas there is no barrier to adding another As dimer (the

addimer) on top of a dimer pair. A pair of Ga atoms then binds to the addimer. The

addimer decomposes, releasing As2 back into a mobile physisorbed state while the Ga

atoms incorporate into the surface lattice, each bridging one of the original dimers.

Another Ga atom (or two) then binds into the long bridge site next to and in the same row

as the dimer that has already accommodated the first two Ga atoms. The stable nucleus is

completed when As2 forms a dimer atop the four Ga atoms.

In a device structure, the quantum dots are capped with an overgrown layer. For

instance, InAs QDs grown on GaAs might be capped with GaAs. The capping layer must

also relax and this sets up a strain field in the layer unless its stoichiometry is chosen to

lattice match the QDs and their wetting layer. The strain field in the capping layer

influences the growth characteristics of subsequent layers as shown in Figure 7.8.

Figure 7.8 demonstrates that the location of the subsequently grown QDs is affected by

the strain field.71 Vertical stacking, confirmed by TEM, is observed in many cases, not
only for III–V materials72, 73 but also for SiGe superlattices.71 Hence, this can be
considered a method of strain patterning to align as well as to make the QDs more
uniform.71 Not only are the QDs aligned and larger with a narrower size distribution, they
also nucleate at a reduced critical coverage compared with the unstrained substrate.74 Due
to the strain fields produced by the dots in the first layer (stressor dots), the lattice constant
of the GaAs layer is expanded directly above the buried dots, that is, it exhibits tensile
strain above the dots. However, the island and the substrate around the island are under
compressive strain.

Scheffler and co-workers75, 76 have investigated the effects of strain on the diffusion

and binding of In on GaAs(001). Changes from the unstrained lattice alter both the

prefactor and the activation energy for diffusion, the latter being perhaps the more

important factor. The binding energy of In increases with tensile strain. Therefore the

equilibrium concentration of In at steady state will be higher above the underlying

stressor dots and this will enhance nucleation at these sites. Edif displays a maximum

at compressive strain and is a decreasing function for tensile strain. This has implications

for the growth kinetics of InAs islands and can lead to a self-limiting nature of

island growth because at a certain size a repulsive interaction occurs between the

quantum dot and a diffusing In atom. In accord with these theoretical results, Jones and

co-workers77, 78 reported a narrower size distribution for second layer QDs grown on a

10 nm capping layer.
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7.7.2 Chemical Vapour Deposition (CVD)

In chemical vapour deposition, molecular precursors to film growth are dosed onto a

surface from the gas phase or using a supersonic or Knudsen molecular beam. These
molecular precursors include, for example, AsH3þGa(CH3)3 for GaAs, SiH4 or Si2H6

GeH4 or Ge2H6 for SiGe alloys. The wide range of metallorganic compounds that can be
used to fabricate III–V and II–VI materials can be found elsewhere.79 From the
compositions of these molecules and the compositions of the desired epilayers, it is
obvious that not all of the atoms dosed onto the surface remain. Therefore, in contrast to
MBE, CVD requires facile desorption to be among the reactions that occur during growth.
Fundamental surface science studies have shed light on the interplay between adsorption,
the stability of surface intermediates and desorption in determining the growth kinetics
and outcomes.80

For instance in the growth of homoepitaxial Si layers or heteroepitaxial SiGe layers on

Si from silanes and germanes, the desorption of molecular hydrogen plays a vital role.

The H-terminated surface is virtually inert and neither silanes nor germanes dissociate on

this surface.80–83 Therefore, at low temperature as H(a) builds up on the surface, the

surface growth is choked off and eventually stops. This is an example of a self-limiting

reaction. The desorption of hydrogen limits the growth kinetics and sets a lower bound to

the temperature at which growth can be performed. Hydrogen desorbs from Si at about

Figure 7.8 Mechanism of quantum dot stacking. (a) Schematic of a bi-layer quantum dot
heterostructure that shows perfect vertical coupling of the active (second) quantum dot layer
due to the strain field generated by the stressor quantum dots. The dashed lines indicate the
lateral extent of the tensile strain field in the GaAs barrier; (b) Schematic layout of a quantum
dot heterostructure grown by molecular beam epitaxy. Reproduced from Zetian Mi and Pallab
Bhattacharya, J. Appl. Phys., 98, 023510. Copyright (2005), with permission from the
American Institute of Physics.
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800K and at about 650K from Ge. At higher temperatures, the dissociative adsorption of

silanes and germanes limits the growth. The presence of H(a) also affects the diffusion of

Si and Ge atoms, which leads to distinct differences in layer morphology in CVD-grown

as compared with MBE-grown layers.

Two growth strategies that exploit self-limiting chemistry to control layer thickness

and stoichiometry are atomic layer epitaxy (ALE) and atomic layer deposition (ALD), as

it is more generally called when referring to the growth of chemically dissimilar layers

that are not in registry with one another. These have been extended from relatively simple

systems such as Si and SiGe to systems as complex as YBCO,84 and are of great interest

for growing dielectric layers such as hafnium and aluminium oxide.85

High surface temperatures again bring about potential problems with the interdiffusion

of dopants and other atoms. However, thermal desorption need not be the only means of
removing adsorbates from the surface. Photon or electron irradiation can be combined
with CVD. This opens the possibility of directly writing structures during CVD. If one of
the reactants has a low sticking coefficient, energy can be put into the system to increase
the sticking coefficient. This can be provided by the high translational energy of a
supersonic beam. Sticking and desorption can also be enhanced by igniting a plasma in
front of the surface.

The poster child of CVD is the growth of Si layers from silane, SiH4, which is used in

IC fabrication to make polycrystalline silicon (poly-Si) interconnects. There is much

uncertainty in the dissociative adsorption dynamics of SiH4. The process is direct and

activated with an activation energy of �0.2 eV but there are differences in the

dissociation kinetics between Si(100) and Si(111), it is unclear whether one or two

silicon atoms are directly involved and on the dimers of Si(100)–(2�1) it is unclear

whether a single dimer or two adjacent dimers are involved. On both Si(100)–(2�1) and

Si(111)–(7�7), the sticking coefficient of SiH4 is a complex function of H coverage86

and does not follow simple Langmuirian kinetics. Breaking a Si–H bond is involved in

the first step which leads to adsorbed H atoms and SiH3. The moderate activation barrier

is consistent with the observed weak surface temperature dependence of the sticking

coefficient s0 when adsorption proceeds on the clean surface. s0 is a strong function of Ts
in the region dominated by H2 desorption but at high Ts, i.e. on clean surfaces, s0 only
increases weakly with Ts. The sticking coefficient of SiH4 depends nearly exponentially
on the incident translational energy Ei.

87, 88 The dissociative sticking coefficient of SiH4

on Si(100)–(2�1) and Si(111)–(7�7) at Ts¼ 673K is 3� 10�5 for both surfaces when
dosed from a room temperature gas.86

In order to increase the dissociation probability of SiH4 to useful levels, the surface

and/or gas temperature must be raised to considerable levels. Because high temperatures

above Ts¼ 770K are generally used to dissociate SiH4, H2 desorption is rapid, db sites

are available, and unless the SiH4 flux is extraordinarily high, the deposition rate is

proportional to the SiH4 sticking coefficient on the clean surface. Below this temperature,

H2 desorption, i.e. the creation of empty sites, represents the rate limiting event. High

temperatures during growth are not only important for the removal of H(a) to free up

adsorption sites, but also to maintain high crystallinity in the homoepitaxial layer.

Dissociation according to Equation (7.7.1), which requires two empty dangling bond

(db) sites,

SiH4ðgÞ þ 2 db ! SiH3ðaÞ þ HðaÞ ð7:7:1Þ
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is followed by successive hydride decomposition, Si incorporation and H2 desorption as

long as Ts is sufficiently high, as described in the following four reaction steps

SiH3ðaÞ þ db�!SiH2ðaÞ þ HðaÞ ð7:7:2Þ
2 SiH2ðaÞ�!2 SiHðaÞ þ H2ðgÞ ð7:7:3Þ
SiH2ðaÞ þ db�!2 SiHðaÞ ð7:7:4Þ
2SiHðaÞ�!2 SiðaÞ þ H2ðgÞ: ð7:7:5Þ

7.7.3 Ablation Techniques

Some materials are not easily evaporated or form compounds that are not well suited to

chemical vapour deposition. Fortunately, other methods exist to volatilize refractory

materials and allow them to be deposited on a substrate. Collectively, these are known as

ablation techniques. Ablation (see section 8.3.3) occurs when high-energy particles (or

high intensity photons) encounter a surface and dislodge surface and possibly bulk atoms.

When high-energy ions are used, the technique is called sputtering. Sputtering can be

achieved with lower energy ions when a plasma, as in magnetron sputtering, assists the

process. A high power laser can also ablate atoms from a target. For the ejection of atoms

from a target under laser irradiation we usually differentiate between true laser ablation,

the explosive release of atoms from a target as the result of a non-equilibrium process,

and laser vaporization, the evaporative release of atoms due to a thermal process. Details

of the processes occurring during laser ablation and its use in pulsed laser deposition can

be found elsewhere.89 Alternatively, high-energy electron irradiation can be used to

induce vaporization of a target.

7.8 Catalytic Growth of Nanotubes and Nanowires

Growth does not occur only on flat surfaces or lead to layer like structures. This is

particularly true in the case of catalytic growth, for instance, for the formation of

semiconductor nanowires (solid core structures with diameters below �100 nm),90–92

carbon nanofibres93 and carbon nanotubes (single or multi-walled hollow core structures

with diameters below �100 nm)94, 95 and whiskers (larger solid core structures).

Fullerenes such as C60 are formed in any number of reactive systems in which carbon

is volatilized and allowed to condense. Single-walled and multi-walled carbon nanotubes

(SWCNT and MWCNT, respectively) are formed when certain metals are added to

graphite that is subsequently vaporized.96, 97 Smalley and co-workers98 have shown that

extremely high yields of SWCNT are obtained from a mixture of �1 at% Co/Ni or Co/Pt

and graphite. This mixture is formed into a rod that is used as a laser ablation target. The

metals form clusters in the gas phase. The clusters act as catalytic agents upon which C

atoms adsorb and subsequently react to form nanotubes. The nanotubes grow outward

from the catalytic metal cluster. The size of the cluster during the initial stages of

nanotube formation is responsible for determining whether SWCNT or MWCNT are

formed.
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Terrones, Kroto, Walton and co-workers99 have used a catalysed solid state reaction to

form SiOx nanoflowers (see Figure 7.9), SiC and Si nanotubes, and SiC nanotubes

wrapped in a-SiO2. A powder of SiC is heated to �1800K in CO. The product

distribution is dependent upon the catalyst that is mixed into the powder. One-

dimensional SiC and Si nanowires are obtained from an Fe catalysed reaction. Co

catalyses the production of three-dimensional SiOx nanoflowers. When Fe and Co are

both combined with SiC, the result is the formation of elongated single crystal of b-SiC
wrapped in a sheath of amorphous SiOx. These nanowires have a SiC core diameter of

�6–40 nm and an outer diameter of �10–60 nm. Exceptionally long nanowires of up to

100 mm are sometimes found. The strongly reducing reaction conditions maintain the

working catalyst in the metallic state. The metallic particles appear to be acting as

catalytic sites for the dissociation of CO. They also act as tethers for the growing

nanowires. The reactants (Si, C and O) diffuse across the surface of the metallic clusters

and again, the nanotubes grow out from the metal. Volatile SiO may play a role in the

reaction as well.

A wide range of materials have been found to form nanowires as a result of catalytic

growth.100 Figure 7.10 displays GaP nanowires grown in Lund by the catalytic action of a

gold nanoparticle that can clearly be seen to ride atop the nanowires. Growth of this type

was first observed by Wagner and Ellis, who deposited Au particles on Si, then exposed

them to a mixture of SiCl4 and H2 at 1220K. Under these simple conditions, Wagner and

Ellis101 demonstrated the growth of crystalline Si columns grown along the h111i
direction with diameters from 100 nm to 0.2mm. This work was followed by that of

Givargizov102 but it was not until Lieber and co-workers92, 103 rediscovered it that the

power of catalytic growth for nanowire formation was appreciated. The question now is

whether we can explain mechanistically how some or all of this growth occurs and,

fortunately, significant progress has recently been made in this respect.

Catalytic growth of nanotubes and nanowires has been observed under a wide variety

of conditions and in a number of phases such that catalytic growth is known by a number

of names including vapour–liquid–solid (VLS), vapour–solid–solid (VSS), supercritical

fluid–liquid–solid (SFLS), solution–liquid–solid (SLS) and solid–liquid–solid growth

(unfortunately also SLS). Nanowires produced by catalytic growth are often found to

have a uniform diameter. The wires are not always round but might also exhibit other

Figure 7.9 Scanning electron micrographs of (a) a surface covered by flower-like silica
nanostructures generated by heating SiC þ Co under an Ar-CO atmosphere, (b) a typical
3D feature radiated from a central spherical Co-rich particle and (c) a uniform nanoflower film
formed from SiC þ Co heated in pure CO. Reproduced from M. Terrones, et al., MRS Bulletin,
24(8), 43. Copyright (1999), with permission from the Material Research Society.
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crystallographically defined shapes, such as hexagonal for ZnO or rectangular for In2O3.

Under some conditions, particularly for long growth times, tapering of diameter to

smaller (or less commonly larger) values is found. Often growth requires a bit of an

induction period before uniform nanowires begin to grow. These considerations are

represented schematically in Figure 7.11.

The initial period before uniform growth commences is associated with any of a

number of processes. In some cases, the catalytic particles of radius rp must be formed

(drp/dt > 0) by vapour phase and/or surface diffusion or else their surfaces have to be

cleansed of impurities (oxides or terminating thiols). The particles may be deposited

directly, for instance, from the evaporation of a colloidal solution with a well-defined

size. Alternatively, a thin film of metal can be evaporated directly onto a substrate or as

the byproduct of carbothermal reduction and if the metal does not wet the substrate, it

will ball up into islands either immediately as the result of Volmer-Weber growth or else

subsequently when the system is annealed, the onset of Ostwald ripening will lead to a
distribution of island sizes.

Once the catalytic particles are formed or deposited, they may still need to be primed

for the growth of nanowires. For instance, the pure metal catalytic particle might not be

that active for nanowire formation. Instead, an admixture of the growth compound and

the metal might be required to form an (unstable or stable) alloy, a true eutectic or some

other solid/liquid solution. In this case, saturation of the catalytic particle with the growth

material or the formation of the proper composition may lead to an induction period

before growth.

The growth of nanowires with a uniform radius is associated with a steady state growth

(drp/dt � 0) in which material is transported to the particle/nanowire interface. Finally, a

tapering to smaller diameters (drp/dt < 0) and cessation of growth will occur if either the

particle enters a phase in which it is consumed, if the growth material is no longer

supplied to the system, or if the temperature is reduced below a critical value.

Figure 7.10 Scanning electron micrograph of GaP nanowires grown via the VLS mechanism.
The inset shows a hemispherical Au particle atop the GaP nanowire. Reproduced from J.
Johansson, et al., J. Phys. Chem. B, 109, 13567. Copyright (2005), with permission from the
American Chemical Society.
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Figures 7.9 and 7.10 illustrate that wildly different structures can be formed as a result

of catalytic growth and that we need to distinguish between the differences that are

depicted schematically in Figure 7.12. Will the nanowire be produced from root growth

in which the catalyst particle is found at the base of the nanowire (Figure 7.12(a)) or by

float growth, in which the particle is located at the tip of the nanowire? Will multiple

prong growth ensue (Figure 7.12(c)), in which more than one nanowire emanates from

each particle or will single-prong growth occur, (Figure 7.12(d))?

Figures 7.12(a) and 7.12(b) also illustrate several dynamical processes that can affect

catalytic growth. Adsorption can occur from the fluid (whether gaseous, liquid or

supercritical) phase. Adsorption may be molecular or dissociative and may either

occur (vii) on the nanowire (viii) on the particle, or (ix) on the substrate. A natural

way for the catalytic particle to direct material to the growth interface is if the sticking

coefficient is higher on the particle and vanishingly small elsewhere. Diffusion of adatoms
will occur (i) across the substrate (if the sticking probability is not negligible), (ii) across
the particle and (iii) along the sidewalls. Diffusion across the substrate and along the
sidewalls must be rapid and cannot lead to nucleation events. Nucleation of the nanowire
anywhere other than on the particle must be suppressed so that growth only occurs at the
particle/nanowire interface and so that sidewalls do not grow independently of the axial
growth. There may be (vi) diffusion of material through the catalytic particle in addition to
(ii) diffusion along its surface. Substrate atoms may also be mobile. They may (v) enter
the particle directly or else (iv) surface diffusion along the substrate can deliver them to
the surface of the particle. Not shown in the diagram is that atoms from the catalytic
particle may also be mobile and diffuse along the sidewalls and the substrate.

Four major distinctions in the growth process are illustrated in Figure 7.12: root growth

vs. float growth and multiprong growth vs. single-prong growth. The particle may either

end up at the bottom (root growth) or top (float growth) of the nanowire. In multiprong

growth (Figure 7.12(c)), more than one nanowire grows from a single particle. In this

case, the radius of the nanowire rw must be less than the radius of the catalytic particle rp.

In single-prong growth there is a one-to-one correspondence between particles and

nanowires. A natural means to exercise control over the nanowire diameter in single-

prong growth would be if the nanowire radius determines this value and rw � rp. In

single-prong growth, rw � rp is usually observed but the catalyst particle sometimes is

Figure 7.11 General considerations on the different regimes that occur during catalytic
growth of nanowires and nanotubes. Reproduced from K. W. Kolasinski, Curr. Opin. Solid
State Mater. Sci. 10, 182. Copyright (2006), with permission from Elsevier.
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significantly larger and occasionally is somewhat smaller than the nanowire radius. In

multiprong growth rw is not determined directly by rp but must be related to other

structural factors such as the curvature of the growth interface and lattice matching

between the catalytic particle and the nanowire.

There are circumstances under which the catalyst can be liquid and others in which it

can be solid and the nanowires that are formed do not appear to be substantially affected.

As far as the dynamics of nanowire and nanotube formation are concerned, it does not

appear to matter whether the catalytic particle is liquid or solid. Likewise, the phase

from which the growth material is taken is of little consequence. The growth material

may come from a gas that is unreactive on the substrate and only reactive on the catalyst

surface, such as in the case of silicon nanowires (SiNW) growth from silane. It may

come from an atomic vapour that has unit sticking probability on both the substrate and

the catalyst, as in MBE growth of SiNW or III–V compounds. It may come from a

plasma, a solution or even supercritical fluids. What is required is that the growth

material is mobile and can readily reach the growth interface with a low probability of

Figure 7.12 The processes that occur during catalytic growth. (a) In root growth, the particle
stays at the bottom of the nanowire. (b) In float growth, the particle remains at the top of the
nanowire. (c) In multiple prong growth, more than one nanowire grows from one particle and
the nanowires must necessarily have a smaller radius than the particle. (d) In single-prong
growth, one nanowire corresponds to one particle. One of the surest signs of this mode is that
the particle and nanowire have very similar radii. Reproduced from K. W. Kolasinski, Curr.
Opin. Solid State Mater. Sci. 10, 182. Copyright (2006), with permission from Elsevier.
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nucleating a crystallite (alternate growth front) anywhere other than at the nanowire/

catalyst interface.

The essential role of the catalyst is lowering the activation energy of nucleation at the

axial growth interface. Equation (7.5.5) shows that according to classical nucleation

theory there is a substantial barrier associated with the formation of the critical

nucleation cluster at a random position on the substrate or nanowire. If the catalyst

can lower the nucleation barrier at the particle/nanowire interface, then growth only

occurs there. Any of a number of processes may be the rate determining step depending

on the exact conditions, but the most important role of the catalyst particle is to ensure

that material is preferentially incorporated at the growth interface.

Virtually all of the theoretical work on catalytic growth has treated the VLS mechanism

explicitly. Therefore, there is little information on why root growth and multiprong

growth occur under some circumstances. Theoretical approaches to nanowire growth can

be separated into at least three different categories: molecular dynamics,104–106 thermo-

dynamics102, 107–115 and kinetics.116–122

The Gibbs-Thomson effect, discussed in Section 5.2.2, expresses how a curved

interface affects the chemical potential of a body. This causes the vapour pressure and

solubilities to become dependent on the size of a catalyst particle. Thermodynamic

treatments are then able to show how the Gibbs-Thomson effect leads to nanowire growth

rates that depend not only on the growth parameters (pressure and temperature) but also

the diameter of the catalyst particle. It is often found that the growth rate should decrease

with decreasing diameter.102, 111 However, this conclusion depends on the growth

conditions122 since the extent of supersaturation within the catalyst depends on the

temperature and gas-phase composition. A transition from smaller diameters having

lower growth rates to smaller diameter having higher growth rates can occur as

temperature and gas-phase composition are changed.

7.9 Etching

7.9.1 Classification of Etching

Structure formation can be accomplished not only by adding material to the substrate but

also by removing it. Here we distinguish two different processes: dissolution and

etching. All solids (and liquids) dissolve to some extent in a solvent, that is, some of

their constituent components are removed from the solid and solvated to form a solution

phase. Dissolution can be driven by entropy alone and need not involve a chemical

reaction. Etching is more specifically the removal of atoms from a solid as the result of a

chemical reaction. Etchants are generally categorized either as isotropic or anisotropic,

that is, they are categorized based on whether the etch rate does or does not depend on

the crystallography of the etching surface. Etching is also classified as dry, in which

surface atoms are volatilized by chemical reaction, that is, the products are gases, or wet,

in which reaction products are released into a solution phase above the surface. Two

other processes that remove material but are not to be confused with etching are

evaporation (desorption from a liquid) and sublimation (desorption from a solid). Much

of the literature on etching is technical rather than fundamental in nature and the
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delineations between dissolution, etching, evaporation and sublimation are not always

clearly stated.

The concept of anisotropic etching is illustrated in Figure 7.13. In Figure 7.13(a) we

see a Si pillar that has been made by laser ablation with a nanosecond pulsed excimer

laser of Si in the presence of SF6(g). The tip of the pillar is rounded with a radius of

�2 mm and the length is roughly 50 mm, resulting in an aspect ratio of �50 mm /2 mm �
25. If we were to etch this pillar isotropically, the top would recede as quickly as the

sides, the pillar would become smaller but its shape would not change. In Figure 7.13(b)

we see the result of etching the pillar in 40 wt% KOH at 80	 C for �2 min. The pillar has

taken on a pyramidal shape with a sharp tip. Indeed, the tip is approximately 10 nm

across. With a length of over 50 mm, the aspect ratio is now >5000. Figures 7.13(c) and

(d) display pillar-covered surfaces in plan view. When etching in KOH to remove the

pillars, the final structure observed depends on whether the substrate is a Si(100) crystal

(Figure 7.13(c)), or a Si(111) crystal (Figure 7.13(d)). An etched Si(100) substrate

presents rectangular pores whereas an etched Si(111) substrate presents triangular pores.

It is clear to see that the final structure resulting from etching depends on the initial

structure and crystallography of the substrate as well as the etching conditions.

Adsorption and desorption are related by microscopic reversibility so we might ask

whether growth and etching are similarly related. Growth is a much more general

phenomenon than etching; consequently, etching is not the reverse of growth. Growth is
the result of adsorption and can be accomplished by the reverse of etching, dissolution,
evaporation or sublimation. Furthermore, while adsorption and desorption are related by
reversing a single step in a chemical process, growth necessarily involves several steps
including adsorption, diffusion and incorporation of the adsorbate into a growing island or
step. To use microscopic reversibility it is always important to compare the forward and
reverse processes such that they are run under the same conditions. When several steps are
involved in structure formation, a following step and its possible outcomes are contingent
on the outcome of previous steps. Etching of a pit wall along a network of dislocations
into a crystal cannot occur unless the etch pit is first formed and only if the dislocation
network was there in the first place. The only way etching and growth can possibly be
treated as if they are the reverse of one another is if both are considered while proceeding
at equilibrium.

While growth is often observed and carried out at equilibrium (or at least under

thermodynamic control at pressures for which the chemical potential is not strongly

perturbed from equilibrium and/or at temperatures high enough that activation barriers

are not blocking thermodynamically favoured outcomes), the reverse of equilibrium

homoepitaxial growth is simple evaporation (or dissolution in solution). Most commonly

etching is carried out under kinetic control, sometimes in steady state but rarely at

equilibrium. This distinguishes etching from dissolution of a mineral phase in contact

with a saturated (or nearly saturated) solution phase, for which the reaction dynamics can

be addressed in terms of growth models.123,124 Etching modes can resemble non-

equilibrium growth modes in reverse. Step flow modes are observed for both. Etch pits

play an analogous role in etching to that played by islands in growth and, therefore, some
of the same terminology can be used to describe the two processes. Adsorption of
etchants, diffusion of reactants and substrate atoms and desorption of products all have
roles to play in etching reactions.
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Nevertheless, thermodynamics can be a tool to relate growth and removal processes.

The power of thermodynamics is that it can be used to relate initial and final states in a

manner that is independent of the path taken. Thus if etching, dissolution, or, more

generally, desorption are carried out either close to equilibrium or else at temperatures

Figure 7.13 (a) A Si pillar created by laser ablation. (b) A lightly etched Si pillar. (c) A Si(100)
substrate, initially pillar-covered and then heavily etched in KOH. (d) A Si(111) substrate,
initially pillar-covered and then heavily etched in KOH. (b)D.Mills, K.W. Kolasinski, J. Phys. D:
Appl. Phys., 38, 632. Copyright (2005), with permission from the Institute of Physics. (a), (c)
and (d) Reproduced from M. E. Dudley, K. W. Kolasinski, J. Electrochem. Soc., 155, H164.
Copyright (2008), by permission of ECS – The Electrochemical Society.
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that are sufficiently high so that kinetic activation barriers are not directing the course of

the process, then only the final state energetics will determine the structure of the final

state. In such cases, purely thermodynamic treatments can be used to relate growth with

etching and dissolution. Therefore, we expect that it should be easier to relate growth and

dissolution thermodynamically but that connections between growth and etching are

more likely to be found in kinetic arguments. For both growth and etching, the structure

of the surface is very important and can change the nature of the final state. We have

Figure 7.13 (Continued)
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already encountered this in the cases of catalytic growth and in Section 7.3 where we

discussed how intersurface diffusion can change the structures that are formed. Similarly

for etching and as shown in Figure 7.13, the initial structure of the surface is important

for determining the final structures that are formed by etching.

There are several types of etching processes. Etching can be either electrochemical

(involving free charge transfer) or chemical, dry or wet. Dry etching is chemical but wet

etching can be either chemical or electrochemical. Electrochemical etching can be further

distinguished as: anodic, in which the sample and a counter electrode are connected to a

power supply and a bias is supplied to control current flow; electroless, in which no

electrodes or power supply is used but instead a redox couple is formed between the

sample and a species in solution; or photoelectrochemical, in which photons act to

provide charge carriers. Photoelectrochemical etching can be performed either with or

without the presence of a counter electrode and power supply. In the latter case, it is

sometimes called contactless etching. As discussed in Chapter 8, charge injection only

occurs if the solution species has an electronic level that overlaps energetically either

with the conduction band (for electron injection) or with the valence band (for hole

injection). Photoelectrochemical etching in the absence of surface states is possible only

for irradiation with above band gap radiation to create an electron-hole pair. In almost all

cases, semiconductors exhibit band bending in the space charge region and this will

cause charge separation under illumination. For instance, in n-type Si, the bands are bent

upward such that holes are forced to the surface, whereas for p-type Si, the bands bend

downward and electrons are driven to the surface. Thus control of the doping type allows

for unequivocal identification of the charge species that is responsible for initiating

etching or other reactions at the surface of a semiconductor.

There have been numerous attempts to propose general theories of dissolution and

etching.125 There are kinematic theories along the lines of the Burton-Cabrera-Frank

(BCF) theory of surface nucleation,46 which do not specifically account for crystal

structure. Molecular-kinetic theories such as those developed by Heimann and co-

workers126 explicitly include the lattice of the solid. Topochemical theories such as

those developed by Kleber127 and Knacke and Stranski,128 attempt to describe etching by

using, for example, a Langmuir isotherm to model the adsorption of reactive etchants

with an explicit inclusion of sites (terrace, step, kink) with different binding energies or

activation energies for etching. All of these models have advantages and limitations and

they struggle with a theme that also unites growth with etching: to what extent does

thermodynamics versus kinetics control the outcome. If the energetics of the final

structure that is formed – an equilibrium crystal structure (ECS) or an ECS that is

modified by adsorption of surfactants – is the most important element in determining the

structural outcome because, for instance, the system is allowed to evolve to equilibrium

(or at least a steady state very close to equilibrium), then thermodynamics approaches in

which growth and etching act very much like mirrors of each other can be used. In this

case, much of what we have learned above concerning growth can be used to describe

etching with the signs reversed to indicate the removal rather than the addition of

material. However, if the reactions are kinetically constrained and occur far from

equilibrium or are determined by reactions that only occur at defects (such as dislocation

chains), then the results will be completely different from what might be inferred from

growth models.
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7.9.2 Etch Morphologies

Etching results in one of three general classes of substrate morphology: flat surfaces,

rough surfaces or porous films. Under the rubric porous films we can also add nanowire

forests and bundles of nanotubes. Starting with a rough surface, if material is preferen-
tially removed from asperities compared with flat regions, the surface becomes progres-
sive flatter as it is etched. This is the basic mechanism of electropolishing in which, for
example, electrical field enhancement at asperities increases the rate of an electrochemical
reaction and ultimately leads to smoother surfaces. To determine the final surface structure
at the atomic level, we similarly need to consider the relative rates of etching at different
sites on the surface and how these affect the morphology.

A real single-crystal surface contains terraces separated by one-atom-high steps that

are randomly spaced across the surface and which have kinks sites randomly distributed

along the step. The steps are randomly shaped and there may also be pits scattered

randomly on the terraces. Now consider the relative rate of removal of a step atom

compared with a terrace atom. The removal of a terrace atom corresponds to the

nucleation of an etch pit. The formation of a pit also transforms the atoms that ring

the pit from terrace atoms to step atoms. If the removal rate is different for step and

terrace atoms, then etch pit formation also changes the etch rate for these atoms.

If the rate of terrace atom etching (etch pit nucleation) is small compared with the step

atom etch rate, the surface etches by removal of steps and the morphology of the terraces

is unaffected. Atomically flat terraces separated by steps result from a mechanism that is

analogous to step flow growth. The terrace atom etch rate does not need to be zero,

simply low enough that the rate of pit nucleation is low compared with the rate at which

an entire terrace is removed by step flow. Any pits that initially populated the surface

will be removed as they expand until they encounter and merge with receding

steps. Importantly, since terrace atom removal is slow, it is extremely unlikely that a

pit is nucleated within a pit, hence no new steps are created and surface roughening is

avoided.

Now consider the step morphology. If kink atoms etch faster than normal step atoms,

kink sites are preferentially removed and the step straightens. If the kink atoms are

removed more slowly than step atoms, the steps are roughened. If by some mechanism

the steps repel one another – for instance, by a dipole interaction resulting from

Smoluchowski smoothing – the etch rate will slow as the steps approach each other

and the steps will tend toward regular spacing. On the other hand, if they tend to attract

each other – for instance, if a strain field near the step accelerates the etching – then the

steps will tend to bunch. Step bunching can lead to an increase in the step height, a

reduction in the number of steps and an increase in the mean terrace width. If the steps do

not merge, step bunching leads to packs of closely spaced steps (short terraces) separated

by broad atomically flat regions. It is also important to note that the etchant, particularly

for etching in solution, provides a means of communication and coupling between

different regions of the crystal. If inhomogeneities in concentration or temperature arise

in the etchant, they can couple to the surface reactions and lead to step bunching, as

shown by Hines and co-workers129 for KOH etching of Si(100). Couplings in reaction–

diffusion systems can lead to autocatalytic phenomena that affect the rate and nature of

pitting corrosion.130
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At the opposite extreme, terrace atoms etch more rapidly than step atoms and pits form

readily inside pits. The pits increase in density and depth until the surface is composed of

nothing but steps. The result is a rough surfacewith a morphology much like what might be

observed from multilayer growth. If the steps sites have zero etch rate, perhaps because

they are passivated by selective adsorption, and only the terrace atoms etch, a rough surface

profile composed of pyramidal structures is the ultimate morphology of the surface.

7.9.3 Porous Solid Formation

If etching is sufficiently anisotropic a transition occurs from a rough surface to the

formation of a porous solid. Electrochemical etching has been used to form porous

semiconductors from, for example, Si,131 Ge, SiC, GaAs, InP, GaP and GaN132 as well as

Ta2O5,
133 TiO2,

134 WO3,
135 ZrO2

136 and Al2O3.
137 To describe porous solid formation we

adopt a coarse-grained or continuum model rather than a molecular description. Three

rates become important: pit nucleation, pit wall etching and pit bottom etching. If pit

nucleation and pit wall etching are both rapid and faster than pit bottom etching, pits

merge frequently and more rapidly than they grow in depth. If pit wall etching is much

faster than pit nucleation, flat surfaces result (step flow etching). If pit bottom etching is

much more rapid than wall etching, a rough surface results if new pits are continually

nucleated at the tops of the pit walls. However, if the pits do not move, that is, if

nucleation can be arrested after the first wave of nucleation events, then stable pore

growth results.

Perhaps the most celebrated example of well-defined pore nucleation and propagation

is shown in Figure 7.14. Lehmann and co-workers138–144 used lithography and aniso-

tropic wet etching of Si in KOH to define nucleation sites to initiate pore formation. The

etching for pore propagation was performed photoelectrochemically in acidic fluoride

solution. Both KOH and fluoride solution etching are highly anisotropic for very different

reasons. The etch rate of Si in aqueous KOH is highly dependent on the exposed

crystallographic plane145 and is used to create an inverted pyramidal tip. Etching in

fluoride, as discussed further in Section 7.9.4, is enhanced at the pyramidal tips because

electric field lines preferentially direct holes generated by photon absorption at the back

of the Si wafer to the tips. The result is that the pit bottom etches rapidly while the pit

walls are inert and the formation of a regular array of rectangular macropores, which can

extend hundreds of mm deep, indeed, through the entire depth of the wafer. The

lithographically produced array of nucleation sites is not required for the formation of

straight walled macropores; however, it does lead to the most regular arrays.

The formation of a porous solid usually results from a combination of nucleation,

growth, branching and coalescence of pores.131, 146–149 An in depth review of, in

particular, macropore formation in silicon has been given by Föll et al.150 Passivation,

either chemical or electrical passivation, must play an important role because if pore wall

etching is not somehow arrested, the pores will coalesce into ever larger structures and

eventually disappear. The relative rates (as well as any crystallographic dependence) of

nucleation, wall, bottom and top etching determine not only whether a porous solid

forms, but also the pore morphology and pore size distribution.

Anisotropy in etch rates is important for pore formation. Isotropic etching can only

lead to flat or rough surfaces. In anisotropic etching, the initial shape of the surface being
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etched determines whether fast or slow etching planes are survivors. A general rule of

thumb is that a convex object, for example a sphere, etches to reveal fast etching planes.

Conversely, a concave object, such as a hollow, etches to reveal the slow etching

planes.151 However as Figure 7.13 shows, the etching of a complex initial surface profile

can lead to complex crystallographically defined structures. Masking as well as pattern-

ing of the substrate prior to etching can be used to structure the initial surface. Any factor

that affects the rate of reaction can affect the degree of anisotropy of an etchant, including

temperature, concentration, solvent, surfactant addition, addition of an electrochemically

active species or applying a bias to the surface.

Anisotropy is a rather elastic word and there are two senses in which it is used with

respect to etching. One is that when comparing one crystallographic plane to another,

there are differences in etch rates. This type of anisotropy is essential for describing why

Si(100) etches into square pores with inverted pyramid bottoms, (Figure 7.13(c)), as

opposed to Si(111) which etches to expose triangular pores with sloped walls terminating

Figure 7.14 Surface, cross section, and a 45	 bevel of an n-type silicon sample showing a
predetermined pattern of macropores. Pore growth was induced by a regular pattern of etch pits
producedby standardphotolithography as shown in the inset. Reproduced fromS.Ottowet al., J.
Electrochem.Soc.143, 385.Copyright (1996),withpermission fromthe Electrochemical Society.
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in a flat triangular bottom (Figure 7.13(d)). The second is that within a single plane,

different sites can etch at different rates. Thus, the surface morphology that results from

etching depends not only on the crystallographic orientation of the initial surface but also

on the relative etch rates of kinks versus steps versus terraces. This type of anisotropy is

essential for the formation of atomically smooth Si(111)–(1�1) by wet etching in

alkaline fluoride solutions.152 While it is impossible to predict a priori what morphol-

ogies will result from an arbitrary combination of rate parameters, simple rule-based

simulations can be run, for instance, based on a kinetic Monte Carlo scheme to predict

expected steady-state morphologies153 and to extract relative rates.

7.9.4 Silicon Etching in Aqueous Fluoride Solutions

It is often claimed that the wet etching of semiconductors proceeds by the oxidation of

the semiconductor followed by the dissolution of the oxide. This is not always the case

and its widespread dissemination is derived partly from the ambiguity of the term

oxidation. Take Si etching as an example. When Si is anodically etched by aqueous HF in

the electropolishing regime, a surface oxide forms and is then chemically etched by the

fluoride solution. However, at less positive bias, no oxide is formed while Si is still etched

and forms porous silicon. Si is oxidized in the electrochemical sense, that is, its oxidation

state changes from zero to a more positive value, but a surface oxide need not play a role

in the etching mechanism.

The etching of Si surfaces in aqueous fluoride solutions is of great scientific and

technological interest131, 146, 154, 155 because, depending on the reaction conditions, it can

produce either a perfectly flat, ideally terminated surfaces or else exceedingly complex,

high-surface-area porous silicon (por-Si). Solutions of HF are one of the few that can etch

glass. Glass is largely composed of a-SiO2. A native oxide layer – SiO2 of �4 nm

thickness – covers a Si wafer because of air oxidation of the Si single crystal after cutting

and polishing. HF(aq) is used in semiconductor processing to remove the native oxide.156

There is great interest in obtaining the flattest possible Si surface after cleaning as surface

roughness affects device performance.157, 158 Por-Si is an inexpensive means for

production of nanostructured Si that emits visible light because of quantum confinement

effects.159 Por-Si has numerous other characteristics that make it interesting for a variety

of other applications in optics, drug delivery, as a biomaterial and chemical sensing.131,

160

The Si–F bond is significantly stronger than the Si–H bond. Therefore, it was assumed

for years that the surface obtained by etching in HF(aq) (or other solutions obtained from

NH4F etc.) was terminated by chemisorbed F atoms. Chabal and co-workers161 demon-

strated with IR spectroscopy that the surface is actually terminated with H atoms.

Furthermore, a nearly perfect Si(111)–(1�1) surface can be formed under appropriate

condition. The Si(100) surfaces produced by fluoride etching can be quite flat but do not

exhibit the same degree of perfection.152, 154, 162–164

The mechanism of Si etching in fluoride solutions has received a great deal of attention

and while there are still open questions, many of the details are understood.165–167 A

description of the reaction dynamics illustrates a number of important concepts and

shows how the surface science approach can be used to help understand complex

reactions that occur at the liquid/solid interface. We use the model of Gerischer, Allongue
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and Costa-Kieling166 (known as the Gerischer model) as the basis of our discussion. The

mechanism is not complete in every detail nor for all reaction conditions. Its simplicity

and intuitive nature, however, make it a good pedagogical tool and foundation for

understanding this system. This mechanism was proposed to explain the electrochemical

etching of the surface, in which a hole is captured by the Si–H bond to initiate the

reaction. Nevertheless, we can use it to illustrate the chemical reactions that occur after

initiation.

The first question to be addressed is why the surface is H-terminated. The answer is

related to the electronegativities of F and H. While the Si–F bond is much stronger and

therefore more stable on thermodynamics grounds, it is in addition highly electron

withdrawing. The adsorption of F leads to an induction effect whereby the Si–Si bonds,

in particular the backbonds of surface atoms to the underlying Si atoms, are polarized.

The induction effect weakens the Si–Si bonds and makes them susceptible to further

chemical attack. Thus, the monofluoride-covered surface is unstable on kinetic grounds

as the addition of a F atom makes the surface more reactive. The addition of a second F

atom increases the inductive effect, making the addition of a third F atom that much

easier (Figure 7.15). The resulting HSiF3 is liberated as the final etch product. In solution,

this is hydrolysed to H2SiF6 as silicon (hydrogen) fluorides are unstable in water.

From a purely thermodynamic viewpoint the system Si þ HF is unstable. While the

reaction to form SiH4 þ 2F2 is endothermic by �70 kJmol�1, the reaction yielding SiF4
þ 2H2 is exothermic by �10 kJmol�1 and is accompanied by an extremely favourable

entropy factor. We might then wonder why the etching of Si in HF stops instead of

proceeding completely to SiF4 until either all of the Si or all of the F is consumed. The

answer is that a kinetic constraint stops the reaction. The kinetic constraint arises from

the H-termination of the surface. The origin of the H termination can be observed by

inspection of Figure 7.15. In step one, a surface hydrogen is replaced by a F atom. This

occurs preferentially at a defect site occupied by a dihydride species. In the two

subsequent steps, HF adds to the Si surface. The F atom attaches to the Si atom that

already has F bound to it. The H atom adds to the Si atom that has no F atoms bound to it.

The F atom preferentially attaches to the Si with other F atoms attached because this Si

atom is deficient of electrons. Since F is a strong nucleophile it prefers to attach to this Si

atom rather than the one bound in the lattice. The result is that the surface is left H

terminated after the etched Si atom departs.

The Si–H bond is close to nonpolar. The electrons are shared nearly equally and there

is no polarization of backbonds induced by H(a). The nonpolar bond results in a

hydrophobic surface. The surface relaxes in the presence of chemisorbed H such that

the Si atoms approach the bulk terminated structure. Because of this lack of strain in Si

lattice, lack of dangling bonds and the nonpolar nature of the Si–H bond, the H-

terminated Si surface is chemically passivated. Under vacuum the surface remains clean

indefinitely. Even when exposed to the atmosphere, the surface resists oxidation. While

hydrocarbons physisorb readily on the H-terminated surface, water and O2 take weeks to

oxidize completely the H-terminated surface even at atmospheric pressure. It is this

passivation effect that protects the Si crystal and the etch rate of Si in HF(aq) in the dark

is <1 Å min�1 even though the system is thermodynamically unstable.

The extreme passivation of perfect Si(111)–(1�1):H surface also explains why HF(aq)

solutions of the proper pH can lead to the formation of nearly perfect H-terminated Si
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Figure 7.15 The Gerischer mechanism of Si etching in fluoride solutions as proposed by
Gerischer, Allongue and Costa-Kieling166 modified by Kolasinski.167 Electrochemical or photo-
assisted etching is initiated by hole capture at the surface. This is followed by rapid replacement
of H(a) by F(a) and slow addition of HF or HF�2 . A final HF addition completes the etch cycle
and leaves the surface H terminated.
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(111)–(1�1):H surfaces. The step sites have a higher reactivity than the terraces.

Therefore, etching occurs preferentially at the steps. The steps are stripped away while

the terraces are virtually immune to pitting. Expansive ideal terraces are formed, the size

of which are ultimately limited by the miscut of the crystal from the true (111) plane.

Two essential characteristics of etching lead to ideal surfaces: (1) the initiation step is not

random but preferentially starts at the step, and (2) the etching is highly anisotropic,

starting at the step and proceeding laterally across instead of down into the surface.

The Si(111)–(1�1):H surface is a strain-free surface in which the surface atoms

occupy position close to the bulk-termination values. A Si(100) surface with the same

degree of perfection cannot be produced. This can be understood based on adsorbate

geometry and strain. Contrary to repeated assertions in the literature, there is no stable Si

(100)–(1�1) dihydride phase that corresponds to the bulk structure with the two dangling

bonds terminated by H atoms. In such a structure, the H atoms are so close to their

neighbours that they interact repulsively. Because of this, the Si(100)–(1�1) dihydride

surface is strained and reactive. UHV STM studies by Boland168 have shown that while

the LEED pattern from such a surface appears (1�1), the surface is actually rough with

both monohydride and dihydride units present. The (1�1) pattern corresponds to the

diffraction from the ordered subsurface layers rather than to diffraction from an ordered

dihydride phase whereas the disordered surface causes only diffuse scattering and an

increase in the background of the LEED pattern.

If a Si crystal is left for an extended period in HF(aq), the surface spontaneously

roughens. A Si(100) surface develops pyramidal facets that have Si(111) faces. This is

because the Si(111) surface is more stable than the Si(100) versus etching, effectively the

Si(111) is a survivor while the Si(100) is etched at a higher rate and disappears.

Nonetheless, por-Si does not spontaneously form. Por-Si can be produced under

appropriate electrochemical conditions146, 169 or under laser irradiation.170, 171 Essen-

tially the same etch chemistry is involved but now an extremely complex and nonplanar

structure is formed. The difference between planar etching and por-Si formation can be

traced back to the initiation step. In electrochemical and laser-assisted etching, a hole is

driven to the surface and captured at the surface. Unlike the case of chemical etching,

initiation occurs randomly across the surface and pitting of the terraces can occur.

Moreover, once a pit has formed, the electronic structure of the Si responds in a way that

preferentially directs holes to the bottom of the pits rather than to the pit walls,172–174

which creates the electrical passivation discussed in Section 7.9.3. Subsequent etching is

at the bottom of the pore rather than the sidewalls. Thus, once a pore is nucleated, it

continues to propagate into the surface.

7.9.5 Coal Gasification and Graphite Etching

Coal gasification is the reaction of an inhomogeneous carbonaceous solid with H2O to

form H2, CO, CO2 and CH4. The water gas shift and methanation reactions discussed in

Sections 6.4 and 6.5 are of obvious importance to this class of reactions. Conditions can

be optimized so that either methane or synthesis gas is the primary product. Impurities
within the coal itself may act as catalysts for gasification. The demands put upon a catalyst
are extremely severe due to poisoning and because it is inherently more difficult to
catalyse a reaction involving the etching of a solid. One way to avoid mass transport
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problems is to use a catalyst that is liquid under the reaction conditions. K2CO3 has been
used to catalyse coal gasification in a process developed by Exxon.175 The reaction is run
at 1000K where K2CO3 is liquid. The reactions are by no means understood. Various
surface oxides are formed and these appear to exert control over the reaction.176 In
addition, numerous hydrocarbon decomposition reactions occur simultaneously with the
reactions of solid C.

The reaction of graphite with H2O,
177 O2

178, 179 and H2
180 have been studied under well-

defined condition. Low temperature adsorption of H2O is non-dissociative and does not

lead to etching of graphite. The addition of K to the surface catalyses the formation of CO2

at a temperature of just 750K, consistent with its use in the Exxon process. The reaction of

modulated molecular beams of O2 with pyrolytic graphite depends strongly on the surface

structure. CO is the primary product with much less CO2 being formed. The reaction has an

appreciable rate only above 1000K and then increases slowly with temperature. As etching

proceeds the surface is roughened significantly. Nonetheless, the reaction probability

remains low ð� 10�2Þ. This implies that only certain defect sites act as active sites for the

reactions. The reaction probability is insensitive to changes in the O2 energy, which

indicates that the reaction is not activated in the coordinates of the molecule. Activation

only occurs by increasing the surface temperature. Graphite is not etched by molecular

hydrogen. Even a beam of atomic hydrogen is only able to etch pyrolytic graphite with a

reaction probability of < 10�2. Methane is produced below 800K, whereas acetylene

(C2H2) is the major etch product above 1000K. Between these temperatures, the H atoms

recombine to form H2 without etching the surface. The basal plane is much less reactive

and remains relatively smooth after etching. The prism plane is more reactive and forms

ridges parallel to the basal plane much as is found after etching in O2.

The etching of highly orientated pyrolytic graphite (HOPG) in O2 or air can lead to the

formation of circular etch pits,181 which have been used as molecular corrals for the

study of self-assembled monolayers (Section 5.6). When etched for short periods at

�920K, flat-bottomed, one monolayer deep etch pits with diameters of 50 to 5000 Å are

formed. Again, defects are of great importance in the etching process. The defects have

much higher reactivity than the perfect terraces; therefore, they act as nucleation sites

from which the circular pits grow. Etching in air can be accompanied by the introduction

of particulates onto the surface. Particles that land on the surface can act as further

nucleation centres that lead to enhanced etching via a catalytic process. The particles

often appear to be mobile. This leads to the formation of channels formed by etching in

the wake of the diffusing particle.

7.9.6 Selective Area Growth and Etching

In the formation of integrated circuits (ICs), solar cells as well as micro- or nano-

electromechanical systems (MEMS or NEMS) manufacturing,182 the substrate must be

etched in a precise manner to create two- and three-dimensional structures. To achieve

this, the surface must be patterned in some way so that its resistance to etching can be

manipulated in a controlled manner.

Lithography,183 as opposed to relief printing which uses a raised edge or intaglio in

which ink resides in a crevice, is a planar printing process that was invented by Alois

Senefelder in Bohemia in 1798.184 In photolithography for manufacturing185, 186 etching
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plays a central role. It is the prototypical top-down process for manufacturing and

nanostructure formation although schemes exist for integrating it with bottom-up

methods to produce hierarchical structures.187 A typical process involves spin coating

of a resist onto the substrate. The resist is a polymer188, 189 whose solubility (etch rate)

depends on whether it has been exposed to electron, photon, or ion beam irradiation. This

exposure is usually performed through a stencil mask in photolithography. However, it is

also possible to perform maskless lithography in which the irradiating beam is moved

across the surface to expose the resist in a pre-determined pattern. In Section 6.8 we

briefly mentioned how hydrogen can be used as a resist for maskless lithography using

electron beam irradiation from an STM tip. After transfer of the pattern into the resist, the

next step may either involve etching or growth. Successive combinations of etching and

deposition can then be used to create either raised or sunken features in materials that are

either similar or dissimilar to the substrate.

In conventional lithography, the resist is a thin polymer film that is applied from a

solution onto the substrate by spin coating. Irradiation of the resist leads to chemical

changes in the polymer, which lead to a change in the solubility between the irradiated

and unirradiated regions. In a negative resist such as poly(methylmethacrylate) (PMMA)

or cyclized poly(cis-isoprene) with bisazide cross-linkers, irradiation leads to cross-

linking of the polymer chains. The irradiated area is rendered insoluble in the next step,

which is development in a solvent. A positive resist, such as diazonaphthoquinone

(DNQ)/novolak resins, is insoluble. Irradiation transforms the hydrophobic DNQ into

indenecarboxylic acid. This renders the exposed regions soluble in the development step.

Various compounds have been used as resists. These and the issues involved in resist

performance are treated by Gutmann188 and Ito.189 Advanced lithographic techniques

involving wavelengths below 250 nm require chemically amplified (CA) resists. Irradia-

tion does not change the solubility of CA resists directly but it does release a chemical

component into the thin film of resist. In a subsequent baking step, this component reacts

with the thin film to form a region of altered solubility.183

In the development step, the latent image from lithography is transformed into a real

physical image. Development usually consists of introducing a solvent to the exposed

resist. The chemical identity of the solvent depends on the resist. The solvent may be an

alkaline solution such as KOH or N(CH3)4OH (trimethyl ammonium hydroxide, TMAH)

or a polar or non-polar organic solvent such as butylacetate, xylene or ethylpyruvate. The

most important feature is that the solvent must selectively dissolve either only the

exposed region (positive tone resist) or the unexposed region (negative tone resist). The

process of lithography and development is illustrated in Figure 7.16.

The substrate is now ready for selective area modification. One type of modification is

selective area growth. For instance, if the patterned and unpatterned regions alternate

between hydrophobic and hydrophillic tendencies, then Langmuir-Blodgett films and
self-assembled monolayers (Chapter 5) can be used to transfer patterns of assorted organic
molecules onto the surface. The grafting of controlled patches of biomolecules (proteins,
peptides, DNA, etc.) unto Si surfaces forms the basis of biochips used in immunoassays
and the study of genomics and proteomics.

Chemical vapour deposition can be used to transfer inorganic films into the patterned

regions. To be effective the patterned region must have a different reactivity from the

unpatterned region. This is the basis of a technique for the selective area growth of
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carbon nanotubes via catalytic growth. In a resistless approach, Fe is evaporated through

a mask to transfer a pattern of catalytically active regions onto a Si substrate.

Alternatively one can pattern a resist, develop it and then fill the developed regions

with a solution containing an Fe compound.190 The Fe compound is then activated by

annealing to form patterned regions that are catalytically active for the production of

carbon nanotubes.

After development, the resist may be called upon to function as a mask. There are two

distinct ways in which the resist may act as a mask: (1) as a chemical mask and (2) as an

etch mask. In the first mode, the developed substrate is exposed to a reactive chemical

environment. This could be oxygen, ammonia, an evaporated metal or a laser ablated

insulator such as SiO2. The mask does not react with the chemicals but the bare substrate

does. After reaction, the resist is removed with an appropriate solvent leaving behind a

substrate that is patterned with, for example, an oxide, nitride or metal. In the second

mode, the substrate is exposed to a reactive chemical environment that can etch the

surface, such as KOH (for Si), HF (for SiO2) ion radiation or a halogen-containing

Figure 7.16 A schematic illustration of the steps involved in lithographic pattern transfer.
Irradiation through a mask transfers a pattern into the resist. Development removes the
irradiated area of a positive tone resist, whereas the unirradiated region is removed from a
negative tone resist. Etching transfers the pattern into the layer beneath the resist.
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plasma. The resist is chosen such that its etch behaviour is opposite that of the substrate.

After removal of the resist, the substrate is left with a pattern of troughs. By successive

alternation of various etching and growth steps, the intricate structures of ICs and MEMS

are constructed. Selective area growth and etching allow for the incorporation of

materials of various compositions into the final structure.

Advanced Topic: Si Pillar Formation

To illustrate these principles, we refer to Figure 7.17. First, a Si wafer surface is coated with

an unconventional resist.191 This resist consists of polystyrene spheres with a diameter of

500 nm dispersed in water. Upon drying of the solvent, the polystyrene spheres form a

self-assembled closed packed hexagonal array, as shown in Figure 7.17(a). This layer is

then irradiated with evaporated metal atoms, e.g. Ag or Au. The metal atoms fill the

interstices. Rinsing with chloroform or toluene then develops the film. This dissolves the

polystyrene spheres leaving an ordered array of metal clusters. More conventionally, the

polystyrene spheres would be called a shadow mask but the analogy to classical

lithography should not be lost. The rinsing step develops a negative tone image.

The array of metal clusters can now be used as an etch mask. Reactive ion etching

using a mixture of SF6 and CF4 preferentially etches the bare Si surface whereas the

clusters inhibit the etching of the Si beneath them. The result is the formation of an

ordered array of Si nanopillars. The height and width of the pillars depends on the details

of the lithographic and etching procedures. Heights of >100 nm and widths of <50 nm

are readily achieved with this method as seen in Figures 7.17(b) and (c).

7.10 Summary of Important Concepts

� A stress applied to a lattice causes a deformation called strain.

� Strain relief is critical in the determination of interface structure. Heteroepitaxial

layers often relax by the introduction of defects at the interface after they grow thicker

than the critical thickness.

� The term surface tension should only be applied to liquids. For solids the proper term

is surface energy.

� Surface energy can be thought of as being analogous to a two-dimensional pressure

(compare Equations 5.2.1 and 5.2.2), or else as the surface Gibbs energy (Equa-

tion 5.2.4).

� The multilayer growth of an adsorbate on a substrate is characterized by one of three

growth modes: Frank-van der Merwe (layer-by-layer), Stranski-Krastanov (layer þ
island) or Volmer-Weber (island).

� At equilibrium the growth mode is determined by the effects of strain and the relative

strength of the A–A, A–B and B–B interactions (A¼ adsorbate atom and B¼ sub-

strate atom).

� Under non-equilibrium conditions the dynamics of adsorption, desorption and diffu-

sion can lead to deviations from the equilibrium growth mode (kinetically controlled

growth).
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Figure 7.17 The creation of nanoscale Si pillars via reactive ion etching. (a) Polystyrene
spheres deposited from solution self-assemble into a close-packed lattice. Various vacancy and
domain boundary defects are visible in the lattice. (b) After irradiation with metal vapour and
reactive ion etching, the Si pillars are formed. (c) A close up demonstrates that the pillars are not
only ordered, but also exhibit a small size distribution.
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� Etching involves reactions that consume the surface.

� Anisotropy (with regard to crystallography and surface site) in the etch process can

lead to a range of final structures ranging from sharp tips to smooth surfaces to porous

solids.

� The region of the surface that is etched can be controlled by the use of a mask.

� In a positive tone resist, the exposed portion of the resist is removed during

development, whereas in a negative resist the unexposed region is removed.

7.11 Frontiers and Challenges

� Surface functionalization of nanoparticles and the inhibition of nanoparticle aggrega-

tion. Both of these are essentially growth problems and both have a direct impact on

the incorporation of nanoparticles into nanoparticle/polymer composites. Nanoparti-

cle/polymer composites can have desirable materials properties. Common examples

include Bakelite and tyres but the greatest hurdle to the routine production of

engineered composites is the lack of cost-effective methods for controlling the

dispersion of nanoparticles within the polymer matrix.192

� Growth of nanoparticles and nanoparticles aggregates including colloidal crystals and

nucleation of ice particles.

� Dislocation networks formed during wafer bonding as a method of nanostructure

formation.

� Developments of a theory to describe equilibrium structures in heteroepitaxy.

� Development of models to explain the mechanism of catalytic growth and determina-

tion of the limits of catalytic growth to produce nanowires and nanotubes from

different materials with controlled sizes and placement.

� Whereas unified kinetic models can be proposed to explain growth and the dissolution

of minerals123, 124 in aqueous solutions, how far can a similar unification of underlying

principles be achieved to relate growth and etching more generally?

� How does the first chemical step in the etching of Si in acidic fluoride solution occur?

Does F� replace H(a) in a concerted manner or does it abstract H(a) with the resulting

dangling bond capped by F (with injection of an electron into the conduction band) in

a second step? Does abstraction play a role in any of the subsequent steps? Is

abstraction involved in the activation of H-terminated Si surface in its reactions with

organic molecule such as alkene, alkynes, alcohols, etc.?

7.12 Further Reading

D. A. King, D. P. Woodruff, (Eds) The Chemical Physics of Solid Surfaces and Heterogeneous
Catalysis: Surface Properties of Electronic Materials, Vol. 5, Elsevier, Amsterdam, (1988).

D. A. King, D. P. Woodruff, (Eds) The Chemical Physics of Solid Surfaces and Heterogeneous
Catalysis: Growth and Properties of Ultrathin Epitaxial Layers, Vol. 8, Elsevier, Amsterdam,
(1997).

H. Ibach, The role of surface stress in reconstruction, epitaxial growth and stabilization of
mesoscopic structures, Surf. Sci. Rep. 29 (1997) 193.
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P. Jensen, Growth of nanostructures by cluster deposition: Experiments and simple models, Rev.
Mod. Phys. 71 (1999) 1695.

Hans Lüth, Surfaces and Interfaces of Solid Materials, 3rd ed., Springer-Verlag, Berlin (1995).
S. M. Prokes, K. L.Wang (Guest Eds) Novel methods of nanoscale wire formation,MRS Bulletin, 24,
Aug (1999).

V. A. Shchukin, D. Bimberg, Spontaneous ordering of nanostructures on crystal surfaces, Rev. Mod.
Phys. 71 (1999) 1125.

G. M. Wallraff, W. D. Hinsberg, Lithographic imaging techniques for the formation of nanoscopic
features, Chem. Rev. 99 (1999) 1801.

J. A. Venables, Atomic processes in crystal growth, Surf. Sci. 299/300 (1994) 798–817.
J. A. Venables, G. D. T. Spiller, M. Hanbucken, Nucleation and growth of thin-films, Rep. Prog. Phys.
47 (1984) 399–459.

7.13 Exercises

7.1 Dunstan6 has shown that there is a linear dependence of the InxGa1-xAs lattice

constant on the lattice constants of its constituents according to

aInxGa1�xAs ¼ x aInAs þ ð1� xÞ aGaAs: ð7:16:1Þ

Substitute this dependence into Equation (7.1.3) and derive Equation (7.1.4).

7.2 Consider a system that for a given set of conditions exhibits step-flow growth.

Discuss the effects that the adsorption of heteroatoms can have on homoepitaxial

growth. Consider two low heteroatom coverage cases: (1) the heteroatoms decorate

the steps and (2) the heteroatoms occupied isolated terrace sites.

7.3 Si is the most important semiconductor for electronic applications. GaAs and its III–

V sister compounds are better suited than Si as building blocks for optical devices

such as light emitting diodes (LEDs) and lasers. The integration of optical

components with electronics is a highly desirable manufacturing goal for improved

communications, computing and display devices. Discuss fundamental physical

reasons why it is difficult to integrate GaAs circuitry with Si.

7.4 Discuss how Auger electron spectroscopy or XPS can be used to distinguish Frank-

van der Merwe from Volmer-Weber growth. Hint: Look at Figure 7.3 and consider

how the substrate signal varies.

7.5 (a) Consider the epitaxial growth by MBE of In0.67Al0.33P layer on an InGaAs

substrate. What must the relative fluxes of In, Al and P be in order to maintain this

composition? What influence does the substrate temperature have on epitaxy and the

required fluxes?

(b) Consider the CVD growth of P-doped (at a concentration of 1016 cm�3)

Si(1–x)Gex with x¼ 0.05 from the respective hydrides. Discuss the influence of

surface temperature on epitaxy and the fluxes required to maintain this composi-

tion.

7.6 The dimensionless formation energy E(V) of a single-facetted quantum dot as a

function of its dimensionless volume is given by4

EðVÞ ¼ aV þ 2bV2=3

e1=2
� 2V1=3 lnðe1=2V1=3Þ ð7:16:1Þ

Growth and Epitaxy 387



Assuming that a¼ 0, predict the most probable island volume for b¼ 1.4, 0.5 and

�0.5.

7.7 The incident flux can be used to tune the chemical potential of a system of islands on

a surface. Predict what occurs to the island size distribution when b ¼ �0:7 and the

flux is turned off for a system with a chemical potential of (a) þ1 , (b) �3, (c) �4,

given the functional form of m vs V shown in Figure 7.18.

7.8 Design a scheme involving lithography, deposition and etching that will create the

structure in Figure 7.19. Hint: The etch rate of SiO2 is so high compared with that of

c-Si that a sacrificial layer of SiO2 can be removed by HF(aq) without attacking the

c-Si.

7.9 Determine the orientation of the pore walls formed on Si(100) given that they are

straight and that their orientation with the respect to the {100} planes is as shown in

Figure 7.20.

Figure 7.18 Graph of m vs V. Reproduced from T. P. Munt et al., Appl. Phys. Lett., 85, 1874.
Copyright (2004), with permission from the American Institute of Physics.

Figure 7.19 Structure to be formed in Example 7.8.
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139. S. W. Leonard, J. P. Mondia, H. M. van Driel, O. Toader, S. John, K. Busch, A. Birner, U. Gösele, V.
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8

Laser and Nonthermal Chemistry:
Photon and Electron Stimulated

Chemistry and Atom Manipulation

Most of the processes that we have discussed in previous chapters have dealt with

thermal events, that is, with chemical and physical changes that occur at or close to

equilibrium as the result of the addition of heat (random energy) to the system.

Exceptions included the many spectroscopic techniques in Chapter 2 that involved

photon or electron irradiation as well as the changes that are engendered by the tip of a

scanning probe microscope. These nonthermal or stimulated processes are the types of

chemical and physical transformations that we now wish to examine in detail. In general,

we will focus on electronic excitations since these are the most likely to lead to reaction

and desorption. Vibrational excitation can also lead to reaction or, for very weakly

adsorbed systems, desorption in special cases and a few of these will also be discussed.

Electron and photon irradiation can bring about many of the same excitations. As we

discussed in the section on electron energy loss spectroscopy, however, there are some

differences1–3 particularly for electron scattering at surfaces.4 In addition to electric

dipole transitions of the type that are commonly associated with photon excitation,

electrons can also lead to excitations involving resonant capture and direct momentum

transfer (impact scattering, momentum transfer from photons is only important in the

MeV or greater energy range). Electrons have a spin of ½ whereas photons have an

angular momentum of 1; therefore, electrons are efficient at exciting singlet to triplet

transitions (or other transitions in which the total spin of the electronic state changes)

while photons are inefficient at causing electron spin changes. As the electron energy

increases, the importance of electric dipole transitions increases and electrons can induce

transitions in a manner that is increasingly like that of photons. Consequently, we can

think of electron and photon stimulated processes in much the same way. Once an
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excitation is made, the excited state dynamics will not depend on how the system was

excited. The evolution of the system will be the same regardless of whether a laser or an

electron beam was responsible for the initial excitation.

Tip induced processes also bear some resemblance to other nonthermal pathways. The

electron beam emanating from an STM tip can lead to excitations just as can any other

electron beam. However, the close proximity of the tip to the species involved in the

transformations can lead to complications. Hence we start by considering photon

excitation. Photon sources, as discussed in Chapter 2, are the most versatile and

controllable of all excitation sources. We will then add to the discussion those extras

that are required to understand electron excitation. Finally, tip induced processes will be

discussed.

8.1 Photon Excitation of Surfaces

Both lasers and lamps can be used to excite photochemistry. Lasers operate at a well-

defined wavelength, though the bandwidth of the light becomes appreciable for ultrafast

pulses in the femtosecond regime. Some atomic lamps also have narrow linewidths but

often lamps emit a broad continuum form of radiation. While this means that narrow

linewidths from continuum lamps come as the cost of vastly diminished radiant power,

continuum lamps are also readily tuneable. An extremely useful property of lasers is that

they generally have a well-defined collimated beam. Such a beam is easily transported

over large distances and can either be focused tightly on a substrate or expanded to

irradiate an entire sample.

8.1.1 Light Absorption by Condensed Matter

As with any type of matter, the excitation caused by photon absorption depends on the

energy (frequency, wavenumber, wavelength) of the light. When considering if and to

what extent absorption occurs, we need to consider the band structure of the sample. This

has already been discussed in Chapters 1 and 2. Absorption cannot occur if the initial

state and final state do not fulfil the resonance condition. Thus absorption is not allowed

into a bandgap regardless of whether the bandgap is in the electron or phonon band

structure. The strength of absorption will depend on the matrix element that connects the

initial and final states. A set of selection rules, as discussed in Chapter 2, arises from

these matrix elements. The absorption and reflection coefficients depend not only on the

chemical identity of the substrate and the wavelength of light, but also on the angle of

incidence and the polarization of the light.

Excluding for the moment multiphoton absorption, the absorption of microwave and

far infrared light leads to direct excitation of phonons. In a metal, microwave and infrared

light can also produce electron-hole pair excitations near EF. In semiconductors there will

be a range of IR photons (or even visible photons for a wide bandgap semiconductor) that

cannot be absorbed at all because their energy is less than the bandgap energy. However,

once the photon energy exceeds the bandgap energy, photon absorption results. In a direct

bandgap semiconductor such as GaAs, the absorption coefficient exhibits a sudden

increase as the photon energy exceeds the bandgap. For an indirect bandgap semicon-

396 Surface Science



ductor such as Si, the absorption coefficient rises only slowly as the photon energy

exceeds the indirect bandgap energy. This is because photon absorption must be

accompanied by phonon excitation in an indirect gap material and this is a low

probability event. The absorption coefficient in Si increase markedly once the photon

energy exceeds the energy at which the first direct excitations are allowed. Figure 8.1

displays the absorption coefficient and normal incidence reflectivity for polished Si.

Electronic excitation by light absorption will occur whenever the photon energy is

sufficient to excite electrons from filled states in the valence band to empty states in the

conduction band. The minimum energy required for such a process is obviously

dependent on the nature of the material. Electron hole pair excitations represent a

continuum of excitations for metals since there is no gap between the valence and

conduction bands. Hence electron-hole pairs can be made with photons of any energy.

For semiconductors, the minimum energy for electron-hole pair formation corresponds to

the bandgap energy. This ranges from the IR to the visible for most semiconductors, and

even into the UV for GaN and diamond. Insulators have bandgaps that extend from the

UV to the VUV, with LiF exhibiting the largest bandgap at 13.6 eV.

The statement above that the minimum energy for electron-hole pair formation is the

bandgap energy is a slight oversimplification. This is a true for the production of free

electron-hole pairs, that is, for the case in which the electron is widely separated from the

hole. However, much like image charge states or Rydberg states, bound electron-hole pair

states can be formed. A bound electron-hole pair state is known as an exciton. Excitons

exist as states with a well-defined energy just below the conduction band of semicon-

ductors and insulators. As long as there are empty states in the valence band, excitons as
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well as electrons excited to the conduction band will have a finite lifetime and are

unstable with respect to recombination. In other words, excited electrons tend to fall back

down into the holes left behind in the valence band.

As the photon energy exceeds the work function, photoemission occurs. The threshold

for photoemission is a material dependent quantity as discussed previously and lies

somewhere in the visible or UV. Since we have already encountered the concept of mean

free path for the inelastic scattering of electrons, we should anticipate that a primary

excitation of an electron could lead to secondary excitation of electrons. Secondary

electrons are electrons that have been excited by collisions with excited electrons

following primary excitation. Electrons can also collide with the lattice and exchange

energy. The time scales for these various processes will be most important in determining

the characteristics of nonthermal chemistry and this is what we will explore below.

8.1.2 Lattice Heating

One way to think of a laser is simply as a source of energy, in which case it acts like a

very elaborate heating element. If the irradiated substrate reacts instantaneously to

convert the energy of the photons into lattice motions (phonons), then the result of

irradiation is to increase the temperature of the substrate. For cw irradiation with photons

with an energy below the work function, this is pretty much what we expect. The

temperature rise will depend on the intensity of the laser as well as the absorption

coefficient, heat capacity and conductivity of the substrate.

As we shall see shortly, the electron–phonon coupling time in a metal is less than a

picosecond. Therefore, even for lasers with pulse durations roughly several hundred ps or

longer and particularly for IR, visible and not too deep UV light, we expect the response

of the substrate to be instantaneous to a first approximation. This means that the vast

majority of photon energy is immediately converted into heat and a pulsed laser with a

nanosecond or longer pulse can be used to engender extremely rapid temperature jumps

in the irradiated area. Particularly for 100 ps to few ns pulses, the pulse duration is more

rapid than thermal diffusion outside of the irradiated area. Therefore pulses of these

durations deposit all of their energy into a volume defined by the beam’s cross-sectional

area and the penetration depth of the light, which is but a few nm for metals. In such

cases the substrate’s response is predominantly (though not entirely) thermal. None-

theless, as shown in Figure 8.2, the heating rates that can be attained by mJ pulse energy

ns duration pulses can exceed 1010 K s�1.

Because of the rapid response of the substrate, any process that averages over a time

scale comparable to or longer than the pulse length will be described by essentially

equilibrium thermal kinetics. This is the basis of the technique known as laser induced

thermal desorption (LITD).7,8 LITD is a method that allows us to probe surface coverage

under conditions where the desorption rate can be arbitrarily small or large. The

extremely high heating rates facilitate excitation of a small spot that effectively removes

all of the adsorbates in that spot. Under favourable conditions, the adsorbates are

removed without any cracking (dissociation) and detection of the desorbed flux in a

mass spectrometer can quantify not only how much is desorbed but also chemically

identify the desorbates. Since the desorbed flux is proportional to the initial coverage of

the species, the intensity of the LITD signal can be calibrated and used to determine the
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coverage of the adsorbate. Because it provides a snapshot of the contents of the surface,

coverage determination by LITD is particularly useful for measuring equilibrium cover-

age under reaction conditions and for measuring coverage decay under isothermal

desorption conditions.

Figure 8.2 demonstrates the response of an adsorbed layer of H atoms on a Si(100)

surface with an initial coverage of 1ML. Figure 8.2 is obtained simply by using the

known thermal desorption parameters for H2 desorption from Si(100) and the tempera-

ture profile shown in Figure 8.2. Note that desorption occurs over a very short time span

and that desorption occurs predominantly at the maximum temperature reached by the

surface. Therefore, LITD provides a method to measure the kinetic energy of thermally

desorbed molecules by the application of time-of-flight (TOF) techniques.

Time-of-flight determination of velocity is very simple in practice and here we follow

the notation of Auerbach.9 The narrowness of the desorption laser pulse defines time

zero, t0, quite accurately. The path length L from the surface to point of detection can also

be defined accurately. The velocity v is then simply the ratio of the two

v ¼ L

t
: ð8:1:1Þ

However, the molecules will leave the surface with a distribution of velocities, f(v). For

instance, f(v) may be described by a Maxwellian velocity distribution, that is, a thermal
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distribution, which can then be converted into a kinetic energy distribution f(E). The

distribution of velocities will lead to a distribution of flight times g(t). Experimentally, the

situation is complicated slightly by the fact that what we measure directly is a detector

time response function I(t). Under the assumption that t0 is well defined (set equal to 0

and spread out negligibly over time) and that the detector response time is infinitely fast

(or at least fast compared with the flight time), we can calculate the TOF function g(t) for

a flux weighted velocity distribution f ðvÞ dv. The flux weighted velocity distribution is a

measure of the number of particles that pass through a unit of area per unit time (e.g.

molecules m�2 s�1) with velocities in the range v to vþ dv. The transformation from

velocity space to time space is governed by the Jacobian derived by differentiating

Equation (8.1.1)

dv ¼ � L

t2
dt ð8:1:2Þ

The TOF flux distribution is given by

gðtÞdt ¼ f ðvÞdv ¼ � L

t2
f ðvÞdt: ð8:1:3Þ

Conventionally, the negative sign is disregarded. The measured TOF signal I(t) depends

on how the signal is measured and the nature of the detector. In the case at hand we do

not need to consider a convolution of the signal with either the detector response (since it

is infinitely fast) or the source function (as we would have to if the particles passed

through a chopper) and, therefore, gðtÞ ¼ IðtÞ. For details on how to carry out such a

convolution see Auerbach.9

A detector can be sensitive to particle density, particle flux or energy flux. In many

cases laser ionization (resonance enhanced multiphoton ionization or REMPI) and laser

induced fluorescence (LIF) roughly approximate density detectors in which all of the

molecules in the focal volume are detected before any additional molecules can enter the

volume and before any of the molecules initially in the focal volume are able to leave.

Slow molecules, small detection volumes, high detection efficiencies (independent of

velocity) and short detection times (short laser pulses) all push a detector toward the limit

of a density detector. A particle flux detector has a detection probability that depends on

the amount of time the particles spend in the detection region. In this case, detection

probability is inversely proportional to the velocity of the particles. Electron bombard-

ment ionization, as frequently used in a quadrupole mass spectrometer, is an example of a

flux detection system. A bolometer measures the energy released when particles hit a

surface and is an example of an energy flux detector.

Equation (8.1.3) is given in terms of flux; therefore, a flux detector measures a signal

Iflux(t) directly proportional to this

IfluxðtÞ / 1

t2
f ðvÞ ð8:1:4Þ

To obtain the flux distribution associated with the signal measured by a density detector

Iden(t), we must divide g(t) by v ¼ L=t

IdenðtÞ / tIfluxðtÞ / 1

t
f ðvÞ: ð8:1:5Þ

400 Surface Science



To calculate the surface heating produced by irradiation, we start with the heat

diffusion equation10–13

Cpr
dT
dt

¼ Kr2T þ G ð8:1:6Þ

where Cp is the heat capacity, r the density, K the thermal conductivity and G is the

energy source term. With the z-axis chosen along the surface normal and the surface

defined as the x,y-plane, G is defined by the spatiotemporal intensity profile of the laser

and the absorbed irradiance

Gðx; y; tÞ ¼ ð1� RÞI0a expð�azÞf ðx; yÞhðtÞ ð8:1:7Þ
where R is the reflectivity, I0 is the peak irradiance (W cm�2), a the absorption

coefficient, f(x,y) defines the spatial pattern, and h(t) defines the pulse shape and duration.

In principle, all of the materials parameters are temperature dependent and this

complicates the solution of Equation (8.1.6) for high power irradiation. Analytic

solutions of Equation (8.1.6) can be found12,14 under the assumption of temperature

independent materials constants; however, all of these properties are temperature

dependent and for large temperature jumps (high power irradiance), numerical calcula-

tions that treat all of the nonlinearities must be carried out.15

There are several limits in which solutions to Equation (8.1.6) provide convenient

analytical expressions.13 In all three of these cases, the irradiance I is sufficiently low that

we can neglect the temperature dependence of the materials constants. Consider first a

uniformly irradiated surface at z ¼ 0 of thickness H that is strongly coupled to a thermal

bath on the back surface (at z ¼ H). The temperature rise induced by cw irradiation is

given by

�Tjz¼0 ¼
Ið1� RÞH

K
: ð8:1:8Þ

For a cw laser beam that is focused to a Gaussian profile describe by

f ðx; yÞ ¼ I0 exp
�r2

w2

� �
; ð8:1:9Þ

heat diffuses out from the irradiated spot to form a heated hemispherical region with a

depth of order w.16 The surface temperature rise at the centre of the beam is given by

�T jx¼y¼z¼0 ¼
I0ð1� RÞp1=2w

2K
: ð8:1:10Þ

Pulsed laser irradiation leads to a temporally as well as spatially variant temperature

profile and the analytical solution of the distribution depends on the temporal shape of the

laser beam.17 The energy of the laser is deposited in a region (the thermal diffusion

length d) with a characteristic depth of

d ¼ ð2ktpÞ1=2; ð8:1:11Þ

where k is the thermal diffusivity and tp is the pulse duration. For nanosecond lasers the

solution to Equation (8.1.6) reduces to a one-dimensional problem because the thermal

diffusion length is large compared with the optical penetration depth and much smaller

Laser and Nonthermal Chemistry 401



than the radial extent of the beam unless the beam is extremely tightly focused. The

surface temperature temporal response is given by

TðtÞ ¼ T0 þ I0ð1� RÞ
K

k
p

� �1=2
Z t

0

hðt � tÞ
t1=2

dt: ð8:1:12Þ

The peak surface temperature at the centre of the beam is approximated by

�T jx¼y¼z¼0 ¼
I0ð1� RÞtp

Cpr
1

a�1 þ ðktpÞ
� �

: ð8:1:13Þ

The peak temperature for pulsed irradiation is generally much higher than for cw

irradiation (see Exercise 8.5) both because higher peak irradiances are achievable and

because the energy is deposited over a much reduced volume for pulsed irradiation. Note

that in these calculations we have assumed that the laser energy is transferred

instantaneously to the lattice and that one temperature is capable of characterizing the

entire system. While this is true for ns and longer illumination, deviations will occur for

ultrafast pulse lengths and we discuss this in the next section.

Advanced Topic: Temporal Evolution of Electronic Excitations

In Chapter 1, wewere introduced to the Fermi-Dirac distribution, which describes a thermal

distribution of electrons in a solid. Let us now consider how the electron distribution evolves

after laser excitation. Near IR, visible or near UV photons are absorbed by the electrons in

the substrate. We known that once equilibration has occurred, the electron distribution will

be Fermi-Dirac, but how does it look immediately after excitation? First consider an

infinitely narrow pulse incident on a metal. A metal will simplify the discussion sincewe do

not need to consider the complications brought about by a bandgap. To simplify the system

further, assume the metal is initially at 0K as in Figure 8.3(a).

The simplest approximation of the electrons in a metal is to consider them to be a gas

of noninteracting fermions. This is known as a Fermi gas. However, to understand how

electrons exchange energy with themselves and the lattice, we need to include interac-

tions between particles. Landau8 developed a theory that accounts for electron–electron

interactions that is known as Fermi liquid theory.

To begin with we need to answer the question: what is responsible for the long mean

free path for conduction band electrons? As can be inferred from Figure 2.12, electrons

with energies near EF have extremely long mean free paths. Even though electrons are

spaced by less than 1 nm (comparable to and less than the spacing of the atoms in the

lattice), at room temperature the mean free path is on the order of 103 nm and increases

rapidly with decreasing temperature. The Pauli exclusion principle in combination with

the conservation of momentum and energy is responsible for such a large value of the

mean free path because it greatly restricts the number of allowed orbitals into which

colliding electrons can scatter. The result is a large reduction in the effective cross section

for electron–electron scattering s by a factor of ðkBT=EFÞ2,

s � kBT

EF

� �2

s0; ð8:1:14Þ
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where s0 � 10�19 m2 is the cross section for the scattering of free electrons. Recall that

EF/kB is roughly 5� 104 K then at room temperature in a typical metal kBT=EF is on the

order of 10�2. Therefore, s � 10�4s0 � 10�23 m2. The mean free path l is related to the

effective scattering cross section and the electron concentration ne by

l ¼ 1ffiffiffi
2

p
nes

: ð8:1:15Þ

Since ne � 5� 1028 m�3, l � 1� 10�6 m at room temperature and it increases rapidly

with decreasing temperature. We expect the mean free path of excited electrons, ones

with energy in excess of EF, to decrease rapidly with increasing energy.

In some cases it is more convenient to think in terms of themean time between electron–

electron collisions for electrons at the Fermi energy tee;0, which is related to l by

l ¼ vFtee;0; ð8:1:16Þ
where vF is the Fermi speed

vF ¼ 2EF

me

� �1=2

: ð8:1:17Þ

From these equations we can see that

tee;0 / T�2 ð8:1:18Þ

Figure 8.3 (a) A Fermi-Dirac distribution describes the electron distribution of a metal held at
0 K prior to irradiation with an infinitely narrow laser pulse. (b) The instantaneous absorption of
photons with energy hn excites a portion of the distribution above the Fermi level. (c) Electron–
electron collisions smoothe out the initial excitation, though it is still nonFermi-Dirac. (d)
Eventually the electrons equilibrate among themselves and their distribution is described by a
Fermi-Dirac distribution at a temperature significantly above the initial temperature.
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In order to consider how the excitation in the system evolves after irradiation, we need

to know how photon absorption changes the initial distribution, how the electrons

equilibrate among themselves and how they equilibrate with the lattice. Instantaneous

absorption of photons of energy Eph ¼ hn will excite electrons that were initially at EF to

an energy of EF þ hn. Electrons with an energy EF � hn will be excited to EF and all

electrons with an energy in between will be excited accordingly to an intermediate

energy as in Figure 8.3(b).

Based on our discussion of Fermi liquid theory, we can now predict that the collision

time for electrons excited above EF is given by

tee ¼ tee;0
EF

dE

� �2

ð8:1:19Þ

where tee;0 is a few fs, for instance, 5 fs for Au, and dE ¼ E � EF is the electron energy

above the Fermi energy. The electron–electron collision time is on the order of a few fs

and decreases for increasingly large excitations above EF. This result also gives us a

conception of how the excited electron distribution relaxes. The highest energy

electrons have the shortest lifetimes. The greatest density of electrons is that of the

unexcited electrons near EF and the excited state density is generally much smaller than

this. Hence we can think of the electrons relaxing in the form of electron cascades,18 in

which an excited electron at energy EF þ dE collides with an electron near EF. When

properly averaged over the Fermi-Dirac distribution of thermal excitations, the

collision leads to two electrons with a mean energy EF þ 1=3dE. They go on to collide

with two more electrons near EF to form four electrons at EF þ 1=9dE, etc. Eventually,
the density of excited state electrons is such that they also collide with other excited

electrons and the distribution thermalizes to that of a Fermi-Dirac distribution at an

elevated temperature.

Electrons scatter from the lattice by the absorption and emission of phonons. Only

longitudinal phonons interact with electrons and since longitudinal acoustic (LA)

phonons have lower energies than longitudinal optical (LO) phonons, LA phonons

tend to dominate electron–phonon coupling. The temperature dependence of electron–

phonon scattering is complicated by the quantum nature of the oscillator. The number of

phonons increases with increasing temperature; therefore, electron–phonon scattering

increases with increasing temperature. At temperatures above the Debye temperature

T � yD ¼ �hoD=kB, the number of thermal phonons is roughly proportional the tem-

perature and the electron–phonon scattering relaxation time tph is inversely proportional

to temperature,

tph / T�1: ð8:1:20Þ
For T � yD, the temperature dependence is stronger

tph / T�3: ð8:1:21Þ
To estimate tph consider the following. The electron mean free path in Au is �300 Å.

The Fermi speed is � 106 m s�1. Consequently, there is a spacing of about 30 fs between

collisions or roughly 30 electron–phonon collisions per 1 ps. However, because of the

large mass difference between electrons and lattice atoms, the energy transfer from
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electrons to phonons is rather inefficient and it takes many collisions to transfer a

substantial amount of energy. Because of the relative rates of electron–electron energy

transfer and electron–phonon energy transfer, photoexcited electrons first equilibrate

among themselves and then on a much longer timescale, transfer their energy to the

lattice.

Now consider that the heat capacity of N electrons in a free electron gas is given by

Ce ¼ 1
2
p2NkB

T

TF
: ð8:1:22Þ

The high temperature limit of the heat capacity of 3N oscillators in a lattice is

approximately

Cph ¼ 3NkB: ð8:1:23Þ
The temperature rise engendered by the deposition of energy q is directly proportional to

the heat capacity

�T ¼ q

C
ð8:1:24Þ

and the ratio of electron and phonon heat capacities is

Cph

Ce

� TF

T
: ð8:1:25Þ

The value of TF is �104K, hence the heat capacity associated with the phonons is

generally orders of magnitude higher than the heat capacity of the electrons and the same

amount of energy deposited into each system (if the energy is deposited exclusively in

one or the other) leads to a much higher temperature jump for the electrons than it does

for the phonons.

So how do the energy distributions of electrons and phonons respond to pulsed

excitation? To answer this question we need to consider the time scale of the excitation in

comparison to the processes that we have outlined above. Here again recall that we are

specifically discussing the interaction of near IR, visible and UV light with a metal. Some

modification must be made if we consider direct phonon absorption further in the IR or if

we need to consider how electron relaxation is affected by the presence of a bandgap in

semiconductors and insulators. In addition, it should be noted that the electron–lattice

interaction in insulators (polar solids) is much stronger because the ion–electron

interaction is stronger than the neutral–electron interaction encountered in covalent

solids and metals.

Slow pulse excitation (>100 ps)

While it may seem rapid to us, because of the ultrafast nature of electron–electron and

electron–phonon relaxation, pulses much longer than 100 ps are considered slow

compared with the response of the substrate. Therefore, our first-order expectation for

long pulse lasers is that the electrons relax so rapidly with the lattice that such pulses act

as a heat source and that the electrons and the lattice are in equilibrium at all times. As

shown in Figure 8.2, the substrate temperature can be calculated by considering how

much energy is deposited, the penetration depth of the light and the heat capacity of the

substrate. For the most accurate calculations, it is important to consider the thermal
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conductivity of the substrate; however, as the pulse length approaches the ns regime, the

pulse length becomes competitive with thermal diffusion.

Any process that averages over the length of these long pulses will respond in a

thermal fashion. However, excitation up to the photon energy does occur and for the

briefest of moments in a metal, excited carriers with energy as high as EF þ hn are

created consistent with the electron cascade model outlined above. Therefore, if a

process, such as electronic excitation of an adsorbate, can respond sufficiently rapidly, it

will be able to take advantage of these excited carriers and exhibit a nonthermal response.

In a semiconductor, relaxation of electrons excited into the conduction band to the

conduction band minimum (or a local minimum in the band structure) is an ultrafast

process. Relaxation across the bandgap back into the valence band is a much slower

process governed by the kinetics of radiative and nonradiative processes that are often in

the nanosecond (for a direct bandgap) or longer (for indirect) range. Similarly, hot holes

relax to the top of the valence band and wait there for recombination on a similar time

scale. The lifetimes of excited carrier at band edges in a semiconductor are, therefore,

much longer than the excited carriers in metals and they should correspondingly be much

more available for inducing photochemistry.

Ultrafast Pulse excitation (1–10 ps)

In this regime, the electrons are thermalizing among themselves (subject to the caveat

about electron cascades) and maintaining a Fermi-Dirac distribution throughout the

pulse. I say thermalize because their distribution is described by a temperature but they

are not in equilibrium with the lattice. The lattice takes several hundred femtoseconds to

begin to heat up and will not approach the same temperature as the electrons until several

picoseconds have elapsed. In this regime, the laser pulse is over before the electrons have

fully equilibrated with the lattice. Furthermore, because of the extreme difference in heat

capacities and because the energy is initially deposited exclusively in the electrons, the

temperature of the electrons soars far above the initial temperature and then relaxes back

down to the same temperature as the lattice – a final temperature that is above the initial

temperature by an amount determined by the pulse energy and the heat capacity of the

substrate.

Even Faster (<1 ps)

For pulses on the order of 100 fs, the electron cascading process is not complete before the

pulse is over. The energy distribution can be pushed out of the thermal limit and no longer

conforms completely to a Fermi-Dirac distribution. The exact time that it takes to achieve a

Fermi-Dirac distribution will depend on the material and the laser characteristics but for a

typical metal and pulses from a garden variety Ti:sapphire laser (800 nm, 100 fs, several

mJ cm�2), it takes approximately 300–700 fs to be established. The relaxation rate depends

not only on the materials properties (electron–electron and electron–phonon coupling

times) but also the excitation density produced by the laser and the temperature.

Clearly in the ultrafast regime (<10 ps) it is no longer adequate to describe the system

with a single temperature. At times comparable to the electron–electron coupling time,

the electrons are not described by a Fermi-Dirac distribution and the lattice has yet to

react to the excitation. Once the electrons have thermalized, the lattice still has not caught

up with them. Therefore, we are led to a two temperature description of the substrate to

describe the temporal regime after electron thermalization but before equilibration. If an
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adsorbate is present, coupled to the substrate by an adsorption bond, we need to introduce

a third temperature to describe the adsorbate since it will not couple to the excitation in

the same way as substrate atoms.

The two temperaturemodel (TTM)19 assumes that the electron and phonon subsystems are

eachmaintained in a thermalized state byCoulombic interactions, in the case of the electrons,

and anharmonic interactions, in the case of the phonons. The time evolution of the

temperature of the electrons and lattice is give by a set of two coupled differential equations

Ce

dTe

dt
¼ d

dz
ke

d
dz

Te

� �
� HðTe; TphÞ þ PðtÞ ð8:1:26Þ

Cph

dTph

dt
¼ HðTe; TphÞ: ð8:1:27Þ

P(t) is the absorbed laser power density (Wm�3). H is the energy transfer rate in Wm�3

between electrons and lattice. The form of Equations (8.1.26 and 8.1.27) assumes that the

energy is deposited directly and exclusively into the electrons. The term d
dz ke d

dz Te

� �
describes the transport of heat resulting from electron diffusion out of the excitation

volume. The characteristic times for diffusive and ballistic transport in Au are approxi-

mately 30 fs and 20 fs, respectively;20 hence, we take the electronic temperature to be

uniform in the irradiated zone. However, since lattice heat transport occurs on the

nanosecond time scale, it can be neglected. Frequently a simplified version of the

expression in Equation (8.1.22) is used

Ce ¼ gTe ð8:1:28Þ
to account for the dependence of the electronic heat capacity on temperature. However,

this may be an oversimplification for intensities that lead to large electron temperature

jumps.21

The energy transfer rate has been calculated by Kaganov et al.22 and has a particularly

simply form. The total transfer of energy per unit volume per second from electrons to

phonons is

HðTe; TphÞ ¼ f ðTeÞ � f ðTphÞ: ð8:1:29Þ

where f ðTÞ ¼ 4g1
T

yD

� �5Z yD

0

x4

ex � 1
dx; ð8:1:30Þ

yD is the Debye temperature and g1 is the electron–phonon coupling constant. These

equations show that the response of the electronic and lattice temperatures are dependent

not only on the electron–phonon coupling constant and the respective heat capacities, but

also the Debye temperature and the initial temperature of the system; in particular, when

the lattice temperature Tph � yD df/dt varies as T4 but when Tph > yD df/dt approaches a

constant value of g1.

For tp short compared with the effective electron–phonon relaxation time – in the

regime of 100 fs pulses – the peak electron temperature is easily estimated from the initial

temperature T0, the deposited laser energy density Ul and the constant g from Equation

(8.1.28) according to20

Te;max ¼ T2
0 þ

2Ul

g

� �1=2

: ð8:1:31Þ
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The coupled differential equations that describe the two temperature model must be

solved numerically to obtain time dependent descriptions of Te and Tph shown in

Figure 8.4. The TTM provides a good approximation to the behaviour of the distribution

of electron and phonon energies. Discrepancies are expected at short times much less

than the pulse duration before the electrons thermalize. Discrepancies can also arise from

the laser fluence and temperature dependence of the materials properties that go into the

coupled differential equations. For a more complete description of these distributions, not

only must the dependencies of the parameters be considered but also diffusion of hot

carriers must be accounted for.23

Figure 8.4 Two-pulse correlation data as a function of pulse delay t. (a)–(c) Experimental
desorption yields of NO from Pd(111) for different pulse-pair fluences: (a) 1.7 and 1.8 mJ
cm�2; (b) 1.6 and 2.2 mJ cm�2; (c) 1.3 and 3.0 mJ cm�2. (d)–(f) Calculated values of the peak
electronic (solid symbols) and lattice temperature (open symbols, multiplied by 5000) for the
conditions corresponding to (a)–(c). (g)–(i) The electron and lattice temperatures resulting
from irradiation of Pd with two laser pulses I(t) with fluences of 1.3 and 3.0 mJ cm�2, pulse
duration 400 fs and wavelength 620 nm. Note the electronic temperature response Te(t)
depends on the delay t between the pulses whereas the lattice temperature response Tph(t) is
insensitive to this. The dashed line corresponds to the laser intensity profile. Reproduced with
permission from F. Budde, T. F. Heinz, M. M. T. Loy, J. A. Misewich, F. de Rougemont, H.
Zacharias, Phys. Rev. Lett., 66 (1991) 3024. (c) 1991 by the American Physical Society.
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8.1.3 Summary of Laser Excitations

The previous section will be more information than some will want to know so it is

important here to summarize the most critical concepts encountered so far in this

chapter.

� Lasers (and other light sources) can lead to resonant and nonresonant excitation of

surfaces and the adsorbates bound to them. The type of excitation that occurs

(vibrational, electronic, etc.) depends on the energy of the photon involved. The

optical response of the solid depends on whether or nor an electronic bandgap exists,

in other words, metals act much differently than semiconductors and insulators.

� When a photon is absorbed by the electrons of a solid, hot carriers (excited electrons

and holes) are created. These hot carriers relax among themselves and with the lattice

extremely rapidly.

� Any process that averages over a timescale of �1 ns or longer is essentially going to

see that the response of the substrate is thermal and a laser can be used to produce

extremely fast heating rates.

� If we look with much higher temporal resolution, we see that the electrons and phonon

react to photon absorption on different time scales. In the first few tens of femtose-

conds after photon absorption, the electron distribution is nonthermal and the lattice

Figure 8.4 (Continued)
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has not yet begun to feel the influence of these excited electrons. The excited electrons

thermalize with themselves and establish an electronic temperature that is much higher

than the lattice temperature. The lattice acquires energy from the hot electrons on a

longer timescale and eventually after several picoseconds the lattice will equilibrate

with the electrons. This separation of time scales is the basis of the so-called two

temperature model, which describes the temporal response of the electrons and the

lattice.

8.2 Mechanisms of Electron and Photon Stimulated Processes

8.2.1 Direct versus Substrate Mediated Processes

It should be clear that there are several ways in which a laser beam (or electron beam for

that matter) can excite an adsorbate. The adsorbate could absorb light directly and

undergo photodissociation or photodesorption. This is what we term a direct process.

Alternatively, the substrate might absorb the radiation and then transfer an excitation to

the adsorbate that leads to further chemistry or desorption. This is an example of a

substrate mediated process. While the discussion in Section 8.1 concentrated on excited

electrons, we should not lose sight of the fact that photon absorption leads to the

formation of excited electrons and excited holes (also called hot electrons and hot holes).

Excited holes are just as capable of causing adsorbate excitations as excited electrons and

particularly on semiconductors where the excited electrons will roam the conduction

band and the excited holes will patrol the valence band, the hot holes may be the agents

of excitation.

A direct process requires resonant excitation of the adsorbate. To consider whether

resonant excitation is possible, we need to look at the electronic structure of the adsorbate

as well as the electronic structure of the substrate. The electronic structure of a

physisorbed molecule is little perturbed from the free molecule and the energy separa-

tions between adsorbate energy levels should be close to those found in the gas phase

molecule. We expect that the lifetimes of excited states is decreased by the presence of a

substrate, particularly a metallic or semiconducting substrate that has energy levels that

are degenerate with the adsorbate levels. Any levels on the adsorbate that fall in an

energy gap will not interact strongly with the substrate. Therefore we might consider the

absorption of light by a physisorbed molecule to behave somewhat like that of the gas

phase molecule.

A chemisorbed molecule shares electrons with the substrate. It must have electronic

levels that overlap and interact strongly with the substrate and it is, therefore, coupled

strongly to the substrate. The energies and lifetimes of the levels will be perturbed

strongly from the gas phase values. In fact, the orbitals that bind the molecule to the

substrate are rehybridized into new sets of orbitals and, therefore, it may be impossible to

identify these as exclusively adsorbate orbitals since they will also take on the character

of the substrate orbitals involved in the chemisorption bond. All electronic states interact

with the substrate as long as they do not fall in a bandgap and should thus have their

lifetimes reduced. Reduced lifetimes will lead to broadened absorption peaks as well as

reduced oscillator strengths.
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How to tell substrate mediated from direct processes is not always easy. A direct

process requires resonant behaviour. However, the resonance may be very broad (>1 eV)

and strongly shifted from any feature associated with the gas phase molecule. A substrate

mediated process should have a wavelength dependence that follows the absorption

coefficient of the solid. The dependence of the reaction cross section on the polarization

and angle of incidence of the light used to excite photochemistry can also be used as a

probe. Richter et al.24 have shown that whether any useful information can be obtained in

this way depends on the orientation of the transition dipole moment responsible for

excitation.

For a process that involves direct linear absorption by an adsorbate with coverage y,
the reaction rate should follow the form

dy
dt

/ yjm � Ej2; ð8:2:1Þ

where l is the transition dipole moment for the excitation and E is the electric field at the

adsorption complex. Both l and E are vectors. The transition dipole moment can be

decomposed into three Cartesian components directed along the x, y and z axes. The

direction of the electric field vector is fixed by the angle of incidence and whether the

laser is s or p polarized (assuming linear polarization).

For a substrate mediated process, the reaction rate is given by

dy
dt

/ ysrFex ð8:2:2Þ

where sr is the cross section for the reaction and Fex is the flux of excitations (hot

electrons or hot holes) incident on the adsorbate. Fex is determined by the amount of

light absorbed by the substrate as well as the transport of the excited species to the

adsorption complex. The amount of light adsorbed depends on the intensity of the

optical field, which depends on the angle of incidence # measured from the surface

normal, as well as the substrate absorbance 1� Ri, where Ri is the reflectivity for i-

polarized light as determined by the angle of incidence dependent complex Fresnel

reflection coefficients. Rather than being directly proportional to the incident irradiance

of the laser (power per unit area in the beam), Fex is proportional to cos # times the

irradiance. Note that in both cases we expect the reaction rate to be linear in laser (or

electron beam) fluence F,

dy
dt

/ Fn; ð8:2:3Þ

where n ¼ 1 because a single photon leads to a single reactive event.

Richter et al. have shown that if the transition dipole moment is in the plane of the

surface, a direct adsorbate excitation cannot be distinguished from a substrate mediated

process on the basis of their angle of incidence dependence for s vs. p polarized light.

Unambiguous identification of a direct excitation processes dominated by mz, that is, for a
transition dipole moment orientated along the surface normal, can be made on this basis

of such data.
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8.2.2 Gas-Phase Photochemistry

Our explanation of photochemistry is couched within the language of the PESs, or

stationary states, that are derived from the solutions to the time-independent Schrödinger

equation for the molecule. The time-dependent behaviour is described by the evolution of

a wavepacket that is deposited on the excited state as a result of the irradiation. In the gas-

phase electronic excitation is followed by radiative decay (the wavepacket falling back to

the ground electronic state accompanied by emission of a photon), nonradiative decay

(return to the ground state without photon emission) or photochemistry. Photochemistry

can be thought of in very simple terms as being composed of the following steps: (1)

excitation, (2) excited state propagation and (3) competition between radiative decay,

photochemistry and nonradiative quenching. Note that the excited state may be neutral or

ionic (formed by photoionization accompanied by electronic excitation) and, insofar as

gas phase molecules are isolated, once a cationic state is formed it cannot be neutralized

and there is no essential difference in the propagation dynamics because of the charge of

the excited state.

A Franck-Condon transition takes the molecule from the ground electronic state to an

excited state. Electronic excitation is often accompanied by vibrational excitation, the

extent of which is based on the similarity of the ground and electronic state potential

energy curves. Next the excited state wavepacket propagates on the excited state

potential. The excited PES will have one of three characters as shown in Figure 8.5:

bound, predissociative or dissociative.

Excitation to a bound state is followed by fluorescence back to the ground state unless

nonradiative processes, usually involving collisions or spin-orbit coupling, transfer the

excitation by intersystem crossing to a PES of different spin multiplicity or by internal

conversion to an excited vibrational state of the ground PES. Typical radiative lifetimes

for allowed electronic transitions are of the order 10–100 ns. Excitation to a bound state

can only lead to dissociation if the excitation occurs to an energy above the dissociation

limit of the state. Nonradiative quenching processes affect the quantum yield of

fluorescence or photodissociation. The quantum yield of process j is defined as the

fraction of molecules that undergo process j subsequent to excitation divided by the total

number of excitations Nex, which must be equal to the sum over all of the k different

processes that are allowed. Equivalently the quantum yield can be defined in terms of the

rates of the processes involved

fj ¼
Nj

Nex

¼ NjP
k

Nk

¼ rjP
k

rk
: ð8:2:4Þ

At low energy, excitation to a predissociative state is equivalent to excitation to a

bound state. However, at high energy a predissociative state is crossed by a second state

that is dissociative. For excitation at an energy above the crossing point, propagation of

the wavepacket on the predissociative PES leads to a competitive process in which the

wavepacket can either relax to the bottom of the well or else curve cross and hop onto the

dissociative PES. Dissociation by curve crossing occurs even though the initial excitation

did not place the wavepacket above the dissociative asymptote of the excited state, hence

the name predissociation.
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A dissociative state is purely repulsive and supports no bound vibrational levels.

Excitation to such a PES leads to acceleration of the atoms involved in the bond away

from one another at a rate that depends on the slope of the PES. The repulsive force

experienced by the atoms is given by the gradient of the potential energy function, which

in one dimension is given by

F ¼ � dV

dr
: ð8:2:5Þ

Newton’s second law relates the acceleration to the force

F ¼ ma ¼ m
d2r

dt2
; ð8:2:6Þ

from which the kinetic energy increase caused by the repulsive force can be calculated.

The kinetic energy increase depends not only by the force but, just as importantly, on the

length of time t that the force acts. Indeed, it is the square of the impulse, the product of F
and t, that determines the kinetic energy change according to

Figure 8.5 Electronic excited states characterized as either bound, predissociative or dis-
sociative (repulsive). Both the X and A states are bound. The B state curve is crossed by
dissociative C state curve. Curve crossing from B to C leads to predissociation. The threshold for
normal dissociation of the B state is labelled (a), whereas the predissociation threshold (b)
occurs at the curve crossing between the B and C states. (1) A transition to the B state for which
curve crossing and predissociation are allowed. (2) X to B bound–bound transition. (3) X to A
bound–bound transition. (4) X to C bound–free transition, which leads to dissociation as long as
curve crossing to the B state does not occur. (5) X to C bound–free transition, which always
leads to dissociation.

Laser and Nonthermal Chemistry 413



�EK ¼ F2t2

2m
: ð8:2:7Þ

Note that because the energy gain depends on the square of the impulse, the sign of the

force is unimportant in determining energy transfer.

8.2.3 Gas-Phase Electron Stimulated Chemistry

Once the excited state has been attained, how the excitation occurred does not influence

the propagation dynamics of the wavepacket. Therefore, it is inconsequential whether

photon or electron excitation is responsible for the initial excitation and all of the

discussion above is equally applicable to electric dipole transition induced by electron

irradiation.

Nonetheless, electron irradiation does introduce some differences compared with

photon irradiation. As mentioned in Chapter 2, electrons can act as waves, particles or

uniquely as electrons. The wavelike character of electrons allows them to induce electric

dipole transitions just like photons, including transitions accompanied by ionization.

Because they are massive particles, they can also facilitate direct momentum transfer

much more efficiently than photons. Finally as electrons, they can be captured into

resonant states. The captured state may have a long lifetime and correspond to a stable

anion. Or it may be short-lived state known as Feshbach resonance in which the

electron’s angular momentum forms a centrifugal barrier that temporarily traps the

electron close to the molecule. The capture probability depends on the molecule and the

electron energy. Electron capture cross section tends to decrease with increasing energy;

however, superimposed on top of this structure are resonant features that correspond to

bound electronic states. The one other factor that differentiates electron irradiation from

photon irradiation is that because they are spin ½ particles (Fermions), electrons can

readily induce transitions between states of different spin multiplicity such as singlet to

triplet transitions.

8.2.4 MGR and Antoniewicz models of DIET

How does the presence of a surface modify excited state dynamics? The short answer is:

quite dramatically. Adsorbate levels that interact with the surface are shifted and

broadened. The electronic states of the substrate open up numerous pathways for the

quenching of excited states. The extent of quenching and perturbation of excited state

dynamics from the gas phase limit will depend on whether the adsorbate is physisorbed

or chemisorbed and whether or not the excited electronic state interacts strongly with the

substrate or whether it falls in a bandgap and acts essentially independently of the

substrate. The first and most ubiquitous change brought about by the surface is the

opening of numerous quenching channels. The second and more chemically dependent

factor is that if an adsorbate is strongly bound at the surface, the electronic states

involved in bonding no longer belong exclusively to the adsorbate. Rather, they belong to

an adsorption complex – a larger moiety that is composed of the adsorbate as well as the

orbitals of the surface atoms involved in the chemisorption bond.

Physisorbed species, especially those on insulator surfaces or separated from metal or

semiconductor surfaces with spacer layers such as a physisorbed layer of noble gas, are
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slightly perturbed by the substrate. The excited state lifetimes in such species will be

reduced but little from their gas phase values. Chemisorbed species, on the other hand,

are significantly perturbed. The excited state lifetime of chemisorbed adsorbates on metal

surface are expected to be on the order of 1 fs. Similar values are expected for

chemisorbates on semiconductor surface so long as the electronic state in question

does not fall within a bandgap. This is a reduction of seven or eight orders of magnitude

compared with typical radiative lifetimes in the gas phase. Quenching this efficient leads

to profound changes in the probability and dynamics of stimulated processes at surfaces.

The simplest surface chemical reaction is desorption and as a generic term for

nonthermal chemical change induced by electronic excitation we will discuss desorption

induced by electronic transitions (DIET), or more generally dynamics induced by

electronic transitions.

A general scheme for stimulated chemistry, which we refer to as DIET for simplifica-

tion, is described in Figure 8.6. The first major change compared with gas phase

chemistry is that both direct and substrate mediated processes are possible. Second,

quenching is of much greater significance. Whereas in the gas phase excited state

propagation is predominantly responsible for photochemistry and quenching is generally

the end of photochemistry, at surfaces quenching is so rapid that it is very uncommon that

propagation on the excited state potential will lead to desorption or reaction. This means

that cross sections for DIET of chemisorbed species on metal surfaces (of order

10�20 cm�2 plus or minus several orders) will be significantly reduced compared with

gas phase cross sections (of order 10�16 cm�2 or so). In addition, usually the system will

have to propagate to its final state along the ground state, or at least a lower lying

electronic state than the one initially excited.

The principles embodied in this general scheme have been more specifically summar-

ized in the two fundamental mechanisms of the DIET. The first model, depicted in Figure

8.7(a) was independently proposed by Menzel and Gomer25 and Redhead.26 This is

known as the Menzel-Gomer-Redhead or MGR model. In this model, excitation to a

Figure 8.6 A general scheme for direct and substrate mediated stimulated chemistry and
dynamics induced by electronic transitions (DIET).
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Figure 8.7 Diagrams of the (a) Menzel-Gomer-Redhead and (b) Antoniewicz models of
dynamics induced by electronic transitions (DIET).
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repulsive state leads to the desorption of either neutral or ionic species. An alternative

model is that of Antoniewicz,27 in which the excitation is to an attractive state, as shown

in Figure 8.7(b). In both cases the dynamics follow the form excitation–propagation–

quenching–desorption and we expect the cross section to be very low. Desorption can

only occur if sufficient energy E* is acquired during the propagation step in the excited

state. Sufficient energy is acquired if the kinetic energy transfer is greater than the

binding energy of the state into which the adsorbate is quenched. This energy transfer is

accomplished if excited state propagation continues until a critical distance zc is passed.

A theoretical approach to calculate the probability of a reactive event is provided by

Gadzuk’s ‘jumping wavepacket’ method.28,29 For certain materials other desorption

mechanisms30 are possible, for instance, the Knotek-Feibelman model31 of desorption

from transition metal oxides involving core-hole Auger decay.

Equation (8.2.7) tells us that the energy transfer depends strongly on the magnitude but

not the sign of the slope of the excited state potential as well as the lifetime of the state.

Therefore it is irrelevant on one level if the excited state is repulsive or attractive. What is

important is the degree to which the state is attractive or repulsive and its lifetime. Longer

lifetimes and greater slopes lead to greater desorption probabilities. We shall also see

that differences between the ground and excited states regarding bonding configuration

and equilibrium bond length will be important in determining the internal state

distribution as these can lead to rotational and vibrational excitation, respectively.

Figure 8.7 describes several other salient features of DIET desorption dynamics. Curve

crossings, as shown explicitly in Figure 8.7(a), can play an important role in the

desorption dynamics. Curve crossings can change the nature of the desorbed product,

for instance, an excited neutral species can cross onto an excited ionic potential (or vice

versa) before relaxation. Figure 8.7(b) also shows that the final energy is not equal to E*

because some of this energy is used to overcome the binding energy that remains when

the excited state species is quenched back onto the ground state potential.

Within the MGR model, the photodesorption cross section, sd, is the product of the

photoexcitation cross section, sex, and the probability P to escape quenching until the

critical distance, zc, is achieved

sd ¼ sexP: ð8:2:8Þ
P is given by32

P ¼ exp � m

2

� �1=2
Zzc
z0

RðzÞdzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vðz0ÞVðz0Þ

p
8<
:

9=
; ð8:2:9Þ

where R is the rate of quenching, z0, is the adsorbate–surface bond length (z points along
the surface normal), V is the excited state potential and m the mass of the particle. The

mass dependence in Equation (8.2.9) leads to a strong isotope effect in stimulated

desorption (see Exercises 8.8 and 8.9). Furthermore since the rate of quenching is the

inverse of the excited state lifetime RðzÞ ¼ tðzÞ�1
, the desorption probability increases

greatly as the excited state lifetime increases. Because excited state lifetimes, particularly

for chemisorbates on metals, are extremely short, P � 1 is generally true and the cross

section for stimulated desorption is much less than the probability for excitation.
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If the excited electronic state is ionic, the desorbate may either be an ion or a neutral.

Neutral desorption can only occur if the quenching also involves charge transfer from the

substrate. During this charge transfer/quenching step, the neutral may return either to an

excited state or the ground state; hence, both neutrals and metastable (electronically

excited neutrals) can be desorbed. The desorption of an ion within the MGR directly from

the excited ionic state implies that zc ¼ 1. For primary excitation to the same excited

intermediate state this means that desorbed neutrals spend a shorter time on the excited

state potential than desorbed ions. Therefore, we should expect desorbed ions to have a

higher kinetic energy than desorbed neutrals. In the Antoniewicz model, desorption of an

ionic species only occurs after a curve crossing or relaxation to another ionic state that

does not have a sufficiently strong adsorbate-surface bond.

8.2.5 Desorption Induced by Ultrafast Excitation

The MGR and Antoniewicz models of stimulated chemistry are linear models. One

photon or electron leads to one excitation. One excitation is followed by a single

propagation step, quenching and a single decision as to whether quenching is followed by

further relaxation to the ground state or to desorption (or reaction). The desorption

dynamics follows only one cycle of excitation–propagation–quenching–relaxation to

final state, one EPQR cycle, because it is assumed that the excitation rate is slow

compared with the rates of quenching and relaxation. For conventional light sources with

pulse lengths in the nanosecond or longer range, this is an accurate assumption. As stated

above, excited electronic states will have lifetimes of only a few femtoseconds and, as

shown in Chapter 3, the lifetimes of vibrational excited states on metals lie in the �1 ps

range. On semiconductor surfaces vibrational lifetimes in systems such as H/Si33 and

CO/Si34 are significantly longer (in the nanosecond range) as a result of the lack of

electron-hole pair mediated relaxation methods. If we push the pulse duration into the

femtosecond regime, we might be able to push the system away from the linear regime

and into a nonlinear desorption dynamics if we can increase the excitation rate such that

it is competitive with quenching and relaxation. In other words, we can push the

dynamics away from a regime in which a single EPQR cycle is responsible for desorption

or reaction and into a regime in which multiple EPQR cycles act on the adsorbate.

Misewich, Heinz and Newns35 were the first to demonstrate the process that has come

to be known as desorption induced by multiple electronic transitions or DIMET.21,36–38

There are two different limiting cases to describe high excitation rate ultrafast dynamics.

The first is facilitated by direct excitation to an intermediate electronic state and can be

thought of as multiple EPQR cycles occurring faster than relaxation can return the

adsorbate to the ground vibrational level of the ground electronic state. This is the limit

known as DIMET. The second framework is called the electronic friction model, in which

the swarm of hot electrons created by the femtosecond pulse induces multiple vibrational

transitions at a rate faster than vibrational relaxation to the ground state; however, the

EPQR dynamics evolves exclusively on the ground electronic state PES.

In both cases we expect the desorption yield to be nonlinear in the fluence of the

incident laser

dy
dt

/ Fn ð8:2:10Þ
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where n > 1 is a signature of a nonlinear process. However, in contrast to gas phase non-

linear events such as multiphoton ionization, the value of n should not necessarily be

interpreted as the number of photons required to bring about the photochemical change.

If the excitation results from direct resonant excitation, n can be associated directly with

the number of photons involved in the excitation; however, if the excitation is substrate

mediated and because the electron distribution produced by the femtosecond pulse (the

hot electron distribution responsible for excitation of the adsorbate) is itself dependent on

the laser fluence in a nonlinear manner, n is not directly related to the number of photons

(or excitations) involved in the process.

When it is recognized38 that the valence states of a chemisorbed molecule such as NO

or O2 lie close to the Fermi level, that their width � and energy position are coupled to

their distance from the surface and that the sea of hot electrons responsible for excitation

populates a broad distribution of states at and above EF corresponding to a temperature

on the order of 5000K, it is possible to construct a theoretical framework in which these

two apparently disparate models of femtosecond laser induced desorption can be united.

The width � of the electronic state (or resonance as it is often referred to) turns out to be

a crucial parameter to differentiate the two limits. When � is small compared with the

excitation energy (the energy of the resonance above EF), the result can be interpreted in

terms of multiple excitations between the ground and excited electronic states. In this

case the excited electronic state is an anionic adsorbate state in which one of the hot

electrons has attached to the adsorbate. In the opposite limit in which � is large

compared with the peak electronic temperature and comparable to the energy separation

between the resonance and EF, low-energy electron-hole pairs dominate the frictional

energy transfer and the EPQR cycles play out on the ground electronic state PES.

8.3 Photon and Electron Induced Chemistry at Surfaces

8.3.1 Thermal Desorption, Reaction and Diffusion

From the above discussion, we expect that long pulse (nanosecond and longer) lasers

should be able to excite thermal dissociation on and desorption from surfaces. How can

we prove this? The answer is to probe the molecules desorbed from the surface and see if

they behave as if they have desorbed by means of thermal desorption. To accomplish this

we probe the response of the dissociation cross section to changes in wavelength and

laser intensity. A photothermal (pyrolytic) process will follow an Arrhenius rate law

dy
dt

¼ ynA expð�Edes=kBTðtÞÞ ð8:3:1Þ

where n is the appropriate order of the desorption (or dissociation) kinetics, and T(t) is the

surface temperature profile induced by irradiation. The rate increases exponentially with

increasing temperature. Equation (8.1.13) shows us that the temperature is linearly

related to the incident laser irradiance and that the wavelength dependence of the

temperature change (at constant irradiance) is determined by the wavelength dependence

of the reflectivity and the absorption coefficient (properties of the substrate). Therefore,

the rate of a thermal process is an exponential function of the incident irradiance and the

wavelength dependence is related to the properties of the substrate.
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We also expect the desorbed atoms or molecules to have the properties of thermally

desorbed particles. Their rovibrational and translational energy distributions will be

roughly Maxwell-Boltzmann in form; however, there will be deviations from equilibrium

distributions at Ts just as we would expect for any thermally desorbed distribution of

molecules. For instance, for a system that exhibits non-activated adsorption we expect to

see some degree of translational and rotational cooling in desorption. For activated

adsorption we expect to see excessive heating of the vibrational and translational degrees

of freedom.

Once we have established that laser desorption is thermal for a specific system, we can

use it to examine the behaviour of the system. As shown in Figure 8.2, nanosecond laser

irradiation of H atoms adsorbed on Si(100) can induce thermal desorption of H2

molecules by laser induced thermal desorption. LITD facilitates dynamical studies of

thermal desorption by providing pulses of desorbates, whose properties can then be

probed with laser spectroscopy or TOF techniques. By using one laser for desorption and

one for state resolved detection, the two can be combined to provide rovibrationally state

resolved translational energy distributions.39 Since the laser desorption signal is propor-

tional to the coverage, LITD can be used to probe coverage as a function of Ts and gas

phase pressure of reactants to perform surface kinetics studies.8

If the laser desorbed flux is meant accurately to reflect the properties of thermally

desorbed molecules, collisions between desorbing molecules must be avoided. If a full

monolayer is removed by a nanosecond pulsed layer, this condition is not fulfilled.40,41

Instead the molecules collide with each other and form an expansion in a manner

analogous to that discussed in Chapter 2 in the context of molecular beams. Both the

translational energy and angular distributions are altered by the expansion. Desorption

per laser pulse must be kept significantly below 1ML per pulse, even as low as 10�3 ML

per pulse to ensure collision free conditions.

Surface diffusion can be very difficult to study. Laser desorption provides several

methods to investigate diffusion quantitatively by cleaning off a region of the sample by

LITD and then probing the coverage after some time delay td to determine how much

material has diffused back into the clean region. A particularly ingenious application of this

sort was demonstrated by Shen and co-workers.42 First a laser beam is split into two beams,

which then interfere with each other when they intersect on the surface. The resulting

interference pattern burns stripes in the coverage of an adsorbate initially present on the

surface. Where the intensity is high, LITD occurs, but at the nodes no desorption occurs.

The stripes act like a diffraction grating that can be used to modulate the optical second

harmonic generation signal of a probe laser beam that is incident on the surface after a

delay of td. Subsequent analysis of the redistribution of surface coverage as a function of td
and Ts can be used to derive the diffusion parameters Edif and D0.

8.3.2 Stimulated Desorption/reaction

Laser and electron irradiation can also lead to direct or substrate mediated stimulated

(nonthermal) events. When not using ultrafast pulses, the hallmark of photochemical

events is that they normally depend linearly on the incident excitation density. For

electron radiation, the primary electron current ip is easily measured. The response of

coverage to irradiation for electron stimulated desorption (ESD) is
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� dy
dt

¼ sd
ip

Ae
y; ð8:3:2Þ

where e is the elementary charge, A is the area of incidence, and sd the desorption cross

section as defined in Equation (8.2.8). Similarly for photon stimulated desorption

(PSD)

� dy
dt

¼ sd
F0

hn
y; ð8:3:3Þ

where hn is the photon energy and F0 the light source (laser, lamp or synchrotron) fluence

(e.g. J cm�2). Integration of these equations leads to an expression for the coverage as a

function of time, for example,

yðtÞ ¼ y0 exp � ipsd
Ae

t

� �
: ð8:3:4Þ

As long as the cross section is independent of coverage, which will not be true if there are

strong lateral interactions, a plot of ln (y/y0) vs. t yields a straight line with a slope

(�ipsd=Ae). Frequently rather than the coverage, the desorption signal itself is mon-

itored. In this case an analogous expression can be used to evaluate the cross section.

However, the cross section measured is not necessarily the same. If coverage is

monitored directly, analysis according to Equation (8.3.4) yields the cross section for

all channels that lead to desorption regardless of whether the desorbing species is a

positive ion, neutral or negative ion. If the current of positive ions iþ is measured versus

time and then analysed according to

iþðtÞ ¼ iþ0 exp � ipsþd
Ae

t

� �
; ð8:3:5Þ

then the cross section measured is the cross section for the desorption of positive ions

alone. Similar measurements for neutrals and anions would determine the cross sections

for the respective desorption processes.

High-energy Radiation

The vacuum ultraviolet (VUV) extends from 100 nm 	 l 	 200 nm, correspondingly

6.2–12.4 eV while the extreme ultraviolet (XUV) lies in the range 10 nm 	 l 	 100 nm

and 12.4–124 eV. Higher-energy photons (up to about 10 000 eV) comprise X-rays. The

early era of scientific studies of stimulated reactions was dominated by studies performed

with electron beams with energies of tens to hundreds of eV. As discussed in Chapter 2,

electron beam sources are easily constructed and adapted to UHV conditions. They

provide high currents and are broadly tuneable. Synchrotrons and now high harmonic

generation43 can provide photons in the same energy range but studies with high-energy

photon sources are not nearly so extensive as high energy electron beams. Many of the

early studies investigated the production of positive ions, even if cross sections for

producing them are low, because detection efficiencies for these are exceptionally high.

Neutrals are much more difficult to detect since they normally need to be ionized with

electron bombardment or laser irradiation before they can be sent into a quadrupole or

time-of-flight mass spectrometer to be identified and counted. Surface photochemistry in

the VUVand XUV is of particular importance to the evolution of the interstellar medium
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and protoplanetary clouds44,45 as well as elsewhere in our solar system.46 Photochemistry

and photodesorption are both important processes for interstellar chemistry because

photochemistry may lead to the production of new chemical species on dust grains that

populate interstellar space and photodesorption provides a pathway to expel these species

into the interstellar gas phase, even though the surface temperature may well be below 10K.

In the energy range where it is possible to ionize valence levels, irradiation of a

molecule such as CO adsorbed on a transition metal surface can lead to several different

products including CO, metastable electronically excited CO*, COþ, Cþ and Oþ as

well as negative ion states. Each of these products will have its own distinct cross

section that depends on electron energy according to which excitations are most

effective at producing that species. Deeper analysis of the specific case of CO on Ru

(001), which has been extensively studied by Menzel and co-workers,32 gives us insight

into the types of electronic excitations and reaction dynamics that are expected for

high-energy irradiation of chemisorbed systems. A very weak threshold for the

formation of desorbed COþ is found at 14 eV, with a much stronger threshold at

18 eV. Neutral CO is also found in this energy range, although detection sensitivity

issues make it more difficult to identify the primary threshold. These thresholds

correspond to 5s�1 and 5s�2 excitations, that is, removing 1 or 2e� from the 5s
molecular orbital of adsorbed CO. For 30–100 eV excitation several other resonant

threshold features are observed and can be assigned with the aid of UPS to valence

level excitations. The nature of the orbitals excited is correlated with the types of

species that are formed. The 6s* orbital, for instance, is strongly antibonding with

respect to the C–O bond and a 3s�26s
þ2 excitation (removal of 2e� from the 3s and

addition of 2e� to the 6s*) is associated with an increase in Oþ desorption yield while

the CO and COþ yields are little affected.

For higher energies, ESD and PSD cross sections for ions (but not neutrals) often

exhibit threshold behaviour near the energies of core level excitations; however, the

threshold is delayed slightly compared with the absorption edge. This is related to the

importance of the excited state lifetime in the desorption dynamics. The longer the

lifetime, the greater the desorption cross section. Multiple electron excitations lead to

complex excited states with longer lifetimes than simple one electron excitations. An

excited ionic state corresponds to a multiple electron excitation of the neutral. If the

excited ion is neutralized by filling the hole left behind by photoemission, an excited state

of the neutral is formed. This state itself may also be repulsive, which will enhance the

desorption cross section. Refilling of the initial hole may also involve an Auger process,

which leads to a different ionic excited state being populated.

The MGR model is found to be very effective at describing the dynamics of ESD for

CO following valence and core level excitation. Consider the consequences of a repulsive

state being responsible for desorption. Acceleration occurs in the direction of the

repulsive force. The particle that desorbs receives a kick that is directed along the

bond that was switched to a repulsive state by the excitation. Therefore the desorption

trajectory should follow a path that is determined by the initial bond orientation and

measurement of the angular distribution of the ions desorbed in this manner will give us

information about the orientation of the bonds in the adsorbed state. This is the basis of

the technique called electron stimulated desorption ion angular distribution (ESDIAD)

that was developed by Madey and Yates.47,48
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For CO bound on Pt(111),30 it was found that COþ, Oþ and electronically excited a3p
CO* desorbed after bombardment with electrons of energy 200–900 eV but no Cþ was

observed. The COþ and CO* desorption cross sections are found not to be correlated,

which means that CO* results from a separate excitation path rather being produced by

simply neutralization of the ionic COþ as it attempts to desorb from the surface. At

coverages up to 0.5ML all three species desorbed along the surface normal. This is

completely consistent with our expectation from the Blyholder model that CO is bound

by the C atom in an upright geometry in which the O points away from the surface along

the surface normal.

However, at a coverage of 0.67ML, six beams directed along the six equivalent [110]

directions of the hexagonal (111) surface are observed to grow in while the intensity of

the normal beam disappears. It was proposed that these six beams correspond to CO

molecules that are tilted by �6� with respect to the surface normal because of lateral

interactions at high coverage. When Ts is raised from 90K to 230K, the pattern blurs out

into a halo because vibrational motion increases and leads to a spread of initial

orientations of the adsorbed CO.

An important consideration is the interaction of the desorbing ion with its image

charge.49,50 The image charge will cause an attractive force between the desorbing ion

and the surface. If the ion desorbs at an angle from the normal, then the force associated

with the interaction of the ionic charge with the image charge attracts the desorbing ion

toward the surface. The greater the inclination of the initial angle, the greater the

attraction and the more the ion is pulled toward the surface. At some critical angle, the

ion is unable to escape the surface and will be recaptured.

The properties of the desorbed species also reflect the nature of the changing, highly

repulsive excited states as the electron or photon energy is changed. Take, for example,

the case of water adsorbed in mono- and multilayers on Ni(111). Stulen and co-workers51

found a threshold for Hþ ESD at an incident energy of 20–21 eV. This is significantly

above the gas-phase threshold for dissociative photoionization (DPI) 18.76 eV. The Hþ

kinetic energy distributions measured at an incident energy of 45 eV extends beyond

10 eV (Figure 8.8). At 25 eV incident energy, however, the desorbed Hþ has a distribution

that is substantially less energetic, peaking below 1 eV (Figure 8.8).

The distributions shown in Figure 8.8 are representative of the kinetic energies

distributions (KED) that are often observed in this energy range. They are very broad

and have a roughly Gaussian shape that is skewed to high energy. The high coverage

KED for 45 eVexcitation may be composed of more than one component, which suggests

that more than one channel leads to desorption for excitation at this energy. The

distributions do not correspond to a simple Maxwell-Boltzmann distributions; however,

both distributions are very broad. The mean kinetic energy is significantly less than the

energy of the exciting photon. Even after subtracting off the energy required to break the

O–H bond and ionize the H atom, it is clear that much of the 45 eV excitation energy has

been lost to quenching.

The first PSD study using ultrafast VUV pulses was performed by Riedel, Kolasinski,

Palmer and co-workers.52 The intensity of these ultrafast pulses was still low enough for

the induced photochemistry to be in the linear regime. The system studied was multi-

layers of O2 physisorbed on graphite, a system in which the O2 adsorbs standing up with

its bond axis along the surface normal. Because of its physisorbed character, the
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photoexcitation dynamics that lead to the formation of Oþ by irradiation of O2 with

photons in the 17–38 eV range closely mimics the dissociative photoionization dynamics

of gas phase O2. Comparison of the kinetic energy distributions observed in the gas phase

to those in the physisorbed phase reveals that the high-energy side of the distributions is

little changed. The low energy side, however, is drastically transformed by adsorption. In

the gas phase, the predominant pathway for dissociative photoionization leads to low

energy Oþ for both 21 eV and 41 eV irradiation. This channel is shut down in the

dissociative photodesorption of physisorbed O2. The departure dynamics of the Oþ

fragment is significantly different when comparing gas-phase DPI and adsorbed-phase

DIET. In the adsorbed phase, the departing Oþ, even though it points along the surface

normal, must overcome the image potential it experiences due to the surface. Zero kinetic

energy and slow Oþ ions are captured by the image potential and cannot desorb. On the

basis of energetics and the similarity of the kinetic energy distributions, the photo-

desorption of Oþ is assigned to a direct rather than a substrate mediated process.

The presence of a surface can change photodissociation dynamics not only because of

image charge effects but also as a result of changes in electronic states. The adsorbate

geometry and the possibility of electrons being excited out of the solid and into the

adsorbate can also have an influence. On Si(111)–(7�7), O2 chemisorbs with its

molecular axis parallel to the surface rather than perpendicular as for O2/graphite.

Dujardin et al.53 used synchrotron radiation at 10–150 eV to study the desorption of Oþ

in this system. A threshold energy for desorption of Oþ is found at 33 eV, significantly

higher than in the physisorbed system, and was assigned to the direct excitation of the

2sg electron of chemisorbed O2. Other resonances and thresholds were also observed.

The kinetic energy distribution of photodesorbed Oþ demonstrates again that KEDs are

sensitive to the nature of the excited states because both the peak and breadth of the

KEDs change with photon energy.

Figure 8.8 Hþ kinetic energy distributions for ESD from H2O (y ¼ 16ML) adsorbed on Ni
(111) for several different excitation energies. Reproduced from J.O. Noell et al., Surf. Sci. 157,
119. Copyright (1985), with permission of Elsevier.
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IR-Visible-UV radiation

The ultraviolet is defined as the wavelength region 200 nm 	 l 	 400 nm, with corre-

sponding energies 3.1–6.2 eV; the visible is roughly 400 nm 	 l 	 700 nm, 3.1–1.77 eV;

and the IR extends from 700 nm to 1mm, 1.77 eV–1.24meV. Here we include the ArF

excimer laser (193 nm, 6.4 eV) in our discussion of the UV. We have already discussed

how irradiation in this regime can lead to thermal chemistry. But to paraphrase Gadzuk,

‘there’s a little femtochemistry in all surface photochemistry’ and direct excitations or the

electrons excited immediately after photon absorption and before the electron cascades

have fully thermalized can lead to stimulated desorption and reaction.

On semiconductors, the absorption of above bandgap photons, that is, photons with

energies larger than the bandgap, leads to the formation of electron-hole pairs that are

much longer lived than the electron-hole pairs formed in metals. In addition to this long

lifetime, the band bending of the space charge region also forces one type of carrier to the

surface, which ensures that a high concentration of at least one carrier type is present at

the surface after photoirradiation. The carrier of the opposite sign is transported either to

the other face of the crystal (the back face) or to the unilluminated part of front face.54

The excited carriers can then partake in what is effectively photoelectrochemistry at the

surface of the excited semiconductor. Photodesorption by means of direct optical

excitation of adsorbed H on Si requires VUV photons.33 Nonetheless, it is possible for

IR photons to have a dramatic effect on the reactivity of H-covered Si surface. As shown

by Kolasinski,55 in an aqueous environment the sticking coefficient of F� on H/Si is no

greater than � 5� 10�11. Irradiation of H/Si with a garden variety HeNe laser operating

at 633 nm changes this value to �1. In other words, irradiation changes the sticking

coefficient of F� on hydrogen-terminated Si by over 10 orders of magnitude. This occurs

because the holes created by photon absorption of n-type doped Si are forced to the

surface where they occupy a bulk electronic state. The presence of this hole evidently

lowers the barrier for the replacement of adsorbed H atoms with a F� ion from solution.

Stimulated desorption and reaction with nanosecond to cw irradiation of adsorbate/

metal systems is generally only observed at wavelengths closer to the UV. A linear

dependence of coverage change on photon flux as required by Equation (8.3.3) is one of

the characteristics of photon stimulated chemistry. The characteristics of the desorbed

molecules can also be used to identify the process as stimulated in nature and to

investigate the dynamics of the process. NO is a poster child of state-resolved studies

because of the high detection sensitivity associated with LIF and REMPI schemes for this

molecule. Much of our insight into photochemistry dynamics at surface has been

developed by studies of NO.28,39,56–60

Consider, for example, the desorption of NO following laser photodissociation of N2O4

on Pd(111) as studied by Hasselbrink and co-workers.61 The translational energy

distribution is found to be roughly Maxwell-Boltzmann in nature; however it is

characterized by a translational temperature hEtransi=2kB ¼ 1560K. Since the surface

is held at 95K and is heated by only 10K during the laser pulse, this high temperature is

clearly indicative of the nonthermal origin of the NO. When excited with 6.4 eV photons,

an excess energy of 3.4 eV is available to be deposited in the translational and internal

degrees of freedom of the products. The translational energy of the photodesorbed NO

corresponds to 269meV and the internal energy is only 127meV; therefore only a

fraction of the excitation energy ends up in the desorbed product. Much of the excitation
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energy must be lost during quenching or to other substrate and adsorbate degrees of

freedom, just as was found for ESD and discussed above.

How does the velocity distribution end up looking roughly Maxwell-Boltzmann?

Consider the MGR dynamics depicted in Figure 8.7.39 For desorption of a neutral

molecule we do not have to account for any deceleration by the image charge potential.

The energy gained by the desorbed molecule in the excited state is given by

Vexðz0Þ � Vex(zjump), where Vex is the excited state potential, z0 is the initial position of

the molecule, and zjump is the position of the molecule when it is quenched back to the

ground state potential. A portion of this energy, Vgð1Þ � VgðzjumpÞ, is lost to overcome

the remainder of the adsorption energy that is encountered when the molecule returns to

the ground state potential Vg. Defining the energy scale such that Vgð1Þ ¼ 0, the kinetic

energy of the desorbed molecule is then

EðzjumpÞ ¼ Vexðz0Þ � VexðzjumpÞ þ VgðzjumpÞ: ð8:3:6Þ
The longer a particle stays on the excited state potential, the further it propagates and

the more energy it acquires. However, the excited state population decays roughly

exponentially in time and, therefore, the probability of attaining a given amount of

kinetic energy also decreases exponentially. The presence of the absorption well cuts off

the low end of the distribution – those molecules that have gained too little energy are

decelerated by the adsorption potential to negative kinetic energy and remain on the

surface. Those that have gained more than the critical energy are decelerated but some

still are able to escape. The kinetic energy probability distribution thus looks like an

exponentially decreasing function that peaks at E ¼ 0. Once such a distribution is flux

weighted and one takes account of angular detection effects and the initial velocity

distribution of the molecule, the broad distribution looks very much like the broad

Maxwell-Boltzmann distribution. Such distributions generally fit what is called a

modified Maxwell-Boltzmann distribution

IfluxðtÞdt ¼ 2b2L4t�5 expð�bðv� v0Þ2Þdt; ð8:3:7Þ
where v0 is an offset or stream velocity (see Exercise 8.3).

The positive correlation between time spent on the excited state and the amount of

energy gained has a rather striking effect on the internal energy of the desorbed molecule.

For an equilibrium distribution (a true Maxwell-Boltzmann distribution), there should be

no correlation between the internal energy and the translational energy as a function of,

for instance, the rotational state. However, Buntin et al.57 and Budde et al.60 both

observed a positive correlation between translational energy and internal energy, that is,

that translational energy increases with increasing rotational state. Hasselbrink62 has

shown that this positive correlation can be understood on the basis of excited state

lifetime effects. In the excited state, the molecule not only experiences a repulsion but

also a torque. For instance, if the excited state corresponds to a negative ion state, the

excited state may have an equilibrium binding geometry that is different from the ground

state and the excited state attempts to relax into its preferred geometry. The longer the

torque acts, the greater the rotational excitation and since we have already shown that

longer propagation times in the excited state correspond to higher kinetic energies, we

conclude that faster moving molecules should also on average have more rotational

energy. Formation of a temporary negative ion state will also lead to enhanced vibrational
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excitation in the desorbed molecules since the negative ion likely has a different bond

length than the adsorbed molecule. This was confirmed, for instance, by Freund and co-

workers,59 who found that NO photodesorption from a Ni surface leads to a vibrational

temperature of Tvib ¼ 1890� 50K.

Ultrafast IR–Visible–UV radiation

Irradiation of an adsorbate with ultrafast laser pulses causes such a high density of

excitations that an odd thing happens to the desorption dynamics: they return to a regime

that is quasi-thermal.63 What distinguishes thermal processes is that we can describe

them as stochastic random walks through energy space. A molecule experiences many

collisions, gaining and losing energy until it finally collides with a partner with the right

energy and orientation and reaction ensues. The ultrafast dynamics discussed above also

involve repeated excitation and de-excitation steps, which means that the reaction of the

system resembles a thermal response in some respects as long as we remember that the

electrons and phonons and adsorbates respond with their own characteristic time scales

and the degrees of freedom of the adsorbate will each couple to substrate excitations with

their corresponding time scales, none of which have to be the same. In the end then, the

properties of the desorbed molecules may all look somewhat Maxwell-Boltzmann but the

temperatures describing each degree of freedom need not have anything to do with each

other since each degree of freedom responds to the ultrafast substrate-mediated excita-

tions in its own characteristic way.

Desorption with femtosecond pulses is a highly nonlinear process. Heinz and co-

workers64 used �3mJ, 200 fs pulses at 620 nm to desorb NO from Pd(111). Such pulses

lead to a peak electronic temperature of Te � 3000K. The desorption cross section for

these pulses (� 10�18 cm�2) is much larger than the desorption cross section associated

with nanosecond pulses (< 10�21 cm�2). The desorption yield was found to increase with

the absorbed laser fluence raised to the third power. For O2 on Pd(111) under similar

conditions,65 the yield increased as fluence raised to n � 6. The ratio of population in

v ¼ 1 to v ¼ 0 of NO indicates vibrational excitation in excess of 2000K, while the

rotational population distribution was decidedly non-Boltzmann. A moderately good fit

to this distribution could be obtained by overlapping two thermal distributions, one with

Trot ¼ 400K and the other with Trot ¼ 2600K. The translation distribution was described

by a temperature of Ttrans � 600K. Only a moderate correlation between internal state

and translational energy was observed.

Desorption can unequivocally be assigned to ultrafast coupling of the excited electron

distribution to the adsorbate by observing the time response of the system66 and showing that

desorption has a subpicosecond response time. The time response of the system is recorded

by measuring a cross correlation function of the desorption signal. The cross correlation

function is measured by recording the desorption yield as a function of the delay between

two ultrafast pulses. Figure 8.4 demonstrates how cross correlation reveals the different time

responses of the electronic and phonon temperatures. Analogous measurement can also

reveal the characteristic response time of the excitation that leads to desorption.

Wolf and co-workers63,67 showed that recombinative H2 desorption from Ru(001) can

be driven by 130 fs, 800 nm pulses with pulse energies up to 4.5mJ. At an absorbed

fluence of 60 Jm�2, the translational energy distributions are described fairly well by a

modified Maxwell-Boltzmann distribution with a mean energy corresponding to

Laser and Nonthermal Chemistry 427



�2000K. The time response was investigated by measuring the cross correlation

response of H2 and D2 desorption. The coupling times were found to be 180 fs and

360 fs for H2 and D2, respectively, again indicating that ultrafast electronic excitations are

responsible for stimulating the reaction. The highly nonlinear response to laser fluence

(n � 3) and strong isotope effects are consistent with dynamics described by the

electronic friction model outlined above.

8.3.3 Ablation

If we continue to turn up the intensity of the radiation source, we leave the regime of

laser desorption and enter the regime of laser ablation. Ablation is a general approach to

removing material by photon or particle irradiation in which a substantial amount of the

substrate is removed. The dividing line between desorption and ablation is somewhat

arbitrary. Ablation can be thought of as explosive desorption. In some cases the

mechanism of ablation is predominantly thermal; however, there can also be a stimulated

component. Consequently it is difficult to define ablation mechanistically. Instead it may

be best to define it in terms of the rate of material removal and the intent to remove a

significant portion of the substrate rather than just an adsorbed layer. As we have seen

above, when the desorption flux during a single pulse exceeds a certain threshold, the rate

of desorption becomes so high that the properties of the desorbing flux change due to a

process similar to molecular beam expansion. Around this same desorption rate, we can

draw the dividing line that separates ablation from desorption. For sake of having a round

number, here we will chose to define ablation as the process that is occurring when

roughly 1ML per pulse is removed from the substrate.

Laser ablation leads to the formation of an ablation plume of ejected material.68

Whereas etched material is often forgotten about once it has left the surface, ablation is

used for transferring material from the target to a substrate as well as for texturing the

target. Hence, plume interactions (plume/laser, plume/surface and plume/ambient gas)

are very important in laser ablation. For ejection into vacuum, collisions among the

ablated atoms lead to an expansion phenomenon much like that experienced in a

supersonic molecular beam expansion. For ejection into an ambient gas, a shock wave

forms. Pressures in excess of 100 atm can be exerted on the surface by the plume.

Furthermore, free expansion into vacuum means that redeposition out of the plume is

unimportant, whereas redeposition is extremely important when an ambient gas is present

to impede plume expansion. Redeposition has a measurable effect on ablation rates69 and

can decrease them by a factor of three or more.

The presence of gas above the surface prior to the onset of ablation influences more

than just the formation of the plume.70 Collisions can lead to the formation of clusters.71

Indeed, laser ablation into a buffer gas creates clusters from the ejecta very efficiently.72

The clusters are often observed to form aerosol dispersions when ablation is carried out at

pressures on the order of 100 mbar or more. These aerosol particles can scatter a

significant amount of laser light. Considerable chemistry can also result from the

interactions of the ambient gas, plume and surface. Whereas redeposition lowers the

ablation rate, the presence of a reactive gas significantly increases the ablation rate. For

instance, when a Si surface is irradiated in air with roughly 3 J cm�2 of 248 nm light from

an KrF excimer laser, the ablation rate is �24 greater than when the air is replaced by

428 Surface Science



Ar.73 Si removal is faster yet in the presence of SF6. SF6 does not react with the surface

but F, released either by photodissociation or the interaction of SF6 with the plume

plasma, does. The enhanced ablation can either occur because of direct etching by the

fluorine or because adsorbed species such as SiF, SiF2 and SiF3 are more volatile and

have a higher desorption rate than Si. Plume chemistry can also influence redeposition.

Redeposition can occur by way of clusters that precipitate on the surface, by the

condensation of atoms previously ejected from the surface or by the adsorption of

compounds that have formed in the plume and then subsequently encountered the

surface.

Because ablation involves the removal of a substantial amount of bulk material rather

than just an adsorbed layer, for ablation to occur the laser fluence must be high enough

for the absorbed energy to exceed not just the desorption energy of a single atom but the

binding energy of the solid. When the absorbed fluence per atom exceeds the heat of

fusion of the solid, the solid will melt. Many materials have surprisingly low vapour

pressures in the liquid phase; hence, this phase transition is often not sufficient to produce

a very large desorption flux per pulse. If the laser fluence is increased further such that the

absorbed fluence exceeds the heat of vaporization, the solid is heated to its boiling point

and vaporization occurs. At this point there will be a very significant increase in the rate

of material removal.

Nonetheless, ablation is frequently performed at even higher absorbed fluences at the

point where the lattice is heated beyond the critical temperature. The material is initially

superheated but remains solid until regions of liquid or gas nucleate. At this point an

inhomogeneous phase of vapour bubbles and liquid is formed. The volume of this

inhomogeneous phase expands in the material and explosive evaporation ensues. Just

above threshold, disordering takes tens of picoseconds consistent with a thermal melting

process and ablation is well characterized as a quasi-thermal process. Nonetheless,

ablation will always encompass some degree of both photolytic and photothermal

processes. Particularly for molecular solids and polymers irradiated in the deep UV,

photochemistry plays a role in ablation. When ultrafast lasers are used with pulse widths

of 1 ps or less, a large fraction of electrons can be excited to the conduction band, which

is antibonding, and if a sufficient fraction of the electrons are excited (exceeding �10%),

a highly repulsive state is achieved. The resulting forces cause non-thermal mechanisms

of melting and ablation.74–77 In Si and GaAs nonthermal disordering has been observed

by optical measurements at excitation fluences > 1:5 times the damage threshold.

Ablation can occur in a single laser shot. However, it can also occur via multiple shots.

Repeated laser shots lead to rapid heating, melting and resolidification, which can

incorporate a growing number of defects into the lattice with each successive shot. The

lattice defects correspond to the build up of energy in the lattice and make it

progressively easier to ablate.78

The pulse width of the laser is very important in determining the processes that occur

during laser ablation and the comparison of femto- to nanosecond lasers is particularly

illustrative.76,79 These two pulse regimes are illustrated schematically in Figure 8.9. As

mentioned above for near IR, visible or UV light absorption by a solid, the electrons absorb

the radiation. They equilibrate among themselves within a couple hundred femtoseconds.

The hot electrons then equilibrate with the lattice over the course of many picoseconds.

Thermal diffusion is important during nanosecond irradiation but does not play a role in
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removing energy from the irradiated region when using femtosecond pulses. Because of

these timescales, the interaction of femtosecond pulses in the ablation regime is much

different than that of ns pulses.71 For the same energy deposited, the peak temperature is

higher for fs vs. ns pulses, it is achieved sooner in time and the melt depth (approximately

1mm) is slightly shorter. For a 1 ps pulse incident on a metal at a fluence of 0:15 J cm�2, the

electron temperature peaks after �1.8 ps, the lattice temperature at 27.2 ps. The lifetime of

the melt, roughly 200–300 ns, is still the same as in nanosecond irradiation since

resolidification is determined by the same materials properties.

Femtosecond pulses are absorbed before the lattice has reached its peak temperature

and the onset of ablation; hence, they do not interact with the plume, which begins to

form at around 10 ps. Before 1 ns has elapsed, ablation ceases. Some molten material

may still exist at the bottom of the ablation pit but most of the melted material is

removed. Nanosecond pulses heat the sample comparatively slowly (even though heating

rates can exceed 1010 K s�1). The onset of steady-state ablation is at roughly 5 ns and

continues for many ns after the pulse is over; therefore, considerable irradiation of the

plume occurs. This significantly heats the plume, induces photochemistry and increases

the plume pressure.80 The plasma formed in the plume also shadows the surface and

decreases the laser power that can be coupled into the substrate. The plume has a much

longer lifetime during ns ablation and, therefore, is able to interact more extensively with

the molten surface. A decrease in the ablation threshold of two orders of magnitude was

observed by Preuss et al.81 for thin films of Ni when the pulse length was decreased from

14 ns to 500 fs. The difference can be attributed to decreased shadowing and thermal

diffusion for fs pulses.

Figure 8.9 Femtosecond vs. nanosecond ablation.
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Stuke and co-workers69 have developed a general formula to describe the ablation

depth per pulse d under the following assumptions: (1) absorption is described by the

Beer-Lambert law; (2) reflectivity is constant; (3) ablation occurs after the laser pulse is

over, hence, shadowing can be neglected; (4) thermal conduction is negligible; (5) the

laser fluence exceeds the ablation threshold; and (6) redeposition is negligible. For a

Gaussian laser beam the ablation depth is given by

d ¼ 1

a
ln

f0

fth

� �
ð8:3:8Þ

where a is the absorption coefficient, f0 is the laser fluence at beam centre and fth is the

ablation threshold fluence. The diameter of the ablated spot, D, is given by82

D2 ¼ 2w2
0 ln

f0

fth

� �
ð8:3:9Þ

where w0 is the beam radius. The ablation threshold fluence, fth, is
78

fth ¼
UCv

kBað1� RÞ ð8:3:10Þ

where U is the binding energy of the solid, Cv is the specific heat capacity, kB is the

Boltzmann constant and R the optical reflection coefficient.

The topology of the surface remaining after ablation depends sensitively on the power

density, the number of shots, the laser pulse duration and the composition and pressure of

the ambient gas.79,83–85 Below the ablation threshold and particularly for exposure to

multiple shots, the formation of laser induced periodic surface structures (LIPSS) is

observed.86–88 LIPSS are a general form of laser damage and they form by a variety of

mechanisms and under a wide range of illumination conditions.89 At power densities at and

just below the single shot ablation threshold, columnar or conical structures often form,

especially when ablation occurs in the presence of a reactive gas.90–92 Ordered arrays of

pillars can be produced either by the use of masks or diffraction induced modulation of the

laser intensity profile.83,84,93,94 At intensities significantly above the single shot ablation

threshold and particularly for femtosecond irradiation, ablation leads to the formation of

pits with vertical walls and flat bottoms. Irradiation in this regime can be used for direct

writing of pits, trenches and patterns as small as a few hundred nm across.

8.4 Charge transfer and electrochemistry

Electron transfer to an adsorbate can be induced in a number of ways. The simplest way

is that an adsorbate has an affinity level that drops below the Fermi level of the substrate

when it is bound. Electrons from the substrate will then populate this affinity level either

fully or partially depending on it energetic position. An electron beam whether external

or emitted by an STM tip in field emission mode (see next section) can supply electrons

that attach to an adsorbate. Electrons can tunnel from a tip across a barrier and into an

unoccupied state. Electron or photon irradiation can create hot electrons, which then

attach to an adsorbate in a substrate mediated process. Charge transfer is, of course, the

hallmark of electrochemistry.
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Electrochemistry is defined by chemical transformation that proceed with the partici

pation of free charges (not just shared electrons) as shown Figure 8.10. Charge is

conserved; therefore, one species must be reduced (accept electrons) while another is

oxidized (donate electrons).Whetherwe follow theflowof electrons or holes, charge transfer

must always proceed as follows: electrons move from occupied to empty states and holes

move from unoccupied to occupied states. Furthermore, in order for charge transfer to occur,

the states involved must overlap energetically at least partially within an energy range

allowedby thermalfluctuations.Thegreater the overlap and the smaller anybarrier is (in both

spatial width and energetic height), then the greater the probability (or rate) of exchange.

Here a theory is developed to explain the rate of electron transfer between a solid

electrode and a redox couple composed of Oxþ and Red in solution, following closely the

treatment of Gerischer.95 Each of these species is solvated and the equilibrium solvation

shell about Oxþ differs in structure from the equilibration solvation shell about Red. This

means that if we put Red into the equilibrium solvation shell associated with Oxþ, the
system is not in its equilibrium configuration; rather, it is in a configuration that is higher in

energy by an amount lred known as the reorganization energy. Similarly, if Oxþ is placed in

the equilibrium solvation shell of Red, the system differs in energy by an amount lox. Here
we assume that lred ¼ lox ¼ l:lred is an important quantity because electron transfer

occurs adiabatically, that is, in accord with the Born-Oppenheimer approximation and

considering electron transfer as corresponding to a Franck-Condon transition, an electron

attaches to Oxþ (or leaves Red) faster than the solvent shell can reconfigure itself.

Therefore immediately after reduction Oxþ finds itself with the ‘wrong’ solvent shell

and needs to relax. The important role of solvent shell reconfiguration and thermal

fluctuations are fundamental to the Marcus theory of charge transfer.96,97

The cathodic process occurs from an occupied state in the electrode (the solid surface)

to an empty state in the electrolyte, Oxþ. The anodic process involves electron transfer

from an occupied state on the electrolyte species Red to an empty state in the electrode.

Conservation of energy demands that the levels involved in electron transfer need to be at

the same energy. At equilibrium, where there is no thermodynamic driving force, the

anodic and cathodic currents, i� and iþ respectively, are equal in magnitude (no net

charge flow) to a quantity known as the exchange current i0. The anodic and cathodic

currents are related to the concentrations of the Oxþ and Red – Nox(z) and Nred(z) where z

is the distance from the electrode surface – in terms of ions (or molecules) per cm3; the

Figure 8.10 Oxidation and reduction.
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concentrations of occupied or empty states in the electrode at an energy E � DoccðEÞ and
Demp(E) – expressed in states cm�3 eV�1; the tunnelling probability for electron transfer

as a function of E and z – denoted k(E,z); and the probabilities – Wox(E) and Wred(E) –

that the electronic energy level in the respective redox species reaches by thermal

fluctuations an energy level E. The resulting expressions are

i� ¼
ZZ

NoxðzÞkðE; zÞDoccðEÞWoxðEÞdEdx ð8:4:1Þ

iþ ¼
ZZ

NredðzÞkðE; zÞDvacðEÞWredðEÞdEdx: ð8:4:2Þ

We now specifically deal with electron transfer at a metal electrode. While Equations

(8.4.1) and (8.4.2) are also valid for semiconductors, the presence of a bandgap in a

semiconductor means that both of these expressions have to be split into two integrals

covering the energy range of the valence band and the conduction band, respectively.

Thereby, one also has to distinguish whether the charge transfer occurs via the

conduction band or valence band.

At equilibrium the Fermi energy of the metal and the free energy of the electron in the

redox couple must be equal. Equivalently, this can be stated that the chemical potentials

of an electron in the solid must be equal to the electrochemical potential of an electron in

the redox couple. As argued by Gerischer,98 Gomer99 and Reiss,100,101 this equivalence

allows us to identify the Fermi energy with the redox potential. Charging of the double

layer in the solution causes a shift in the electronic states on both sides of the interface

relative to each other such that the Fermi energy of the metal and the free energy of the

electrons coincide. The Galvani potential difference �j0 quantifies the effect of double

layer charging such that at equilibrium

EF;metal � e�j0 ¼ E0
F;redox: ð8:4:3Þ

At low temperatures compatible with aqueous solutions, the sharp separation between

filled and empty states at EF in the metal means that electron transfer can only occur in a

narrow energy range close to EF.

With suitable approximations, the probability of reaching the energy level at E0
F;redox

requiring �E ¼ l is, therefore,

Wð�E ¼ lÞ ¼ ð4plkBTÞ�1=2
exp

�l
4kBT

� �
; ð8:4:4Þ

for both Oxþ and Red. The exchange current density in A cm�2 assuming unequal

concentrations NoxðzÞ 6¼ NredðzÞ is approximated by

i0 ¼ k0 eðNox;0 Nred;0Þ1=2 exp �l
4kBT

� �
; ð8:4:5Þ

where k0 is a rate constant with dimensions cm s�1. Note that the density of states at the

Fermi energy does not appear in this expression as a result of the resonance between

interacting electronic states.
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Current flow is induced by placing a bias on the metal electrode. The overpotential Z is
defined as the potential of the metal relative to the electrolyte compared with the

equilibrium value

Z ¼ �j0 ��j: ð8:4:6Þ
The effect of the overpotential is to shift the position of the metal’s electronic states

relative to the electrolyte by an amount �eZ. At anodic (Z > 0) or cathodic (Z < 0)

polarization, the position of EF,metal relative to the reference state in the electrolyte is

given by

EF;metalðZÞ ¼ E0
F;redox � eZ: ð8:4:7Þ

The resulting anodic and cathodic currents are then

iþ ¼ i0 exp
1

2

eZ
kBT

� �
ð8:4:8Þ

i� ¼ i0 exp � 1

2

eZ
kBT

� �
ð8:4:9Þ

The symmetrical factors of ½ are only approximate and hold for a symmetrical energy

level distribution of the levels of Oxþ and Red about E0
F;redox. More generally for a one

electron transfer they are replaced by the (apparent) charge transfer coefficients a and b
subject to the constraint

aþ b ¼ 1: ð8:4:10Þ
If we also allow for the concentrations Nred and Nox to diverge from the starting values

Nred,0 and Nox,0, the total current is given by

i ¼ i0
Nred

Nred;0
exp

aeZ
kBT

� �
� Nox

Nox;0
exp � beZ

kBT

� �� �
: ð8:4:11Þ

Equations of this form are known as Butler-Volmer equations.102,103

Advanced Topic: Semiconductor Photoelectrodes and the Grätzel
Photovoltaic Cell

The rate of charge transfer at a semiconductor electrode responds to an applied voltage

much differently than at a metal electrode.104 The electron concentration at the surface of

a semiconductor ns (cm
�3) is related to the potential applied to the electrode E and the

flat band potential Efb by

ns ¼ ns0 expðqðEfb � EÞ=kBTÞ ð8:4:12Þ
where ns0 is defined as the value of ns at E equal to E(Oxþ/Red), the Nernst potential of
the redox couple in solution. At forward bias, ns increases exponentially with �E and the

net current across the liquid/semiconductor interface increases. The net flux of electrons

J(E) in A cm�2 from the conduction band to the acceptor of concentration [Oxþ] (cm�3)

in solution is given by
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JðEÞ ¼ �eket½Oxþns ð8:4:13Þ
where ket is the electron transfer rate constant (cm4 s�1). Unlike the case of a metal

electrode, this is a second-order rate law that explicitly contains the electron concentra-

tion and, because of this, the rate of charge transfer changes in response to an applied

potential because it changes the electron concentration rather than changing the rate

constant or the energetics.

A photovoltaic cell converts light into electricity and is the basic technology behind a

solar cell. Light is absorbed in a semiconductor to create an electron-hole pair. Two

biased electrodes are required to separate the charges and collect the electrons and holes.

The voltage produced by the cell is related to the separation between energy levels, while

the current is proportional to the amount of light absorbed minus the number of carriers

lost to recombination of electron-hole pairs. The external efficiency of a solar cell is

defined as the ratio of the incident power to the electrical power produce

�ext ¼ Pin

Pout

: ð8:4:14Þ

The external efficiency can be related to specific materials properties. First, the light

harvesting efficiency LHE at a particular wavelength l is defined as

LHEðlÞ ¼ 1� 10�ad; ð8:4:15Þ
where a is the absorption coefficient and d the thickness of the cell. The external quantum
efficiency EQE (also called incident photon to charge carrier conversion efficiency IPCE)

relates the number of electrons produced in the external circuit at a particular wavelength

to the number of photons at that wavelength incident on the device

EQEðlÞ ¼ LHEðlÞfinjZcoll ð8:4:16Þ
where finj is the quantum yield of electron injection from the excited sensitizer to the

conduction band and Zcoll is collection efficiency of the external circuitry. The quantum

yield of injection is related to the competition between the rate of injection (characterized

by the rate constant kinj) compared with all radiative and nonradiative deactivation

processes (characterized by kdeact)

finj ¼
kinj

kinj þ kdeact
: ð8:4:17Þ

Defects in the bulk crystal structure and recombination centres on the surface, known as

traps, provide sites for the recombination and deactivation of free carriers. Removal of

traps (passivation) often involves a chemical process such as the termination of dangling

bonds with a suitable adsorbate. Both oxygen and hydrogen can accomplish this for

silicon. Extremely low coverages of surface traps are required for optimal photovoltaic

cell operation.

Dye molecules act as the sensitizer – the absorber of the radiation – in a Grätzel cell.

Dyes in the solution phase would efficiently lose their electronic excitation by radiative

decay with almost unit quantum efficiency. However, here we take advantage of the

strongly quenched nature of electronic states in chemisorbates. In the case of an

adsorbate that is strongly coupled to a semiconductor surface, the excited state rapidly
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loses its energy by injecting the excited electron into the conduction band of the

substrate. Injection lifetimes on the order of 1 ps or less must be attained such that

injection competes favourably compared with deactivation by the electrolyte. With

properly engineered molecules, injection efficiencies exceeding 90% have been

achieved.

The external efficiency is reduced by recombination and reflection since both reduce

the number of carriers that are extracted. Recombination occurs either when conduction

band electrons are injected back into the sensitizer or if they are used to reduce triiodide

I�3 þ 2e�ðTiO2:cbÞ�!3I�: ð8:4:18Þ
As shown below, the iodide/triiodide redox couple is used to complete the circuit in the

Grätzel cell.

External efficiency (but not the external quantum efficiency) is also reduced by the

relaxation of hot electron and holes. Above we saw that excited electrons are subject to

ultrafast relaxation. Electrons excited above the conduction band minimum rapidly relax

to Ec and then reside there waiting to recombine unless they are extracted under the

influence of an electric field. The difference between the initial electron energy and Ec is

lost to the cell as heat. Therefore the most efficient photovoltaic cell is created by

matching the absorption characteristics of the semiconductor to the light source such that

the bandgap of the semiconductor is only slightly smaller than the photon energy. For a

Table 8.1 The price, world production, economically recoverable world reserves (both in
thousand metric ton, kMt) and reserves to production ratio (R/P) for several materials
commonly associated with solar cell.105

World World
Material Price/$ kg�1 Production / kMt Reserves / kMt R/P

As 2.09 59.2 1 776 30
Al 2.64 33 100 At 8%, 3rd most 1

abundant element in
Earth’s crust

Au 21 472 2.5 90 36

Cd 2.80 20.9 1600 77
Cu 6.80 15 300 940 000 61
Ga 500 0.16 1000 6250

�2000 as GaAs wafer
Ge 880 0.1 no estimate —
In 855 0.48 6 12.5
Sb 4.95 131 3900 30
Se 66 1.39 170 122
Si 0.77 metallurgical grade 4 700 At, 28%, 2nd most 1

100–300 as wafer abundant element in
Earth’s crust

Sn 11.44 273 11 000 40
Te 220 �0.128 47 367
TiO2 (rutile) 4.65 / Mt 444 100 000 225

2.57 pigment grade
Zn 3.19 10 000 460 000 46
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broadband source such as solar radiation, which is 5% UV, 46% visible and 49% near

IR, this is impossible with a single material. However a multi-junction solar cell

composed of, say, one material to absorb blue light, another to absorb red and a third

to absorb IR can approximate this effect rather effectively.

If solar energy is going to be implemented widely, thousands of square metres of solar

panels will have to be installed. By far the most common semiconductor material used in

solar cells is silicon in either single crystalline, multicrystalline or amorphous form. Silicon

is a great choice of material based on its abundance in the Earth’s crust, see Table 8.1, and

because of the vast experience of producing silicon microelectronics. In 2006 for the first

time, the amount of Si used in solar cells exceeded the amount used to produce integrated

circuits. Abundance does not necessarily translate into inexpensiveness since the Siemens

method of producing ultrapure wafer grade silicon is ridiculously expensive and the world

capacity is currently constrained. The market cries out for less expensive methods of

producing silicon. Combining Ge with Si in the form of superstructures, alloys or quantum

dots is also actively being pursued.

GaAs is an attractive material based on performance but it is not so easily grown into

large wafers and the supply of Ga is constrained because it is produced as a byproduct of

Zn and Al smelting. Indium is very useful either in the form of indium tin oxide (ITO), a

transparent conducting oxide, or in compound semiconductors. Its supply is severely

constrained as it, too, is a byproduct of Zn smelting and is predominantly consumed in

the manufacture of LCD flat panel displays and electroluminescent lamps. Copper

indium disulfide (CuInS2 or CIS) and CuInSe2 are other In containing materials, as

well as from GaxIn1�xAs, AlxGayIn1�x�yP, GaxIn1�xP, that are actively being investi-

gated.

Titania (TiO2 in the rutile or anatase forms) is a wide bandgap semiconductor that is

found naturally in abundant quantities. The �3 eV bandgap of this material means that it

is a great scatterer rather than absorber of sunlight and for this reason it is commonly

used as a white pigment in paints etc. That it does not absorb sunlight appears to rule it

out as a material of interest for solar cells. However, this is not the case as shown by

Grätzel.106,107

The idea behind the dye sensitized cell (DSC) or Grätzel cell is illustrated in Figure

8.11. TiO2 has a bandgap too large to absorb sunlight. However, a suitable dye

molecule adsorbed to the surface could potentially absorb solar radiation efficiently

(or several different ones can be selected to absorb different parts of the solar

spectrum). If a dye molecule can be found that has an excited state located at an

energy just above the bandgap of TiO2, charge injection out of the excited state and into

the semiconductor should be quite efficient. The TiO2 anode onto which the dye is

adsorbed is biased to transport the electron to a conducting glass such as ITO or

fluorine-doped tin oxide (FTO). Apart from the anatase form of TiO2 also ZnO, SnO2

and Nb2O5 have been investigated as semiconducting substrates. Even though only a

monolayer of dye is adsorbed on the semiconductor, photon absorption can be quite

high if a high surface area nanocrystalline/porous semiconductor is used. Because of

the large bandgap of the semiconducting nanoparticles, the skeleton of the porous

network, which they comprise, does not absorb light. Only the dye molecules adsorbed

on the surface of the nanoparticles absorb light. Ruthenium complexes are commonly

employed as the dye.
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The circuit needs to be closed by electron injection from the cathode back to the dye.

This does not occur directly because the cathode is physically separated from the dye-

covered surface. Instead a redox couple is used to transport the electron and neutralize the

adsorbed dye molecule without reacting with it chemically. The electrolyte usually

consists of an organic solvent containing the iodide/triiodide redox couple. Electron

transfer from I� to the dye ensures that the electron injected into the conduction band

does not recombine with the dye, thus negating the photoeffect. The I� is regenerated by

reduction of triiodide at the cathode. The cell voltage corresponds to the difference

between EF of the semiconductor and the redox potential of the electrolyte.

Quantum dot based devices are another area of active research for advanced solar cell

device architectures.108 Quantum dots can take the place of the dye sensitizer. Both CdS

and CdSe quantum dots can inject electrons into TiO2, SnO2 and ZnO after absorption of

light. PbS, InP and InAs quantum dots covering TiO2 have also attracted attention. One

reason why quantum dots are so attractive is that quantum confinement effects allow their

absorption spectrum to be tuned by controlling their size so that their adsorption spectrum

can be matched to the solar irradiance. A particularly exciting advance is the production of

more than one electron per absorbed photon in PbSe nanocrystal quantum dots.109

8.5 Tip Induced Process: Mechanisms of Atom Manipulation

When the tip of a scanning probe microscope (SPM), particularly a scanning tunnelling

microscope (STM) is brought close to an adsorbate covered surface there are a number of

mechanisms by which the tip can perturb the system. First we list them here and then we

look at each in turn in more detail.

� Electric field effects

Figure 8.11 Schematic diagram of a Grätzel cell. Reproduced from M. Grätzel, Inorg. Chem.
44, 6841. Copyright (2005), with permission from the American Chemical Society.
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� Electron (or hole) stimulated desorption

� Vibrational ladder climbing akin to DIMET/electron friction

� Pushing adsorbates with repulsive forces

� Pulling adsorbates with attractive forces

� (Reversible) Chemical bonding to tip

We also need to note that there are two very different modes of electron emission from

an STM. In field emission mode, the bias on the tip is made sufficiently negative that

electrons are excited above the work function barrier and accelerated out of the tip toward

the surface. The kinetic energy of the electrons is set by the voltage difference between

the tip and surface. The only distance dependence involved in field emission is in the

current density rather than the current, as the field emission beam is divergent. In

tunnelling mode, the electrons are not excited above the barrier that holds them in the

metal. Instead, they tunnel through this barrier. The tunnelling rate is dependent on

overlap with the state that accepts the electrons. The kinetic energy of the electron is zero

because the electron is transported quantum mechanically through the barrier to a level

with the same energy on either side of the barrier. When the electron tunnels directly into

a localized state, for instance a surface state or an adsorbate related state, the process is

termed resonant electron tunnelling.

8.5.1 Electric Field Effects

In imaging mode an STM tip is brought within �1 Å of the surface and is biased to a

voltage of �1V. This corresponds to an enormous electric field of 1V Å�1 and fields of

this magnitude represent a significant perturbation to the chemical and physical

environment in which adsorbate and substrate atoms find themselves. These fields will

polarize bonds potentially leading to field induced desorption, can induce new localized

modes just below the tip,110 and will influence the trajectories of any charged particles.

For imaging, the tip–sample distance is often increased by operating at the lowest

possible tunnelling current. The increased separation reduces the field and lessens

likelihood of perturbing the sample. If manipulation is the aim of the tip/surface

encounter, then the current is cranked up so that the tip approaches the surface as

closely as possible without crashing into the surface. For any biased tip, the electric field

must be taken into account for all of the interactions listed below.

8.5.2 Tip Induced ESD

An SPM tip can be used as a localized source of electrons. If the bias is properly adjusted,

the emitted electrons can cause electronic excitation just as a far-field electron gun can.

These electrons can induce electron stimulated desorption and the mechanisms discussed

above are just as valid for tip induced ESD as they are for an external electron gun. There

are some modifications that need to be mentioned. First is the localized nature of the

electron irradiation. A tip acting in field emission mode sprays electrons onto only a few

nearby atoms. Only these atoms will be excited and, therefore, the removal of atoms by

ESD can be a highly localized process. This was demonstrated by Chabal and co-

workers111 for H adsorbed on Si(111). Excitation can also be caused by the injection of

holes. The injection of electrons versus holes is controlled by controlling the tip to
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sample bias denoted VS, with positive VS defined as the surface held positive with respect

to the tip and VS < 0 when the surface is negative with respect to the tip. Electrons

always flow from occupied states to unoccupied. Holes are injected from empty states

into filled states.

The various tip induced electronic excitations are illustrated in Figure 8.12. In panel (a)

the bias is set such that the Fermi level lines up with the energy of an unoccupied

Figure 8.12 Electronic excitations associated with tip induced processes. (a) Electron injec-
tion at VS > 0 into an empty adsorbate state leads to temporary anion formation. (b) Hole
injection at VS < 0 leads to temporary cation formation. (c) Inelastic electron scattering with
VS > 0 leads to direct electronic excitation. After Comtet et al. Phil. Trans. Royal Soc. London
Ser. A, 362, 1217. Copyright (2004), with permission from the Royal Society of London.

440 Surface Science



adsorbate level to affect resonance charge transfer. A temporary negative ion state is

formed on the adsorbate (electron attachment). This state may itself be a repulsive (or

attractive) state either with respect to the adsorbate–surface bond or one of the

intermolecular adsorbate bonds. Decay of this state by loss of the electron into the

substrate may lead to vibrational excitation as discussed in Section 2.4.2. In Figure 8.12

(b) the surface is biased negatively and holes flow from unoccupied states near EF of the

tip into an occupied stated of the adsorbate. The evolution of the temporary positive ion

adsorbate state by hole attachment is then analogous to the evolution of a temporary

anion: it can be neutralized by charge transferred from the substrate, which can be

accompanied by electronic or vibrational excitation of the adsorbate compared with its

initial state before hole injection.

The flux of excitations is related to the current. Hence by analogy to Equation (8.2.10),

we should expect the rate of change of coverage for desorption to be proportional to the

tunnelling current according to

dy
dt

/ In: ð8:5:1Þ

The power n can be associated with the number of electrons involved in the process if

direct excitation of the adsorbate is responsible for the tip induced process. However, just

as in the case of laser excitation, if the excitation is substrate mediated then the exponent

n is not directly interpretable in terms of the number of electronic excitation required to

bring about change.

The H/Si system illustrates some of the complications introduced by the tip, in

particular, what is the final state of the desorbed product? For ESD with an external

electron gun source, the question is fairly easily answered and we expect Hþ, H and H�

to be formed in various proportions that depend on the exact details of the system

including Ts, y(H), which Si plane is used and the electron energy. When a tip is used for

excitation, several nearby atoms can be excited simultaneously. The hydrogen may be

able to leave in this case by recombinative desorption to form H2. The tip can also

influence the desorption trajectories both because of the electric field and because of its

physical presence. If the desorbing particle lands on the tip, the final state of the product

is then an adsorbed H atom or H2 molecule (or two H atoms if a desorbed molecule

adsorbs dissociatively on the tip). The final state for the particles desorbed by an external

source is a free gas phase particle; consequently, the energetics of tip induced ESD can be

completely different from electron gun induced ESD.

8.5.3 Vibrational Ladder Climbing

If the current of electrons flowing out of a tip can be increased sufficiently such that the

rate of excitation from these electrons rivals the rate of vibrational relaxation for the

adsorbate, a vibrational ladder climbing mechanism of desorption similar to that

discussed above as DIMET/electronic friction can occur. Both of these limits, one in

which direct electronic excitation is involved and one in which only direct vibrational

excitation occurs, are possible. The latter mechanism is often thought to be more

important; however again, these two limits are not as distinct as they may at first seem

because of the possibility of the adsorbate having a resonance near EF.
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Avouris and co-workers113 were the first to observe a vibrational ladder climbing

mechanism of desorption for H/Si(100) and they demonstrated that single atoms wide

lines can be fashioned as a result. This represents the ultimate in lithographic resolution.

The H/Si system is particularly well suited for this type of desorption mechanism because

the vibrational lifetime is so long (�1 ns on Si(111) and �10 ns on Si(100)33) compared

with, for instance, adsorbates on metal surfaces (�1 ps). At first an electronic friction

model similar to that discussed above was used to describe the dynamics induced by

inelastic scattering of the electrons emitted from the tip. However, Dujardin and co-

workers114 have recently suggested that a modified desorption mechanism should be

considered. In this mechanism, developed by Persson and co-workers,110 coherent

multiple quantum vibrational excitations take place rather than incoherent excitations.

The roles of these two types of excitations remain an outstanding challenge in dynamics

of surface processes.

Both tip induced ESD and vibrational ladder climbing are low probability events, with

efficiencies of 10�6 desorption events per incident electron being commonly reported.

Note that desorption need not be the only outcome of either of these types of excitations.

Diffusion across the surface and chemical reactions can also occur. For instance, Stroscio

and co-workers115 built CoCun nanostructures using atom manipulation techniques

discussed below and then resonant interactions between the tip and the electronic

structure of the CoCun nanostructure to move atoms in the nanostructure as shown in

Figure 8.13. Inelastic electron scattering vibrationally excites a linear CoCu2 species and

causes the Co atom to hop into a neighbouring site, which leads to a bent CoCu2
structure. They observe a threshold for switching configurations at a bias of 15mV and

suggest that electron attachment leads first to electronic excitation (possibly to an ionic

intermediate state) followed by quenching, which leaves the nanostructure in a vibra-

tionally excited state that converts from the linear to bent forms. Not only the energy of

excitation is important for atom resolved manipulation of nanostructures but also the

location of excitation. If the excitation of a particular orbital is responsible for the

manipulation event (desorption, hopping, chemical change) then the probability of the

tunnelling event is maximized by maximum overlap in both energy and geometric space.

The tip must be not only at the correct bias but also above the correct orbital to have

maximum effect.

Ho and co-workers116 used a STM tip to induce dissociation of O2 chemisorbed at

50K on Pt(111) one molecule at a time. Resonant inelastic electron scattering at biases in

the range 0.2–0.4V was used vibrationally to excite the O2. O2 is very weakly

chemisorbed and was found in an fcc site, a bridge site and at steps. The behaviour of

these three species with respect to inelastic electron scattering is distinctly different. O2

in the fcc site only dissociates whereas the bridge bound O2 can dissociate or desorb. The

step bound O2 exclusively desorbs. These results show that the dynamics of chemisorbed

molecules can be very sensitively dependent on their adsorption configuration.

The adsorption configuration is also very important for inducing chemical bond

formation with an STM tip. Rieder and co-workers117 used an STM tip to cleave the I

atoms off two adsorbed iodobenzene molecules by irradiating them with 1.5V electrons.

They then used lateral manipulation (see below) to position two phenyl fragments next to

each other along a step on a Cu(111) surface. Because of the low temperature (20K) and

the presence of a reaction barrier, the phenyls do not spontaneously react. When
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irradiated with 0.5V electrons, however, they couple to form a biphenyl molecule in a

manner consistent with the copper catalysed Ullmann reaction. The reaction was found to

be much easier to induce for two phenyls bound along a step edge than on the terraces.

8.5.4 Pushing

In the macroscopic world, we can easily imagine taking a needle and pushing around

small particles. As long as thermal energies are larger than the forces holding any of the

Figure 8.13 Atomicmanipulationof aCoCu2 chain.Model of aCoCu2molecule on theCu(111)
substrate in (A) linear and (B) canted configurations, corresponding to the Co atom (dark) in the
fcc and the hcp sites, respectively. (C) Distribution of residence times of the Co atom in the high
current state with a fit to an exponential decay. (Inset) A portion of the tunnelling current vs. time
traceobtained in the left vicinity of theCoatom in theCoCu2molecule at15.4mVsamplebias. (D)
Fccquantumyield as a functionof samplebias at fixed tip-sample separation. Symbols correspond
to different set-point currents for each measurement. The tip-sample separation varied by 0.75 Å
when changing the current set point from 1 to 6 nA at 40mV sample bias. (E) Transfer rate for the
Co atom out of the fcc site as a function of tunnelling current obtained at a fixed sample bias of
40mV for the CoCu2 molecule. The three curves were obtained at different locations near the Co
atom and are fit to In (lines). The average of the three data sets yields n ¼ 1:3� 0:1 (lines).
Reproduced from J.A. Stroscio et al., Science 313, 948. Copyright (2006), with permission of the
American Association for the Advancement of Science.
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particles to the needle, the particles will not stick to the needle and are pushed into new

positions. This is an effective method of clearing a line but an ineffective method of

positioning the particles since it is hard to control the trajectory of the particle. If the

needle is idealized as a cylinder and the particle as a ball, the difficulty in controlling the

trajectory is understood by the high degree of sensitivity of the direction of momentum

transfer to the exact angle of impact between two curved surfaces.

Many of the same considerations can be brought to bear on the interaction of an inert

SPM tip with an unreactive molecule, for instance, the interaction of two closed shell

species or if the tip is functionalized with a molecule that does not bind to the adsorbate

that is to be manipulated. If the repulsive force generated by the tip–adsorbate interaction

can overcome the adsorbate’s diffusion barrier, the adsorbate will be pushed from one site

to the next. The direction of pushing will generally be somewhere in the forward half

space (the semicircular region in the plane of the surface in front of the tip) but the exact

site into which the adsorbate is pushed can sometimes be hard to control. The height of

the tip, scan speed and scan direction must all be controlled to control pushing. The

manipulated atom might not follow the path of the tip directly since the diffusion

potential is not flat, causing the adsorbate to follow crystallographically preferred paths

that deviate from the exact course of the tip. In fact, there may be certain directions in

which the diffusion barrier is so high that manipulation by pushing is impossible. Surface

defects such as steps may pose insurmountable barriers or the Ehrlich-Schwoebel barrier

may mean that an adsorbate can only be pushed over a step in one direction. Very large

molecules are less sensitive to corrugation of the surface because they extend over several

surface atoms and they tend to follow the direction of the tip more accurately.

8.5.5 Pulling

Aweakly bound adsorbate can be attracted to a tip by van der Waals interactions. In this

way it may attach to the tip and be manipulated by pulling. However, if the attraction to

the tip is comparable to the adsorbate/surface attraction, thermal fluctuations will

eventually force the adsorbate to fall off the tip at a different location. The exact

trajectory will be unpredictable since both hopping onto and hopping off the tip are

stochastic processes.

8.5.6 Atom Manipulation by Covalent Forces

To facilitate controllable placement of atoms from one location to another, we need a

more precise and switchable method of picking up atoms with an SPM tip and depositing

them at a predetermined location. This is how the corral structure shown in Figure 8.14

was made by Manoharan, Lutz and Eigler.118 Eigler and Schweizer119 were the first to

demonstrate controlled atom manipulation and the ability to make structures by

positioning single atoms. They used what is now called lateral manipulation to write

IBM in Xe atoms on a Ni(110) surface. Lateral manipulation involves moving the tip

above the adsorbate, moving it along the surface to a predetermined location and then

retracting the tip while leaving the atom in the new adsorption site. In a sliding mode of

manipulation, the atom is trapped between the biased tip and the sample as the tip is

moved. The electric field associated with the tip can either strengthen or weaken bonds in

the region between it and the surface and this can facilitate the activation of local
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dynamical phenomena such as sliding of the atom into a new position.110 Pushing and

pulling are also examples of lateral manipulation.

Eigler was also the first to demonstrate vertical manipulation in which the molecule/

atom is first adsorbed on the tip, the tip is retracted and moved to a predetermined

location at which the molecule/atom is desorbed in a controlled manner. Vertical

manipulation is much more controllable and can be extended to producing nanostruc-

tures. It can be used not only to move adsorbates but also to extract atoms from a surface

and reposition them.120 Kolb121 has demonstrated that metal atoms can be placed onto a

tip and then deposited onto a substrate in an aqueous electrochemical environment to

form reproducibly sized and spaced nanostructures at a high rate. Vertical manipulation is

able to transfer atoms and molecules to any position on the surface and is not impeded by

defects, such as steps, as is lateral deposition.

Persson and co-workers122,123 and Avouris and co-workers124 independently arrived

very similar explanations of the vertical transfer of Xe atoms. The essential ideas are

embodied in Figure 8.15. The Xe atom can be adsorbed either on the tip or the substrate.

The binding, depicted by the wells shown in Figure 8.15, is roughly equivalent on both

Figure 8.14 A quantum corral produced by atom manipulation. This STM image shows Co
atoms arranged into an ellipse on Cu(111). Under appropriate conditions, a Co atom placed at
a focus within the ellipse leads to a mirage signal, which appears as a virtual atom at the other
focus. Reprinted from H.C. Manoharan et al., Nature (London) 403, 512. Copyright (2000),
with permission of Macmillan Magazines Ltd.
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surfaces when no bias is applied. Even if the tip is not originally composed of the same

metal as the substrate, it can easily be coated with these atoms by ramming the tip into

the surface and this is one way in which an equivalency in binding energies between the

tip and substrate can be ensured. When a bias is applied to the system (Figure 8.15(b)) the

adsorption wells shift such that one is now deeper than the other. In this case the bias is

chosen to increase the binding strength on the tip. At a sufficiently high bias the barrier

between the two wells is reduced to the point where current driven inelastic electron

scattering or thermal fluctuations induce vibrational ladder climbing that transfers the

atom from one well to the next. The atom then hops onto the tip, which can be retracted

and positioned at any arbitrary location. By reversing the bias the attraction of the atom

for the substrate becomes greater than the attraction for the tip and the atom is transferred

back to the surface at the new location.

8.6 Summary of Important Concepts

� Laser irradiation with nanosecond pulses can induce localized temperature increases at

rates approaching 1010 K s�1.

Figure 8.15 The mechanism of vertical manipulation. (a) Schematic picture of the atomic
switch. (b) Double well model for atom transfer based on truncated harmonic oscillators. In the
vibrational heating mechanism, the atom transfer results from stepwise vibrational excitation of
the adsorbate–substrate bond by inelastic electron tunnelling as depicted by arrows between
the bound state levels of the adsorption well 1. Reproduced from S. Gao et al., Phys. Rev. B 55,
4825. Copyright (1997), with permission of the American Physical Society.
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� Lasers can be used to drive the pyrolytic (photothermal) and photolytic (photoche-

mical) processes.

� Electronic excitations relax on an ultrafast time scale and the responses of metals and

semiconductors to photoexcitation differ in important ways.

� Electron–electron relaxation processes are much faster than electron–phonon relaxa-

tion.

� Excited state lifetimes of adsorbate electronic states that do not fall in a bandgap are

on the order of 1 fs.

� The MGR and Antoniewicz models, composed of excitation–propagation–quenching–

desorption steps, are the basic models to understand desorption induced by electronic

transitions (DIET) and surface photochemistry.

� Desorption and reactions stimulated by ultrafast lasers can be understood within the

framework of desorption induced by multiple electronic transitions (DIMET) and the

electronic friction model.

� Tip induced processes of adsorbates bear resemblances to DIET and DIMET/friction

mechanisms but we need also consider electric field and proximity effects that allow

for the high levels of control associated with atom and molecule manipulation.

� Stimulated chemistry can be categorized as direct or substrate mediated as well as

linear or nonlinear. The latter refers to how the rate of the process is related to the

excitation source fluence.

� Electrochemical charge transfer happens as the result of a Franck-Condon transition of

an electron from a filled to an unoccupied state (or of a hole from an unoccupied to a

filled state).

� Anodic or cathodic current flows when the overpotential is adjusted so that an

electronic state in the electrolyte lines up with the Fermi energy of a metal electrode

(or an appropriate band edge of a semiconductor).

� An SPM tip can be used to create nanostructures by a variety of mechanisms including

localized desorption, lateral manipulation and vertical manipulation.

8.7 Frontiers and Challenges

� Understanding and modelling the nature of excited states at surfaces.

� Using lasers to make subwavelength size features.

� Structure formation during laser ablation.

� Further understanding and control of tip induced processes.

� Does coherent multiple quantum vibrational excitation play a role in tip induced

desorption?

� The mechanism of charge transfer at solid surfaces, particularly how ions inject or

accept charge and what controls the kinetics reactions such as the oxygen reduction

reaction 1
2
O2 þ 2Hþ þ 2e��!H2O.

� The kinetics of charge exchange between light harvesting adsorbates and semicon-

ductor surfaces.104

� Photocatalysis with solar radiation, for instance, to create H2 by means of water

splitting125,126 or to create other fuels.108
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8.9 Exercises

8.1 Calculate the peak power, time averaged power, fluence and number of photons per

pulse for (i) a Nd:YAG laser operating at 532 nm with a pulse energy of 100mJ, a

pulse length of 7 ns and a repetition rate of 10Hz, and (ii) a Ti:sapphire laser

operating at 800 nm with a pulse energy of 10 nJ, a pulse length of 80 fs and a

repetition rate of 1 kHz. Assume that the laser beam is focused into a spot with a

diameter of 500 mm.

8.2 A 1 nW cw HeNe laser operating at 633 nm is incident on a surface. Describe the

distribution of excited carries near the surface for (a) an n-type doped Si substrate

with a 100 nm space charge layer, (b) a p-type doped Si substrate with a 100 nm

space charge layer, and (c) a metal substrate.

8.3 Given that the Maxwell number density speed distribution is

NðvÞdv ¼ 4b3=2

p1=2
v2 expð�bv2Þdv ð8:9:1Þ

and that the Maxwell flux distribution of velocities is obtained by multiplying N(v)

by v

f ðvÞdv ¼ vNðvÞdv; ð8:9:2Þ
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show that the TOF distribution measured by a flux detector is given by

IfluxðtÞdt ¼ af
L4

t5
expð�bðL=tÞ2Þdt ð8:9:3Þ

and that the TOF distribution measured by a density detector is given by

IfluxðtÞdt ¼ ad
L4

t4
expð�bðL=tÞ2Þdt: ð8:9:4Þ

Note that b ¼ m=2kBT and af and ad are normalization constants.

8.4 Explain why the temperature of the electrons in a metal excited by a 10 fs pulse

significantly exceeds the phonon temperature in the subpicosecond time scale.

8.5 (a) Calculate the characteristic depth of energy deposition and the surface tempera-

ture jump induced by a 10 ns, 248 nm pulse incident on a polished Si surface initially

held at 300K for irradiances of 0.002, 0.2, 2 and 20MWcm�2. 248 nm is the

wavelength of a KrF excimer and is near the absorption maximum for Si.

r ¼ 2:329 g cm�3, k ¼ 0:88 cm2 s�1, Cp ¼ 0:71 J g�1 K�1, R ¼ 0:675 and

a ¼ 1:087� 106 cm�1. (b) Compare this with the temperature rise induced by a

cw HeNe laser operating at 633 nm and irradiances of 1, 10 and 100mW either for

uniform illumination or for a beam focused such that w ¼ 1mm, R ¼ 0:349 and

a ¼ 3:931� 103 cm�1.

8.6 Describe the difference between a pyrolytic and a photolytic process.

8.7 CO was dosed onto Pt(111) at 80K as in Exercise 3.18. TPD clearly demonstrates

that CO adsorbs with near unit sticking coefficient. Using Auger spectroscopy,

however, only a small signal near the detection limit is measured for all exposures.

Explain this result and the discrepancy between the two methods of CO coverage

determination.

8.8 Make an assumption about the isotopic dependence of the various parameters in

Equation (8.2.1.8) and show that the ratio of the desorption cross section of one

isotope to another is given by

sdð1Þ
sdð2Þ ¼

1

P

� � ffiffiffiffiffiffiffiffiffiffi
m1=m2

p
�1

: ð8:9:5Þ

8.9 Consider (a) H2O and (b) D2O adsorbed on Pd(111).127 Given the data in the table

below, calculate sex and P.

8.10 Consider a CO molecule adsorbed on a metal surface such that its 5s state lies far

below EF, its 2p
 state is very close to but slightly above EF and the 6s* state lies

far above EF. Describe the electron dynamics that lead to two different 5s�2 states

after absorption by the absorbed CO of a photon with an energy that is resonant

with the 5s ! 6s
 transition.

sd(H2O)/�10�18 cm2 sd(D2O)/�10�18 cm2

Desorption 0.046 0.033
Dissociation 1.35 0.600
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8.11 Describe why vertical manipulation is more versatile than lateral manipulation.

8.12 Describe how the presence of a bandgap changes the absorption of light and

relaxation of charge carriers in a semiconductor compared with a metal.

8.13 Describe how carrier recombination and ultrafast relaxation of electrons affect the

efficiency of a solar cell.

8.14 The bonding orbital associated with the Si–H is a 5s orbital at �5:3 eV below EF. It

has an intrinsic width of � ¼ 0:6 eV.128 Assuming that direct excitation of this

orbital can be used to form a repulsive state, what is the minimum force and the

minimum excited state potential slope required to desorb H from the surface by

direct electronic excitation of this orbital. Take the Si–H bond strength to be

3.05 eV.129

8.15 Hydrogen-terminated Si surfaces can be made with a level of perfection that

exceeds all other surfaces. When free carriers are made they recombine at defects

in the bulk or at the surface in traps. Si crystals can be made with such perfection

that for a d ¼ 200 mm thick sample, recombination of electrons and holes only

occurs appreciably at the surface. The surface recombination velocity S is related to

the coverage of surface traps sss, the recombination cross section srec and the

electron velocity v by

S ¼ ssssrecv: ð8:9:6Þ
The recombination cross section is srec � 10�15 cm2 for nonresonant capture. The

velocity is reflective of a thermal value. The recombination velocity of H-

terminated Si can be as low as 0:25 cm s�1.130 Use the relationship between hot

carrier lifetime t and S

1

t
¼ 1

tb
þ 2S

d
; ð8:9:7Þ

where tb is the bulk lifetime, to estimate the coverage of surface traps sss and the

lifetime of hot carriers t. How does sss compare with the number of surface atoms?

8.16 Direct vibrational excitation with IR lasers is possible.56,131,132 Consider the

behaviour of two very different systems. (i) H2 and HD coadsorbed on LiF. The

energy of the v ¼ 0 ! v ¼ 1 transition is greater than the energy of the physisorp-

tion bond. Absorption of one photon resonant with the HD(v ¼ 0 ! v ¼ 1) desorbs

HD but not H2. (ii) NH3 and ND3 coadsorbed on Cu. The energy of the

v ¼ 0 ! v ¼ 1 transition is less than the energy of the chemisorption bond.

Absorption of photons resonant with the N–H(v ¼ 0 ! v ¼ 1) stretching mode

of NH3 desorbs both NH3 and ND3. Discuss two different types of desorption

dynamics that explain these results.

8.17 Show that the Tafel equation133

Z ¼ Aþ b log jij ð8:9:8Þ
can be derived from the Butler-Volmer equation (Equation 8.4.12). To do so

consider a cathodic reaction for which

Z � �RT

nF
: ð8:9:9Þ
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8.18 The rate constant for a proton transfer reaction as a function of applied potential U

can be written

kðUÞ ¼ k0 expð��GzðUÞ=kBTÞ ð8:9:10Þ
where the Gibbs energy of activation as a function of applied potential U is written

�GzðUÞ. In terms of current density this is written

ikðUÞ ¼ 2essitekðUÞ ¼ i0 expð��GzðUÞ=kBTÞ ð8:9:11Þ
where ssite is the number of sites per unit area and.

(a) If a current under no driving force, that is the exchange current measured at

U ¼ U0 (U0 ¼ the equilibrium potential of the cell), is measured to be

i0 ¼ 100mA cm�2, estimate the value of k0 in units of s�1 site�1.

(b) If the Gibbs energy of activation depends on the overpotential Z ¼ U � U0

according to

�GzðUÞ ¼ �GzðU0Þ � eZ; ð8:9:12Þ
show that the Butler-Volmer relation is given by

U ¼ U0 � b log10
ik

i0k

� �
ð8:9:13Þ

and calculate the value of the Tafel slope b at 300K.

8.19 (a) Describe the desorption dynamics and the desorbate formed for the process

shown in Figure 8.7(a). (b) Consider now the case in which a curve crossing is

made to the MþAþ potential curve. Describe the desorption dynamics and the

desorbate formed.
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APPENDIX I
Fundamental Constants and Conversion Factors

Surface Science: Foundations of Catalysis and Nanoscience – Second Edition Kurt Kolasinski
# 2008 John Wiley & Sons, Ltd

Energy

1 eV 1.602176�10�19 J
1 eV / hc 8065.5 cm�1

1meV / hc 8.0655 cm�1

1 eV/particle 96.485 kJ mol�1

1 kcal mol�1 4.184 kJ mol�1

Pressure

1 atm ¼ 101325 Pa
1013.25mbar

760 torr
1 bar ¼ 105 Pa
1 torr ¼ 1.3332mbar

133.32 Pa

Prefixes

a f p n m m c d k M G T
atto femto pico nano micro milli centi deci kilo mega giga terra
10�18 10�15 10�12 10�9 10�6 10�3 10�2 10�1 103 106 109 1012



Quantity Symbol Value Units

Boltzmann constant kB 1.38066 10�23 J K�1

8.61741 10�5 eV K�1

Planck constant h 6.62608 10�34 J s
�h ¼ h=2p 1.05457 10�34 J s

Avogadro constant NA 6.02214 1023 mol�1

Bohr radius a0 5.29177 10�11 m
Rydberg constant R1 1.09737 105 cm�1

Speed of light c 2.99792458 108 m s�1

Faraday constant F ¼ NA e 9.64853 104 C mol�1

Gas constant R ¼ NA kB 8.31451 J K�1 mol�1

Vacuum permittivity e0 8.85419 10�12 J�1 C2 m�1

Atomic mass unit u 1.66054 10�27 kg
Electron mass me 9.10939 10�31 kg
Proton mass mp 1.67262 10�27 kg
Neutron mass mn 1.67493 10�27 kg

Recommended values of fundamental constants taken from ‘The Fundamental Physical Constants’, Peter J. Mohr and
Barry N. Taylor, Physics Today, 53(8) (2000) BG6.
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Prefixes

a f p n m m c d k M G T
atto femto pico nano micro milli centi deci kilo mega giga terra
10�18 10�15 10�12 10�9 10�6 10�3 10�2 10�1 103 106 109 1012

Impingement Rate Zw NApð2pMRTÞ�1=2 M ¼ molar mass

pð2pmkBTÞ�1=2 m ¼ particle mass

3:51� 1022cm�2s�1 pffiffiffiffiffiffi
MT

p Zw in cm�2 s�1, M in g mol�1, p in
torr, T in K

2:63� 1024m�2s�1 pffiffiffiffiffiffi
MT

p Zw in m�2 s�1, M in g mol�1, p in Pa

Energy

1 eV 1.602176�10�19 J
1 eV / hc 8065.5 cm�1

1meV / hc 8.0655 cm�1

1 eV/particle 96.485 kJ mol�1

1 kcal mol�1 4.184 kJ mol�1

Pressure

1 atm ¼ 101325 Pa ¼ 1013.25 mbar ¼ 760 torr
1 bar ¼ 105 Pa
1 torr ¼ 1.3332 mbar ¼ 133.32 Pa

Quantity Symbol Value Units

Boltzmann constant kB 1.38066 10�23 J K�1

8.61741 10�5 eV K�1

Planck constant h 6.62608 10�34 J s
�h ¼ h=2p 1.05457 10�34 J s

Avogadro constant NA 6.02214 1023 mol�1

Bohr radius a0 5.29177 10�11 m
Rydberg constant R1 1.09737 105 cm�1

Speed of light c 2.99792458 108 m s�1

Faraday constant F ¼ NA e 9.64853 104 C mol�1

Gas constant R ¼ NA kB 8.31451 J K�1 mol�1

Vacuum permittivity e0 8.85419 10�12 J�1 C2 m�1

Atomic mass unit u 1.66054 10�27 kg
Electron mass me 9.10939 10�31 kg
Proton mass mp 1.67262 10�27 kg
Neutron mass mn 1.67493 10�27 kg

Recommended values of fundamental constants taken from ‘The Fundamental Physical Constants’, Peter J. Mohr and
Barry N. Taylor, Physics Today, 53(8) (2000) BG6.
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hxi mean value of variable x

1D, 2D, 3D one-, two-, and three-dimensional

II–VI compound semiconductors composed of elements from the old groups

II and VI, now groups 12 and 16, respectively

III–V compound semiconductors composed of elements from the old groups

III and V, now groups 13 and 15, respectively

AES Auger electron spectroscopy

AFM atomic force microscope or microscopy

ATR attenuated total reflectance

bcc body-centred cubic

BET Brunauer-Emmett-Teller

CA chemically amplified

CI Configuration interaction

CITS constant current tunnelling spectroscopy

CTST conventional transition state theory

CVD chemical vapour deposition

det M determinant of the matrix M

DFT density functional theory

DNA deoxyribonucleic acid

DNQ diazonaphthoquinone

DRIFTS diffuse reflectance infrared Fourier transform spectroscopy

e� electron

ECS equilibrium crystal shape

EELS electron energy loss spectroscopy

Eq equation, equilibrium

ER Eley-Rideal reaction mechanism

ESCA electron spectroscopy for chemical analysis

fcc face-centred cubic



FM Frank-van der Merwe (layer-by-layer) growth

FT Fischer-Tropsch or Fourier transform

FWHM full width at half maximum

GGA generalized gradient approximation

hþ hole (the absence of an electron)

HA hot atom reaction mechanism

HC hydrocarbons

hcp hexagonal close packed

HOMO highest occupied molecular orbital

HOPG highly orientated pyrolitic graphite

HREELS high resolution electron energy loss spectroscopy

IC integrated circuit

IR infrared

IRAS infrared reflection absorption spectroscopy

K-cell Knudsen cell

k-space crystal momentum space. k is the wavevector of an electron or phonon

in a lattice

L Langmuir, a unit of exposure

LB Langmuir-Blodgett

LEED low energy electron diffraction

LH Langmuir-Hinshelwood reaction mechanism

LUMO lowest unoccupied molecular orbital

MARI most abundant reaction intermediate

MBE molecular beam epitaxy

MBRS molecular beam relaxation spectrometry

MEMS microelectromechanical systems

MIR multiple internal reflection

ML monolayer, can be defined either with respect to number of adsorption

sites or number of surface atoms

MWT multiwalled nanotube

NOx or NOX nitrogen oxides

NSOM near-field scanning optical microscope (also called SNOM)

PEEM photoemission electron microscope

PES potential energy (hyper)surface

PMMA poly(methylmethacrylate)

PSTM photon scanning tunnelling microscope

QMS quadrupole mass spectrometer

RAIRS reflection absorption infrared spectroscopy

RSH alkane thiol

Rxn reaction

SAM self-assembled monolayer

SATP standard ambient temperature and pressure (298 K and 1 bar)

SEM scanning electron microscope

SK Stranski-Krastanov (layer-plus-island) growth

SFM scanning force microscope

SPM scanning probe microscope
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STM scanning tunnelling microscope

STS scanning tunnelling spectroscopy

STOM scanning tunnelling optical microscope

SWT single-walled nanotube

syn gas synthesis gas, H2 þ CO

TPD temperature programmed desorption (also called TDS, thermal deso-

rption spectrometry)

TPRS temperature programmed reaction spectrometry

TS transition state

TST transition state theory

UHV ultrahigh vacuum, pressure range below 10�8 torr (10�6 Pa)

UPS ultraviolet photoelectron spectroscopy

VW Volmer-Weber (island) growth

XPS X-ray photoelectron spectroscopy

a-end head group of an amphiphile

d, g, n, t when referring to vibrational modes, these stand for the in-plane bends,

out-of-plane bends, stretches and torsions, respectively.

o-end tail group of an amphiphile
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* surface site

a absorptivity

a basis vector of a substrate lattice

a* reciprocal lattice vector of a substrate

A Arrhenius pre-exponential factor for a first order process; absorbance

Ap peak area

As surface area

b basis vector of a overlayer

b* reciprocal lattice vector of a overlayer

Bv rotational constant for vibrational level v

c speed of light; concentration

d depletion layer width; tip-to-surface separation, island diameter

D diffusion coefficient

D0 diffusion pre-exponential factor

D(E) transmission probability in tunnelling

D(M–A) dissociation energy of the M–A bond

E energy

E0 In EELS, the energy of the incident electron beam (primary energy)

Ea generalized activation energy

Eads adsorption activation energy

EB electron binding energy

EC energy of the conduction band minimum

Edes desorption activation energy

Edif diffusion activation energy

Ef final energy

EF Fermi energy

Eg bandgap energy

Ei initial energy; position of EF in an intrinsic semiconductor

EK kinetic energy



En component of kinetic energy along the surface normal (normal

energy); energy of an image potential (Rydberg) state of principle

quantum number n

EV energy of the valence band maximum

Evac vacuum energy

FN force on a cantilever

g degeneracy

Gs surface Gibbs energy

H Hamiltonian operator, enthalpy

I tunnelling current; intensity; moment of inertia

k rate constant; crystal momentum

k1 rate constant of forward reaction 1

k�1 rate constant of reverse reaction 1

k wave vector

K equilibrium constant

kN cantilever force constant

l path length

L desorption rate from chamber walls

m mass

M molar mass (also called molecular or atomic weight)

M transformation matrix between a and b
n principal quantum number; real part of the index of refraction;

number of moles

~n complex index of refraction

n(k, p) occupation number of the phonon with wavevector k in branch p

with wavevector k
ni intrinsic carrier density

N0 number of surface sites or atoms

Nads number of adsorbates

NA density of electrically active acceptor atoms, Avogadro0s constant
NC effective density of states in the conduction band

Nexp number of atoms/molecules exposed to (incident upon) the surface

ND density of electrically active donor atoms

NV effective density of states in the valence band

Nvj number of molecules in vibrational level v and rotational level j

pb base (steady-state) pressure

q partition function

qads heat of adsorption for a single molecule/atom

Qads canonical partition function for adsorption

r rate; radial distance; molecular bond length

R0 reflectivity of a clean surface

R reflectivity of an adsorbate covered surface

R1 reflectivity of an optically thick sample, Rydberg constant

s sticking coefficient (also called sticking probability)

s0 initial sticking coefficient

sA Auger sensitivity factor for element A

464 Surface Science



s direction of diffraction electron beam

s0 direction of incident electron beam

S scattering function; vacuum chamber pumping speed

t time

T temperature, transmittance

Tp temperature at which a TPD peak maximum occurs

Ts surface temperature

Ty isokinetic temperature

u displacement

v velocity

V voltage; potential; volume

VB tunnelling barrier height

Vfb flat band potential

Vsurf magnitude of band bending

W work

x, y directions in the plane of the surface

xA in quantitative electron spectroscopy, the mole fraction of element A

Y Young‘s modulus

z direction normal to the surface

Z atomic number

Zw collision rate

a absorption coefficient; polarizability

dij Kronecker delta function

derelax; derel; decorr in electron spectroscopy, corrections to the Hartree-Fock energies

involving electron relaxation, relativistic effects and electron corre-

lation

� change; the energy difference between substrate bonds, �AA, and the

interface bonds, �AB, within a heterolayer

�Eb chemical shift

�G Gibbs energy change

�H enthalpy change

�adsH integral heat of adsorption

�adsH
diff differential heat of adsorption

�adsH
st isosteric heat of adsorption

�S enthalpy change

b heating rate

w electron affinity

e exposure; lattice mismatch; permittivity, porosity

ek orbital energy

eab lattice deformation

eðoÞ dielectric function

g surface tension or energy; angle between basis vectors

Z electrochemical potential

f azimuthal angle

fc contact potential

� work function
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�AA; �AB; �BB At the interface between two materials, the energies of A–A, A–B

and B–B bonds

� intrinsic (homogeneous) peak width

k imaginary part of the index of refraction; transmission coefficient

l wavelength

lm mean free path in material m

m chemical potential; reduced mass; dipole moment

n frequency

nn pre-exponential factor for a process of order n

y fractional coverage in monolayers

y00 number of adjacent sites in the presence of lateral interactions

yD Debye temperature

yp coverage at the maximum of a TPD peak

yreq functional form of the sticking coefficient dependence on coverage

# polar angle

rsðEÞ density of states at energy E

s areal density of adsorbates; symmetry number in rotational partition

function; differential conductance

s0 areal density of surface sites or atoms

s� areal density of empty sites

t lifetime; delay between laser pulses

tabðmÞ intrinsic surface stress tensor

o0 radial frequency of the fundamental mode of a harmonic oscillator

oD Debye frequency

� grand canonical partition function

c contact angle; wavefunction

� degree of supersaturation

Kisliuk model of precursor-mediated adsorption

fc probability of chemisorption from the intrinsic precursor

fdes probability of desorption from the intrinsic precursor

fm probability of migration to next site in the intrinsic precursor

fc0 probability of chemisorption from the extrinsic precursor

fdes0 probability of desorption from the extrinsic precursor

fm0 probability of migration to next site in the extrinsic precursor

a trapping coefficient into the precursor

Symbols commonly used in subscripts and superscripts

{ transition state

0 or i initial

ads adsorption

des desorption
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dif diffusion

elec electronic

f final

g gas

in incident

K kinetic

max maximum or saturation value

p peak

rot rotational

s surface

trans translational

vib vibrational
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E ¼ nþ 1
2

� �
�ho0 Harmonic oscillator energy levels

EK ¼ 1
2
mv2 Kinetic energy

EJ ¼ hcBvJðJ þ 1Þ Rigid rotor energy levels

f ðEÞ ¼ 1

exp½ðE � mÞ=kBT� þ 1
Fermi-Dirac distribution

f ðvÞ ¼ 4p M
2pRT

� �3=2
v2 exp �Mv2

2RT

� �
Maxwellian velocity distribution

k ¼ A expðEa=RTÞ Arrhenius expression

D ¼ D0 exp
�Edif

kBTs

� �
Diffusion coefficient

1L ¼ 1� 10�6 torr s Definition of the unit of exposure

1:3332� 10�6 mbar s Langmuir

1:3332� 10�4 Pa s

hnðo; TÞi ¼ 1
exp½ð�hoÞ=kBT� � 1

Planck distribution

Nv ¼ N expð�Ev=kBTÞ ¼ N expð�hcG0ðvÞ=kBTÞ Vibrational Maxwell-Boltzmann

distribution

Nvj ¼ Nv
hcBv

kT
ð2J þ 1Þ expð�EJ=kBTÞ Rotational Maxwell-Boltzmann

distribution

q ¼ P1
i¼1

gi exp
�Ei

kBT

� �
General partition function



qtrans ¼
Q
i

ð2pmkBTÞ1=2
h

Translational partition function

qrot ¼ 8p2IkBT
sh2

Rotational partition function, linear

molecule

8p2ð8p3IAIBICÞ1=2ðkBTÞ3=2
sh3

Nonlinear molecule

qvib ¼
Q
i

1

1� expðh�i=kBTÞ Vibrational partition function

hx2i1=2 ¼ ffiffiffiffiffiffiffiffi
4Dt

p ¼ 4D0

A
exp Eads�Edif

RT

� �� �1=2
Mean square displacement on a

uniform 2D PES

Zw ¼ NApffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pMRT

p M ¼ molar mass

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBT

p m ¼ particle mass

3:51� 1022cm�2s�1 pffiffiffiffiffi
MT

p Zw in cm�2 s�1, M in g mol�1, p in

torr, T in K

2:63� 1024m�2s�1 pffiffiffiffiffi
MT

p Zw in m�2 s�1, M in g mol�1, p in

Pa

�G ¼ �H � T�S Definition of change in Gibbs

energy

e ¼ Zwt Definition of exposure

l ¼ h

mv
¼ h

p
De Broglie relationship

m ¼ m1m2

m1 þ m2

Reduced mass

y ¼ p

pþ p0ðTÞ Thermodynamic expression of the

Langmuir isotherm for molecular

adsorption

p0ðTÞ ¼ 2pkBT
h2

� �3=2
kBT exp �qads

kBT

� �

y ¼ pK

1þ pK
Kinetic expression of the Langmuir

isotherm for molecular adsorption

K ¼ kads=kdes
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p

naðp� � pÞ ¼
1

namC
þ C � 1

namC

p

p�
BET isotherm. na ¼ amount

adsorbed, nam ¼ monolayer capacity

s se Coverage resulting from exposure e
when the sticking coefficient is

constant

r ¼ s0Zw

N0

Rate of adsorption at zero coverage

y ¼ r0
a
ð1� expð�atÞÞ: Fractional coverage as a function of

time resulting from concurrent first-

order adsorption and first-order des-

orption, a ¼ ðr0=ymaxÞ þ kdes

y ¼ r0tymax

r0t þ ymax

Fractional coverage resulting from

second-order adsorption

y ¼ 1
n
ð1� expð�nr0tÞÞ Fractional coverage resulting from

first-order adsorption in which the

adsorbate deactivates n sites

�p ¼ 2g=r Young-Laplace equation

RT ln p
p� ¼ 2gVm

r
Kelvin equation

p ¼ p� exp 2gVm

RTr

� �
glg coscþ gsl ¼ gsg Young equation

F ¼ 2pgRp Capillary force between two parti-

cles of radius Rp.

�
ð1Þ
j � �S

j � �S
1

cAj �cBj
cA
1
�cA

1

Relative adsorption

hc ¼ rp
gL

� �2

ESð1� eÞ3gS Critical thickness for cracking of a

thin porous film.

hc ¼ 1=e0 Critical thickness for strain relief

by formation of misfit dislocations.

e0 ¼ al � as

as
Lattice misfit or misfit strain.

m ¼ m� þ RT ln a
a0

Chemical potential

�mi ¼ �mi ¼ mi þ ziFj Electrochemical potential
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rc ¼ 2g
�r �m

Classical critical radius of nuclea-

tion

�maxG ¼ 4pr2cg
3

Classical nucleation barrier

fj ¼
Nj

Nex

¼ NjP
k

Nk

¼ rjP
k

rk
Quantum yield

F ¼ � dV
dr

¼ ma ¼ m d2r
dt2

Force

fth ¼
UCv

kB að1� RÞ Laser ablation threshold fluence

Thermal Energy 4 K 77K 298K

RT / kJ mol�1 0.03254 0.6264 2.424
kBT / meV 0.3447 6.635 25.68
kBT=hc / cm�1 2.780 53.52 207.1
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Index

Note: Pages in italics refer to Figures; those in bold refer to Tables

3p branches 48

ablation 428–31

ablation plume 428, 430

ablation technologies 364

ablation threshold fluence 431

absorbance 114, 115

absorption coefficient 115, 397, 397

absorptivity 115

accommodation 167, 170, 172, 354, 355

accommodation coefficient 167

accumulation layer 41

acoustic modes 48

activated adsorption 156–7, 156, 157, 168,

174, 178, 179, 187, 207, 208, 210, 222

activated complex 219, 227

activation energy 223, 243, 327

active catalyst 3

active sites 300

activity, catalyst 318, 321

adhesion 6

adsorbate induced reconstructions 28–32,

30–1

adsorbate lifetime 218

adsorbate structure 12, 27–35

adsorption 11

connecting with microscopic

reversibility 172–4

effects on 169–72

vibrations and 178–9

adsorption complex 414

adsorption isotherm 213–15, 234–8

classification 236, 237

adsorption site 258

adsorption systems 159–60

aggregation 277

alkenyl carrier cycle 316

alkenyl mechanism 315

alkyl mechanism 315

alloy 19

alpha-alumina 24

alumina 24, 319

ammonia synthesis 4, 302, 310

ammonia synthesis catalyst 304, 304

amphiphile 267, 268, 273, 277

amphiphilic molecules 284

anatase 25

Anderson–Grimley–Newns approach 136

angle of incidence 411

angle-resolved ultraviolet photoemission

(ARUPS) 99–102

angular distribution 149, 161, 162, 163

of photoelectrons 100

angular momentum coupling 95

antiseeding 70

Antoniewicz models of DIET 414–18, 416

apertureless near-field microscopy 83

apparent activation energy 188

area of the unit cell 89

Arrhenius equation 218, 310
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asymmetric inhibition 325

asymmetric synthesis 32

atom manipulation 442, 443

by covalence forces 444–6

atomic force microscopy (AFM) 71, 77–81,

77, 79

atomic lamps 61

atomic layer deposition (ALD) 363

atomic layer epitaxy 363

atomic orbitals 135, 135

attenuated total reflectance (ATR) 113

Auger electron spectoscopy (AES) 91, 103–7,

104, 105, 107

quantitative analysis 106–7

Auger electrons 106

autocatalysis 325

automotive catalysis 313

backdonation 138

bake out temperature 60

band bending 43, 45, 289, 373, 425

band structure of solids 35–48

bulk electronic states 35

energy levels at metal interfaces 40–1

energy levels at metal–semiconductor

interfaces 41–3

metals, semiconductors and insulators

35–40

size effects in nanoscale systems 46–8

surface electronic states 43–6

bandgap 38, 39, 42

bandgap semiconductor 396

basis vectors 86

Baule formula 194

Belousov–Zhabotinskii reaction 324

Berzelius 2

bifunctional catalysts 323–4, 324

bifunctionality 323

bimetallic catalysts 323–4

bimetallic surfaces 19–20, 21

binding energy 93, 95

binding sites 128–32

bixbyite 24

Bloch waves 35

Blyholder model 138–41, 148, 423

body-centred cubic (bcc) structure 12, 14

Boltzmann distribution 69, 165, 195

Born–Oppenheimer approximation 432

Bosch 4

Bragg condition 88

Bragg–Williams approximation 216, 218

Bravais lattices 89, 89

BRIMTM catalyst 147, 300

Brønsted–Evans–Polanyi (BEP) relation 303,

328

Brownian motion 130

Brunauer–Emmett–Teller (BET)

isotherm 214

surface area 215

bulk strain tensor 338

bulk stress tensor 338

burping 60

Burton–Cabrera–Frank (BCF) theory 352, 373

Butler–Volmer equation 434, 450, 451

calorimetry 211

cantilever 77

capillary condension 236

capillary force 271, 274

carbon nanotubes 80, 364, 383

cartwheels 176

catalyst 2, 296

catalytic growth of nanotubes and

nanowires 364–9, 368

ceria 319

cerium oxides 24

charge transfer 41, 212, 288, 320, 431–8

charge transfer coefficient 434

charged interfaces 284–9

relating work functions to electrochemical

series 288–9, 288

surface charge and potential 285–8

chemical potential 37, 43

chemical shift 93, 95

chemical vapour deposition (CVD) 347,

362–4, 382

chemisorption 127, 136, 139, 207, 212, 214,

216, 236, 243, 256, 277

bond formation 145–8, 146–7

vs physiosorption 128

chiral surfaces 32–5

chirality 32

chopper 67

classical nucleation theory 352

Clausius–Clapeyron equation 212, 238

clean surface 211, 232

clean surface reconstructions 27–8

clean surface structure 12–26

cleavage planes 24

cluster assembled catalysts 326–7
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clusters 364, 428

of atoms 46, 47

CO oxidation 299

coherence length 91

coherent islands 347

coherent multiple quantum vibrational

excitements 442

coincidence lattice 89

coking 313, 322

collection mode 83

collision cascade 182

collision cross section 58

collision frequency 58

collision induced processes 179–82

collision time for electrons 404

combination bands 110

commensurate structures 27

compensation effect 219, 224

competitive adsorption 179–82, 180

compression pumps 59

conduction band 35

conduction band minimum 38

conductivity 77

configuration interaction (CI)

calculations 138

configurational partition function 221

conical pore 269, 270

conservation of sites 311

contact angle 265, 265, 270, 272

contact mode 79–80

contact potential 40, 286

continuum flow 67

control of direction of current flow 73

conventional transition state theory

(CTST) 219–20, 222

approach to adsorption kinetics 226–7

coordination number 16

copper indium disulfide 437

core electrons 35

corral structure 444, 445

corrosion 6

corrugated landscape 171

corrugation 27, 130, 145, 169, 170, 172, 174

corundum 24

cosine distribution 66

Coster–Kronig transitions 104

covalent organic frameworks (COF) 23

coverage 97, 115, 122, 150, 164, 187, 210,

214, 216, 218, 228, 229, 230, 234, 238,

240, 245, 282, 351

critical 354, 356, 361

independence of 242

of stable clusters 353

cracking 271

critical classical nucleus 352

critical coverage 354, 356, 361

critical nucleus size 352, 353

critical radius 352

critical thickness 342, 348, 351, 361

cross correlation 427–8

cross section 419, 421, 422, 427, 449

cryopumps 59

current imaging tunnelling spectroscopy

(CITS) 77

curve crossing 412, 417

curved interfaces 263–4

cylindrical mirror analyser (CMA) 106

dangling bonds 27–8, 29

de Broglie relationship 88

de Broglie wavelength 47

De Donder relation 308–9

Debye frequency 48, 53, 167

Debye model 48, 53

Debye temperature 53, 404

Debye–Waller factor 91

defect sites 231

defects 17, 39, 131, 342, 373

in landscape 170

in steps 36

structural 45

deformation 340

degree of rate control 309

degree of supersaturation 345

density detectors 400

density functional theory (DFT) 137, 327, 351

density of states 39, 76

depletion layer 41

depletion layer width 43

deposition rate 353

depth profiling 108

desorption 11, 150, 163

connecting with microscopic

reversibility 172–4

desorption dynamics 418

desorption induced by electronic transitions

(DIET) 415, 415

desorption dynamics 417

desorption induced by multiple electronic

transitions (DIMET) 418, 441
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desorption induced by ultrafast

excitation 418–19

desorption spectra 240

detailed balance 162, 163

differential adsorption enthalpy 212

differential conductance 76

differential heat of adsorption 212

differential sticking coefficient 187

diffraction 149

diffuse reflectance 115

diffuse reflectance infrared Fourier transform

spectroscopy (DRIFTS) 113

diffuse scattering 91

diffusion 128–32, 326, 349, 353, 354, 355,

356, 358, 367

diffusion coefficient 130, 354

diffusion rate 353

dipole layer 41

dipole scattering 117

Dirac delta function 100

direct adsorption 157–61

direct inelastic scattering 149

direct mediated adsorption 168

direct processes 410–11

direct sticking 187

dispersion 296, 306, 319

displacement pumps 59

dissociative adsorption 152, 209, 210, 231

dissociative chemisorption 143–5

dissociative sticking coefficient 143

dissolution 369, 370

donation 138

dopant 39, 359

interdiffusion of 363

droplet pressure 263

dry etching 373

drying stress 271

duty cycle 67

dye sensitized cell (DSC) 437, 438

effective potential energy curves 163

effusive beam 66

Ehrlich–Schwoebel barrier 131, 355, 444

Einstein equation 93

elastic scattering 149, 163

elastic strain energy 343

elbow potentials 169

electric dipole transitions 100

electric double layer 256

electrified and charged interfaces 284–9

relating work functions to electrochemical

series 288–9, 288

surface charge and potential 285–8

electrochemical etching 373

electrochemical potential 43, 44, 286, 289

electrochemical series 288

electron affinity 42

electron stimulated processes, mechanisms

of 410–19

desorption induced by ultrafast

excitation 418–19

direct vs substrate mediated

processes 410–11

gas-phase electron stimulated

chemistry 414

gas-phase photochemistry 412–14

Menzel–Gomer–Redhead (MGR) and

Antoniewicz models of DIET 414–18,

416

electron attachment 441, 442

electron capture cross section 414

electron cascades 404

electron correlation 95

electron energy loss spectroscopy

(EELS) 116–18, 116

electron guns 64

electron induced chemistry at surfaces

419–31

ablation 428–31

charge transfer and electrochemistry 431–8

stimulated desorption/reaction 420–8

thermal desorption, reaction and

diffusion 419–20

electron spectroscopy 91–109, 92–3

electron spectroscopy for chemical analysis

(ESCA) 91

electron stimulated desorption (ESD) 420–1,

439

electron stimulated desorption ion angular

distribution (ESDIAD) 422

electron transfer 432

electron-hole pair 36, 39, 96, 396, 425, 435

electron-hole pair formation 178

electron–phonon coupling 404

electron–phonon scattering relaxation

time 404

electronic band structure 35

electronic friction 441

electronic friction model 418

electronic partition function 220
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electronic promoter 303

electronic structure 12

electropolishing 374

elemental analysis 96

elementary reactions 219

elementary step 308

Eley–Rideal mechanism 185–6

empty states 46, 73

energy barrier to nucleation 352

energy exchange 167–8, 182

energy of excitation 442

enthalpy of activation 223

entrapment pumps 59

entropy of activation 224

epilayer 341, 360

epitaxial growth 341

equilibrium constant 220, 307, 308

equilibrium crystal shape (ECS) 344

equilibrium crystal structure (ECS) 373

equilibrium growth mode 349–51

equilibrium overlayer structure 349–51, 350

equilibrium structure 348

etch morphologies 374–5

etch pits 370, 374

etching 30, 369–84

classification 369–73

silicon 377–80

ethene, binding of 142, 143

Eulerian coordinates 344

evaporation 225, 370

even at equilibrium 261

exchange current 432, 451

exchange current density 433

exchange mechanism of diffusion 132, 132

excited state lifetime 415, 417

exciton 47, 397–9

expansion 67

exposure 187, 229, 238

exterior surface 20

external quantum efficiency (EQE) 435

extrinsic precursor state 232, 234

extrinsic semiconductor 38

extrinsic surface state 45

face-centred cubic (fcc) structure 12, 13

faceted surfaces 19

faceting 24

femtosecond ablation 429, 430

Fermi-Dirac distribution 37, 38, 402–4, 403,

406

Fermi-Dirac statistics 37

Fermi energy 35, 39, 40, 40, 71–2, 98, 138,

146, 148, 320, 433

Fermi gas 402

Fermi level 35, 37, 38, 41, 43, 46, 101, 105

Fermi liquid 402

Fermi speed 403

Fermi temperature 38

Fermi’s golden rule 99

Feshbach resonance 117, 414

field emission mode 439

final states effects 95

first-order desorption 218–19, 242

thermodynamic treatment 223–5

transition state theory 219–22

Fischer-Tropsch chemistry 4–5

Fischer-Tropsch synthesis 313–17, 315, 322

flat band potential 289, 434

flat chiral surface 33

flat surfaces 374

flatband potential 43, 44

float growth 367

fluorine-doped tin oxide (FTO) 437

fluorite structure 25

flux 11, 58, 66, 227

flux detector 400

force curve 79

forward bias 43, 44

fractional coverage 210

Franck–Condon (vertical) transitions 99, 432

Frank–van der Merwe (FM) growth 346–7

free electron laser (FEL) 63

free jets 66–8, 66

Frenkel equation 218, 235

friction force mode 80

Friedel oscillations 36, 37, 284

frontier orbitals 138

full width at half maximum (FWHM) 117

Fullerenes 364

Galvani potential 285, 433

Galvani potential difference 286

gamma-alumina 24

gap states 39

gas-phase photochemistry 412–14

gas-phase electron stimulated chemistry 414

gas source MBE (GSMBE) 359

Gedanken experiment 348

geometric structure 12

Gerischer model 378, 379
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Gibbs adsorption isotherm 284

Gibbs dividing plane 282

Gibbs energy 209, 345

Gibbs energy of activation 223, 451

Gibbs model 281–2, 287

Gibbs surface 344

Gibbs surface energy 283

Gibbs surface energies 283–4

glancing angle deposition (GLAD) 22

glass 24

goal gasification 380–1

Gouy layer 256

gradient approximation corrections

(GGA) 137

graphite etching 380–1

Grätzel photovoltaic cell 434–8, 438

growth away from equilibrium 354–8

nonequilibrium growth modes 355–8, 356,

357

thermodynamics vs dynamics 354–5

growth models 370

growth modes 345–9, 349–51

growth techniques 359–64

growth window 347

guttering 59

Haber 4, 134

Haber-Bosch process 4, 302–6

hard cube model 153–5, 155

hard expansion 69

harmonic oscillator 109

harmonic oscillator model 48

Hartree-Fock treatment 95, 133

head group 277

head–tail interactions 273

heat capacity 405

heat of adsorption 211–13, 213, 235

helicopters 176

Helmholtz equation 52

Helmholtz layer 256, 257, 261, 284, 285

Helmholtz surface energy 283

Henry’s law of region 236

Hertz–Knudsen equation 11, 58, 64, 227

heteroepitaxy 338

heterogeneous catalysis 2–3, 32

heterogeneous reactions

importance of 4–5

prominence 295–6

hexagonal close-packed (hcp) structure

12, 15

high-energy collisions 181–2

high index planes 17–19

high-resolution electron energy loss

spectroscopy (HREELS) 116

hole attachment 441

holes 35–6

homoepitaxy 338

homogeneous broadening 96, 110

hopping length 130

hot atom mechanisms (HA) 186

hot carrier lifetime 450

hot carriers 409

hot elections 410

hot holes 410

hot precursor mechanism 186

hydrogen bonding 258, 268

ICI low-pressure methanol process 314

ideal flat surfaces 12–16

illumination mode 83

image charge 423

image potential states 46

impact scattering 117

impingement rate 57, 227

incident photon to charge carrier conversion

efficiency (IPCE) 435

incoherent structure 89

incommensurate structures 27, 133

indium tin oxide (ITO) 24, 437

inelastic scattering 163

infrared reflection absorption spectroscopy

(IRAS) 113

infrared spectroscopy 111–12, 113–14

diffuse reflectance 113

internal reflection 113

reflection mode 113

transmission mode 113

inhibition step 309

inhomogeneous broadening 110

initial state effects 95

initial sticking coefficient 187

inner potential 285

integral adsorption enthalpy 212

integral sticking coefficient 187

interdiffusion 342, 359

of dopants 363

interfaces, types of 341–3, 341

interfacial enthalpy 283

interfacial strain tensor 339

interior surface 20
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intermetallic compound 19

internal energy 212

internal surface energy 283

interstellar chemistry 422

intersurface diffusion 344

intrinsic carrier density 39

intrinsic peak width 96

intrinsic precursor state 232, 234

intrinsic semiconductor 38

intrinsic surface state 45

intrinsic surface stress tensor 343

ion pumps 59

islands 20, 32, 91, 130, 216, 226, 229, 231,

266, 277, 323, 341, 347, 348, 349, 350,

351, 352, 356, 360, 370

isoelectric point (IEPS) 260

isokinetic temperature 219

isosteric heat of adsorption 212, 238

isotope effect 47

isotopic labelling 299

isotopic substitution 110

jumping wavepacket method 417

k-space 35

Kelvin equation 264, 270, 352

kinetic energies distributions (KED) 423–4,

424

kinetic energy 68, 70

kinetic energy change 413–14

kinetics of adsorption 226–34

kinked chiral surface 33, 35

kinks 374, 377

Kisliuk model 232, 234

Knotek-Feibelman model 417

Knudsen beam 66

vs supersonic beams 68–71

Knudsen cells 359

Knudsen molecular beams 64–6, 65,

362

Knudsen number 68

Knudsen source 66

Koopmans’ theorem 94, 98

Kubelka–Munk function 115

Lagrangian coordinates 343, 344

Langmuir 134, 162, 227, 232

Langmuir–Blodgett films 269–74, 284, 382

capillary condensation and meniscus

formation 269–72

horizontal lifting (Shaefer’s method) 273–4

vertical deposition 272–3

Langmuir films 267–9, 268, 269, 272, 273,

273, 277, 284

Langmuir–Hinshelwood mechanism 183–5,

298, 325

Langmuir isotherm 214, 215, 235–6

Langmuir model of adsorption 227, 235, 248

Langmuir trough 267

Langmuirian adsorption kinetics 228

Langmuirian dissociative adsorption 230–1

with lateral interactions 231, 232

Langmuirian kinetics 275

Laplace pressure 263

laser ablation 364, 370

laser induced fluorescence 400

laser induced periodic surface structures

(LIPSS) 431

laser induced thermal desorption

(LITD) 398–9, 420

laser vaporization 364

lasers, types 61, 62–3

lateral interactions 32, 115, 131, 133, 170,

213, 216–17, 218, 219, 225, 226, 229, 231,

234, 236, 238, 243, 245, 268, 279, 298,

326, 351, 421, 423

lateral manipulation 442, 444
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lattice heating 398–409

lattice matching 348

lattice misfit 340

Laue conditions 88

layer-by-layer growth 346–7, 356, 361

layer growth 356, 360

Lennard-Jones diagrams 151, 174, 207

Lifshitz potential 133, 134

lifting of reconstruction 29

ligand effect 323

light absorption by condensed matter 396–8

light and electron sources 60–4

light harvesting efficiency (LHE) 435

Lindemann criterion 54

liquid crystal templating 23

liquid films 265–7

liquid interfaces, thermodynamics of 281–4

Gibbs adsorption isotherm 284

Gibbs model 281–2, 287
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surface excess 282
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liquid-on-solid films 265–7
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liquid/solid interface, structure of 255–60,
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lithography 381–2, 383

location of excitation 442
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lotus effect 267

low energy electron diffraction (LEED) 84–6,
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pattern 379

structure determination 86–91
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Mach disk 67
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Marcus theory 432
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mass transfer pumps 59

materials gap 295

Matthews equation 342

Maxwell–Boltzmann distribution 66, 165,
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Maxwell distribution 68, 69, 165, 195

Maxwell flux distribution 448
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mean free path 57, 58, 68, 85, 96, 101, 106,
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mean phonon occupation number 49
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mean velocity 58
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Menzel–Gomer–Redhead (MGR) models of

DIET 414–18, 416, 422

metallorganic MBE 359
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methanation 313, 380

methanol synthesis 313
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microscopic kinetics 306–13
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De Donder relations 308–9

rate determining step (RDS) 309

reaction kinetics 307
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in adsorption/desorption phenomena 161–6
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Mittasch 4

Mobil process 313
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modified Maxwell-Boltzmann
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molecular beam 64–71, 150, 187, 238

molecular beam epitaxy (MBE) 359–61, 360

molecular beam relaxation spectrometry
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molecular beam scattering 149

molecular beam techniques 301

molecular corrals 279, 381

molecular flow 67

molecular orbital formation 135, 135

molecular orbitals 138, 139

molecular oxygen chemisorption 141–2

molecular sieves 23

moments of the velocity distribution 197

monolayer 11

monolayer capacity 215

multilayer films 273, 274

multilayer growth 356, 358

multiphoton photoelectron spectroscopy 98

multiphoton photoemission (MPPE) 102–3

multiple internal reflection (MIR)
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multiplet splitting 95

multiprong growth 367
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near-field scanning optical microscopy
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negative charge carrier 39

negative resists 382

Nernst equation 288

Niemantsverdriet 245

nitrogen fertilizers 4

nonabrupt interface 341

nonactivated adsorption 151–3, 151, 153,

157, 168, 173, 176–8, 187, 207, 208

nonArrhenius behaviour 173

noncontact mode 80

nondissociative adsorption 227–30

nondissociative chemisorption 134–42

theoretical treatment 134–8
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nonlinear desorption dynamics 418

nonlinear dynamics 324

nonlinear process 419, 427

nonspecific adsorption 255

nonwetting 265, 345

nonwetting absorbate 348
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normal energy scaling 174–6, 175

nucleation 279, 351–4, 356, 358, 369

nucleation centre 279
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oil diffusion pumps 59

one-electron picture 95
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optimal catalyst selection 327–9

oscillating chemical reactions 324

Ostwald 2

Ostwald ripening 264, 266, 348–9, 350, 351,

354, 366

overlayer structure 12

overpotential 434, 451

overtone transitions 110

oxidation state 95

oxide surfaces 23–6, 25

p-type dopant 39

palladium 319

partial bandgaps 37

particle in a box 47

partition functions 53, 220, 222, 224, 311

partition functions ratio 230

passivation 375, 378, 435

pattern formation 324–6

Pauli exclusion principle 37, 402

Pauli repulsion 133, 144, 216

phonon 49, 221, 404

phonon band structure 48

photodesorption 410

photodissociation 410

photoelectric effect 97

photoelectron 97, 100

kinetic energy of 92

photoelectron microscopy 107–9

photoemission 91

photoemission electron microscope

(PEEM) 108–9

photolithography 381–2

photon excitation of surfaces 396

photon induced chemistry at surfaces 419–31

ablation 428–31

charge transfer and electrochemistry 431–8

stimulated desorption/reaction 420–8
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diffusion 419–20

photon scanning tunnelling microscopy

(PSTM) 83

photon stimulated desorption (PSD) 421

photon stimulated processes, mechanisms

of 410–19

desorption induced by ultrafast

excitation 418–19

direct vs substrate mediated

processes 410–11

gas-phase electron stimulated

chemistry 414

gas-phase photochemistry 412–14

Menzel-Gomer-Redhead (MGR) and

Antoniewicz models of DIET 414–18,

416

photon tunnelling microscopy 83

photothermal process 419

photovoltaic cell 435

physisorption 127, 133–4, 207, 243, 256, 273

vs chemisorption 128

isotherms, type of 237

piston pumps 59

Planck distribution law 49

platinum 319

point of zero charge (PZC) 260, 285

point of zero zeta potential 260
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poisoning 313, 319–20, 321–2, 323

Poisson–Boltzmann distribution 285

Polanyi rules 169

Polanyi–Wigner equation 217, 225, 242, 245

polarization 411

pore growth 375

pore nucleation 375, 376

pores 370

porosity 20

porous films 374

porous materials 271, 274

porous solid formation 375–7

porous solids 20–3, 32, 214, 296

positive charge carrier 39

positive resist 382

potential energy curves 167, 412

potential energy hypersurface (PES) 152,

167, 169, 219

potential energy surface (PES) 129, 179, 188

topography 168–9

pre-exponential factor 224, 225, 230, 245,

246

precursor 361

precursor mediated adsorption 150, 157–61,

168, 170, 229, 232–4

precursor mediated sticking 187

precursor state 232

pressure gap 295

primary electron energy 104

promoters 319, 320–1, 323

proximal probe techniques 71

pseudomorphic layer 338, 339

pulling 444

pulsed nozzles 67

pumping speed 58, 67, 239

pushing 443–4

QMS 238–9

quantum confinement 24, 47, 360, 377, 438

quantum dot stacking 362

quantum dots 347, 360, 361, 438

quantum yield 412, 435

quartz 24

quasi-chemical approximation 216, 218

Raman spectrum 50

random adsorption 27

rate constants 220, 252, 307, 309, 310

rate determining step (RDS) 183, 309, 310

rate of adsorption 226, 217–26, 240

rate oscillations 324–6

reaction intermediates 307

reaction-limited desorption 298

reaction order 225, 246

reactive interface 341

reactivity of metals, determination of 145–8

real space 35

real space lattice 86

real space pattern 88, 88

reciprocal space image 91

reciprocal space lattices 86

reciprocal space patterns 88, 88

reciprocity 163

reconstruction 24, 25, 41, 172, 279, 325, 341

and adsorbate structure 27–35

reflection absorption infrared spectroscopy
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reflection high energy electron diffraction

(RHEED) 355, 358

reflection mode 83

reflectivity 115

reflex maximum 91

reflexes 121

specular 88

width of 90

refractive index 115

relative absorption 282

relaxation 16, 94, 101, 343, 351

relaxation energy 95

reorganization energy 432

resist 383, 384

resonance enhanced multiphoton ionization

(REMPI) 400

resonance scattering 117

resonant electron tunnelling 439

retarding field analyser (RFA) 106

reticular synthesis 23

reverse bias 43, 44

reversibility, step 308

rhodium 318–19

rocksalt structure 25

root blower pumps 59

root growth 367

root mean square distance 130

rotary vane pumps 59

rotation-to-translational energy transfer

(R–T transfer) 176

rotational cooling in desorption 177

rotational degrees of freedom 69

rotational partition function 220
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rough surfaces 374, 375

rutile 24, 25

Sabatier analysis 327–9

Sabatier principle 329

SASOL process 314

satellite features 95

scanning electron microscope 108

scanning force microscope (SFM) 77

scanning probe microscope (SPM) 71, 438

scanning probe techniques 71–84

scanning tunnelling microscope (STM) 1, 8

71–6, 72–5, 438–9

scanning tunnelling optical microscopy

(STOM) 83

scanning tunnelling spectroscopy (STS)

76–7, 78

scattering 165

scattering channels 148–51, 149

scattering coefficient 115

Schmidt 218

Schottky barrier 42, 42, 43

screening of free charges 40

second-order desorption 242

secondary electrons 99, 106, 398

seeded beam 70

selective area growth 381–4

selective catalysts 2, 3

selectivity 314, 318, 321

self-assembled monolayers (SAMs) 181,

274–80, 382

amphipiles and bonding interactions 277

chemistry with 281

mechanism 277–80, 278, 280

thermodynamics of self-assembly 275–7

self-assembled monolayers 382

self-assembly 23, 80, 279, 347, 354

thermodynamics of 275–7

self-limiting reaction 362

self-poisoning 231, 300

selvage 16, 338

semiconductor photoelectrodes 434–8

semiconductor processing 5–6

sensitivity factors 107

sensitizer 435

shake off 96

shake-up events 95

shape resonance 117

shape-selective catalysis 23

sharp interface 341

Shuttleworth equation 344

Si(100) surface

antibonding state 1, 2

bonding state 1, 2

silica 24

silicon etching in aqueous fluride

solutions 377–80

silicon pillar 371

silicon pillar formation 384, 385

single-prong growth 367

singular planes 33

sintering 313, 319, 322

site blocking 231, 321–2, 323, 325

sites 27, 212, 217, 218, 219, 298, 363, 373

skimmer 68

sliding mode of manipulation 444

Smoluchowski smoothing 18, 18, 41

solar cell 435

solid–acid catalysts 323

solid–base catalysts 323

solid–liquid–solid growth 365

solid-on-solid growth 345–6

strain in 346–8

solid solution 19

solution–liquid–solid (SLS) 365

sorption pumps 59

space charge broadening 64

space-charge region 41, 43, 45

spatiotempral pattern formation 324–6, 327

specific adsorption 256

specific area 22

spectator coordinates 174

spectromiscoscopy 108

specular reflex 88

specular scattering 149

speed of sound 68

speed ratio 70

spillover 319

sputtering 108, 182, 364

stagnation pressure 64

steady state 307

steam reforming 313

steering 158

step bunching 374

step density 41, 54

step edges 20

step flow 374

step flow etching 375

step-flow growth 353, 356, 358, 360

step flow modes 370
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step morphology 374

step sites 145

step-up diffusion 131, 132

stepped chiral surface 33

stepped surface 18, 352

steps 18, 131, 170, 322, 323, 355, 370,

374, 377

defects in 36

stereographic triangle 33

Stern–Gouy model 285

Stern layer 256

sticking 165

sticking coefficient 11, 156, 158, 162, 163,

164, 166, 166, 170, 173, 228, 230, 231,

232, 233, 234, 292, 359, 363, 367

measurement of 187–90, 188–9

sticking probability 150, 230

stimulated desorption/reaction 420–8

high energy radiation 421–4

IR–visible–UK radiation 425–7

ultrafast–IR–visible–UV radiation 427–8

strain 337–41, 345, 349, 351, 354, 361

strain energy 343–5

strain fields 348

strain-free system 360

strain relief 341–3

strain-relief structure 355

Stranski–Krastanov growth model 346, 347,

348, 361

stream velocity 426

stress 16, 337–41

stressor dots 361

structural promoter 33, 319, 321, 322

structure insensitive reaction 300, 304

structure sensitive reaction 300, 304, 344

structure sensitivity 314, 322, 326

sublimation 370

substrate mediated processes 410–11

substrate structure 12

subsurface sites 128

sumi-nagashi 274

supercritical fluid–liquid–solid (SFLS) 365

superhydrophobicity 266

supersonic beams 68, 363

vs Knudsen beams 68–71

supersonic jet 69

supersonic molecular beam 70

surface atom density 16, 17

surface charge density 285

surface Debye frequency 49

surface Debye temperature 54, 91

surface dipole 36

surface energy 260–1, 343–5, 352

surface excess 282

surface explosion 326

surface Gibbs energy 283

surface heterogeneity, implications for

adsorbates 27

surface impact parameter 187

surface kinetics, measurement of 296–302

surface melting temperature 54

surface phonon modes 49

surface potential 37, 285–8

surface recombination velocity 450

surface resonance 45, 45

surface strain 338

surface strain tensor 339

surface stress 343

surface tension 260–1, 265, 271, 283, 337,

343–5

surface unit cell 16

surfaces, importance of 3–4

surfactants 284, 348

synchrotrons 61–3

syngas 313

synthesis gas 313, 380

Tafel equation 450

tapping mode 80

Tasker’s rules 24

temperature programmed reaction spectrometry

(TPRS) 242, 298, 299

temperature programmes desorption

(TPD) 238–46, 239, 241

basis of 238–40

complete analysis of spectra 245

peak 298

qualitative analysis of spectra 240–3

quantitative analysis of spectra 243–6,

244, 246

temporal evolution of electronic

excitations 402–10

terminal value of Mach number 68

terminal velocity 69

terraces 18

thermal accommodation coefficient 167

thermal desorption 419–20

thermodynamic driving force 308
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thermodynamic measurement vis

isotherms 238

three-dimensional island growth 347

three-way automotive catalyst 317–20

three-way catalysts 5

time-of-flight (TOF) techniques 399–400

distribution 449

tip induced process 438–46, 440

atom manipulation by covalence

forces 444–6

electric field effects 439

pulling 444

pushing 443–4

tip-induced ESD 439–41

vibrational ladder climbing 441–3

tip-induced ESD 439–41

titania 25, 26, 437

titanium sublimation pumps 59

transferred charge 441

transition dipole moment 112, 411

transition rate 99

transition state 157, 168, 219, 222, 223, 226,

320, 321

transition state theory 186, 252, 307

of first-order desorption 219–22

translational cooling 172, 173

translational degrees of freedom 69

translational partition function 220

transmission coefficient 219, 222, 230

transmission probability 76

transmittance 114

transverse modes 49

trapping 150, 154, 435

trapping probability 232

tribology 6

true surface state 45

tunnelling 73

turbomolecular pumps 59

Turing structures 326

turnover number 304

two-dimensional gas 130

two-photon photoemission 102, 103

two-temperature model (TTM)

407–8

UK bulk chemical production 296, 297–8

ultimate pressure 58

ultrahigh vacuum (UHV) 57–60

attaining 58–60

need for 57–8

ultraviolet photoemission spectroscopy

(UPS) 91, 97–102

unit cell 86

universal curve 85

vacuum level 40, 46, 75, 289

vacuum pumps 59

valence band 35

valence band maximum 38

valence electrons 35

van der Waals forces 268–9

van’t Hoff equation 238

vapour pressure 263

vapour–liquid–solid (VLS) 365, 369

vapour–solid–solid (SLS) 365

Vegard law 340, 361

velocity distribution 400

velocity of heavy gas 70

velocity slip 70

vertical manipulation 445, 446

vertical stacking 361

vibration degrees of freedom 69

vibration of solids 48–50

bulk systems 48–50

nanoscale systems 50

vibrational ladder climbing 441–3

vibrational partition function 221

vibrational relaxation 418, 441

vibrational spectroscopy 109–11, 111, 112

vibrations, adsorption and 178–9

vicinal surfaces 17–19, 18, 300

volcano plot 328, 332

Volmer-Weber (VW) growth 347,

348, 366

Volta potential 285

water gas shift reaction 304, 319, 323,

380

water/solid interface, structure of 258–60,

259

wavevector 49

Weinberg 232

wet etching 373

wetting 265, 270, 345, 347, 351, 361

whiskers 364

Wood’s notation 89, 90

work function 36, 36, 41, 98, 101, 105,
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xeria 24

X-ray photoelectron spectroscopy (XPS) 91,
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quantitative analysis 96–7

Young equation 265, 345

Young–Laplace equation 263

yttria nanocrystals 6
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zincblende structure 25
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