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Preface
Vladislav V. Kharton

Solid-state electrochemistry is an important and rapidly developing scientific field
that integrates many aspects of classical electrochemical science and engineering,
materials science, solid-state chemistry and physics, heterogeneous catalysis, and
other areas of physical chemistry. This field comprises – but is not limited to – the
electrochemistry of solid materials, the thermodynamics and kinetics of electroche-
mical reactions involving at least one solid phase, and also the transport of ions and
electrons in solids and interactions between solid, liquid and/or gaseous phases,
whenever these processes are essentially determined by the properties of solids and
are relevant to the electrochemical reactions. The range of applications includes
many types of batteries and fuel cells, a variety of sensors and analytical appliances,
electrochemical pumps and compressors, ceramic membranes with ionic or mixed
ionic-electronic conductivity, solid-state electrolyzers and electrocatalytic reactors,
the synthesis of new materials with improved properties and corrosion protection,
supercapacitors, and electrochromic and memory devices.
The first fundamental discoveries, which today are considered the foundation of

solid-state electrochemistry, were made during the nineteenth century and the first
half of the twentieth century by M. Faraday, E. Warburg, W. Nernst, C. Tubandt, W.
Schottky, C. Wagner, and other famous scientists. Such investigations provided the
background for the rapid progress achieved both in our understanding of solid-state
electrochemical processes, and in the applied developments that were made during
the latter part of the twentieth century. As the scope of this volume is limited, and so
cannot provide an exhaustive analysis of the historical aspects and classical concepts,
those readers interested in such information are referred to a range of well-known
books [1–11]. It should be mentioned that, similar to any other scientific area, the
continuous progress in solid-state electrochemistry leads both to new horizons and
to new challenges. In particular, increasing demands for higher-performance elec-
trochemical cells leads to a need to develop novel experimental and theoretical
approaches for the nanoscale optimization of the cell materials and interfaces, for
the analysis of highly nonideal systems, and for overcoming the numerous gaps in
our knowledge, which became possible only due to recent achievements in the
related areas of science and technology. Moreover, the increasing amount and
diversity of available scientific information acquired during the past few decades
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has raised the importance of systematization, the unification of terminology, and the
standardization of experimental and simulation techniques.
The aim of this Handbook is to combine the fundamental information and to

provide a brief overview of recent advances in solid-state electrochemistry, with a
primary emphasis onmethodological aspects, novel materials, factors governing the
performance of electrochemical cells, and their practical applications. The main
focus is, therefore, centered on specialists working in this scientific field and in
closely related areas, except for a number of chapters which present also the basic
formulae and relevant definitions for those readers who are less familiar with theory
and researchmethods in solid-state electrochemistry. Since it has been impossible to
cover in total the rich diversity of electrochemical phenomena, techniques and
appliances, priority has been given to recent developments and research trends.
Those readers seeking more detailed information on specific aspects and applica-
tions are addressed to the list of reference material below, which includes both
interdisciplinary and specialized books [8–20].
The first volume of this Handbook contains brief reviews dealing with the general

methodology of solid-state electrochemistry, with the major groups of solid electro-
lytes and mixed ionic-electronic conductors, and with selected applications for
electrochemical cells. Attention is drawn in particular to the nanostructured solids,
superionics, polymer and hybrid materials, insertion electrodes, electroanalysis and
sensors. Further applications, and the variety of interfacial processes in solid-state
electrochemical cells, will be examined in the second volume.
The chapters of the Handbook are written by leading experts in solid-state

electrochemistry from Australia, China, France, Germany, Israel, Japan, Korea,
Portugal, Russia, the United Kingdom, and the United States of America. Sadly,
one of the authors of Chapter 3, Professor Alexander N. Petrov, died during the
finalization stages of the Handbook. His professionalism and love of science will be
well remembered by all of his colleagues, and the intellectual contributions made by
Professor Petrov will continue to live on in the form of the inspiration that he has
provided to his students, coworkers and, hopefully, the readers of this book.
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1
Fundamentals, Applications, and Perspectives of Solid-State
Electrochemistry: A Synopsis
Joachim Maier

Abstract

The opening chapter of this Handbook highlights the characteristic features of solid-
state electrochemistry, including basic phenomena, measurement techniques, and
key applications. Materials research strategies that are based on electrochemical
insight and the potential of nanostructuring are detailed in particular. Fundamental
relationships between the decisive thermodynamic and kinetic parameters govern-
ing electrochemical processes are also briefly discussed.

1.1
Introduction

Electrochemistry refers to the conversion of electrical (chemical) information and
energy into chemical (electrical) information and energy, the interconnection being
anchored in the central thermodynamic quantity, the electrochemical potential (of a
species k) ~mk ¼ mk þ zkFf where m is the chemical potential, zkF the molar charge,
and f the electrical potential.
Solid-state electrochemistry, as a subsection of electrochemistry, emphasizes

phenomena in which the properties of solids play a dominant role. This
includes phenomena involving ionically and/or electronically conducting phases
(e.g., in potentiometric or conductometric chemical sensors). As far as classical
electrochemical cells are concerned, one refers not only to all-solid-state cells with
solid electrolytes (e.g., ceramic fuel cells), but also to cells with liquid electrolytes,
such as modern Li-based batteries in which the storage within the solid electrode is
crucial [1–3].
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1.2
Solid versus Liquid State

The key property of solids is their rigidity, which relies on the strong local bonds at a
given temperature, and typically manifests itself in both long-range order and
pronounced short-range order, the only exceptions being completely or partly
amorphous materials, such as glasses or polymers. In many cases, no distinction
canbemadebetween intermolecular or intramolecular bonds, for example inNaCl or
diamond crystals, which may even be termed three-dimensional (3-D) giant mole-
cules. The strong bonds are typically associated with not only a great thermal stability
but also a good mechanical stability in terms of shear resistance. The mechanical
stabilitymay not be pronounced in terms of fracture toughness; in fact,many crystals
are brittle and can easily crack. Solids can often be used even at very high
temperatures, they can be manufactured in highly reproducible fashion, and they
may also be easily shaped and miniaturized.
In terms of ion conductivity, one huge advantage of solids is that of transport

selectivity. The transference number of silver ions in a-AgI with its quasi-molten Agþ

sublattice and its rigid I� sublattice is unity [4] (seeChapter 7). This selectivity not only
helps to avoid polarization effects, but is also of substantial advantage for chemical
sensors. (Alternatively, such selectivity hampers the realization of supported electro-
lytes.) The greatest disadvantages of the strong bonds in this respect are the typically
modest absolute values of the ionic conductivities. Exceptions here are superionic
solids, such as the aforementioned a-AgI which has liquid-like silver ion conductivi-
ties. (The connection between bond-strength, thermal disorder andmelting tempera-
ture was elucidated in Ref. [5]; see also Figure 1.1) [6]. To a substantial degree, this
inherent problem makes solid-state electrochemistry a typical high-temperature
science,with its specific advantages (fast reactionkinetics) anddisadvantages (stability
problems). Amoremodern strategy that allows solids to be electroactive even at room
temperature – and which is outlined at the end of the chapter – is to improve overall
transport in solids by down-sizing them. This emphasizes the significance of
nanotechnology for solid-state electrochemistry (see also Chapter 4).
One major specificity of the ordered solid state is the appearance of quasi-free

electronic conduction.Owing to thehighnumber of overlappingorbitals, energy bands
can formgiving rise toexcess electron conduction in the lowestnot fully occupiedband,
and to hole conduction in the highest bond that is fully occupied at T¼ 0K. (In reality,
one finds the whole spectrum from delocalized motion to strongly localized polaron
motion.) Hence, the �mixed conductor� is to the fore in solid-state electrochemistry
fromwhich – conceptually speaking – semiconductors and solid electrolytes emerge as
limiting cases (see Chapter 3). There are various phenomena that are specific tomixed
conductors, such as component permeation (transport of neutral component) or
stoichiometry changes (storage ofneutral component),which canbeemployeddirectly,
in allowing for storage or separation, or indirectly by tuning transport properties.
Thermodynamically ionic carrier chemistry in normal (i.e., non-superionic)

crystals is in fact similar to the electronic counterpart in semiconductors (the case
of the superionic conductor may be compared rather with the metallic state; see
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Figure 1.1). Accordingly – and, again, similar to the situation in semiconductor
physics – these normal ion conductors do not show exceedingly high conductivity
values, but in turn offer the advantage of a pronounced variability. In analogy to excess
and holes being electronic excitations of the ground state, typical ionic carriers such
as interstitials and vacancies represent ionic excitations [7]. Thermal energy may
excite ions out of regular sites into interstitial positions, either leaving vacancies or
producing separated pairs of vacancies or interstitials. If this inherent dissociation is
not perceptible, thendopants canbe added, either substitutionally or additively. In the
case of polymer electrolytes, both anions and cations can be dissolved simultaneous-
ly, the ground state then being the undissociated ion pair. There is a strong
correspondence of charge carriers in solids to the aqueous state: there, the point
defects are H3O

þ or OH�, corresponding to excess proton and proton vacancy,
respectively. In fact, these centers belong to larger clusters of perturbed structures.
Similarly, interstitials and vacancies are the centers of a perturbation zone of a much
larger perimeter. The �energy levels� in Figures 1.1 and 1.2 [3] correspond to the
electrochemical potentials minus a configurational contribution, in dilute cases they
contain the local chemical (�standard�) potential m� and zkFf (i.e., ~m�), whereas in
non-dilute cases they also contain the non-configurational portion of the activity
coefficient. Solid-state ionics allows one to treat each solid as a solvent and, by
applying defect chemistry to tune its properties as aqueous ionics, this can be
achieved successfully with liquid water.

Figure 1.1 Depending on the bond strength,
more or less point defects form on thermal
excitation and will then alternatively interact and,
owing to the formation avalanche, undergo
sublattice melting or total melting [6]. The

subscripts i and v refer to interstitial and vacancy
defect; f denotes the activity coefficient owing to
Coulomb interaction between these carriers.
Reproduced with permission from Ref. [6];
� Wiley-VCH Verlag GmbH & Co. KGaA.
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1.3
Thermodynamics and Kinetics of Charge Carriers

The statistics of the defects conceived as building elements (i.e., elements that can be
added to the perfect structure to form the real structure) follow a Fermi–Dirac-type of
statistics,whereas the statistics for the structure elements (i.e., elements that constitute
the real structure) are of the Boltzmann type; hence, as a building element is a

Figure 1.2 Representation of internal (Frenkel-)
disorder in the (free) energy level diagram and its
coupling with the fundamental electronic
excitation in the bulk (a) and at boundaries
(b) [3]. The illustrations correspond to particular
cases when Liþ (a) or generally monovalentMþ

cations (b) are excited in the lattice.

((a) Reproduced with permission from: J. Maier
(2003) Defect chemistry and ion transport in
nanostructured materials. Part II. Aspects of
nano-ionics. Solid State Ionics, 157, 327–334;
� Elsevier Limited; (b) Reproduced with
permission from Ref. [3]; � John Wiley & Sons,
Limited.)
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combination of two structure elements, consistency is preserved [8]. Figure 1.2a shows
how ionic and electronic levels are connected through stoichiometry (m of neutral
component), and Figure 1.2b how they behave at a contact to a chemically compatible
neighboringphase [3]. The utility of the energy level diagrams is particularly obvious at
boundaries; for the description of bulk defect chemistry the usual approach of writing
down explicitly defect chemical reactions that are dealt with by chemical thermody-
namics is to be preferred on grounds of complexity. Note that at boundary zones the
full account of Poisson�s equation (r¼Skzkck¼!2f/eF, where c is the molar
concentration and e the dielectric constant) must be made, while in the bulk it
trivializes into the electroneutrality condition (charge density¼r¼ 0).
In thermodynamic equilibrium, the equilibrium condition isr~mk ¼ 0 as regards

the positional coordinate and Sknrk~mk ¼ 0 (disappearance of the reaction sum of
reaction r, where n is the stoichiometric coefficient) as regards chemical displace-
ment. Deviations lead to fluxes and generation/annihilation processes. Fluxes are –
for not too-large driving forces – determined by the linear flux-driving force
relationship jk / �skr~mk. As a linear element of a Taylor expression, the partial
conductivity sk refers to the equilibrium condition. Quite often, this equation is used
even in cases where sk denotes a local non-equilibrium property, and this is allowed
for local thermal equilibrium under small driving forces. At higher driving forces,
however, higher orders in r~mk might be used or, preferably, the chemical kinetics
approach viamaster equationsmight be applied [9]. In the latter case, localfields enter
the rate coefficients and the driving force does not appear explicitly (only implicitly via
concentrations and rate coefficients). We then obtain Butler–Volmer-type equations
which can also be easily generalized for chemical reactions [10], viz.

j ¼ R� g1exp�adDj
RT

þ g2exp� bdDj
RT

� �
ð1:1Þ

where g1 and g2 refer to perturbations of the concentrations,R
� is the exchange rate

(the analogue to the conductivity for the reaction), and dDj is the local drop of the
applied bias. For the special case of transport, g1¼ g2¼ 1, a¼b¼ 1/2 and R�

becomes the equilibrium conductivity.
As described in Ref. [11], such equations can be symmetrized for local thermal

equilibrium to give, for example, for the transport case the relationship

j / �sinhðD~m=2RTÞ ð1:2Þ
in the case of particle hopping (D refers to the variation over the elementary hopping
distance). As the prefactor is now ageneralizednon-equilibriumconductivity, this is a
useful local flux-driving force relation that does good service far from transport
equilibrium [12]. A brief introduction into thermodynamics, together with several
simple examples, can be found in Chapter 3.
A special problem consists of dealing with processes that do not lead to successful

events, but rather to forward/backward hopping before the environment has
acquired the opportunity to relax. Such phenomena give rise to frequency depen-
dencies of the conductivity at very high frequencies, and form the transition to
phonon dynamics [11].
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1.4
Usefulness of Electrochemical Cells

Figure 1.3 [13] shows the details of three key experiments in solid-state science
representing limiting cases in practical experiments. The experiment shown in
Figure 1.3c, refers to the pure chemical diffusion of an elemental compound such as
oxygen in an oxide; this is a storage experiment for which a counter motion of ions
and electrons is needed, as it changes the stoichiometry of the oxide (see Chapter 12).
The experiment displayed in Figure 1.3b refers to a tracer exchange (Chapter 4); this
requires the counter motion of two isotopes and not necessarily the explicit
participation of electrons; the third experiment (Figure 1.3a) is the steady-state
conductivity experiment in which the electrons are supplied by the outer circuit.
These three processes can be connected with three diffusion coefficients (Dd,D

�
,DQ

for bulk transport) as far as the bulk is concerned. Accordingly, the three diffusion
coefficients must be confronted with three relaxation rate constants (kd, k

�
, kQ for

surface reaction), the relationships between which have been comprehensively
discussed in Ref. [13].
Figure 1.4 [14] shows a typical battery cell in which conduction and storage occurs:

conduction in the electrolyte, charge transfer through the boundary and storage in the
electrodes. (The characteristic equations on the left-hand side refer to proximity to
equilibrium.) Electrical and chemical resistors, electrostatic capacitors as well as
chemical capacitors, are the basic ingredients of modeling electrochemical circuits
even in complex cases.Owing to the normally huge value of the chemical capacitance,
the time constant for themass storage process dominates the overall process typically
for Li-based batteries. Unlike the other processes addressed, this relaxation time
depends sensitively on thickness (diffusion length), and can be efficiently varied by
nanostructuring (see below).
As far as electrochemical cells relevant for applications or electrochemical mea-

surements are concerned, we must distinguish between polarization cells, galvanic
cells and open-circuit cells, depending onwhether an outer currentflows and, if so, in
which direction this occurs. Table 1.1 provides examples of the purposes for which
such cells may be used. In terms of application, we can distinguish between
electrochemical sensors, electrochemical actors and galvanic elements such as
batteries and fuel cells. These applications offer a major driving force for dealing
with solid-state electrochemistry.

Figure 1.3 Three basic limiting experiments as discussed in the
text. (a) Electrical; (b) Tracer; (c) Chemical [13]. The asterisk
denotes an isotope. (Reproduced with permission from Ref. [13];
� Elsevier Limited.)
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Figure 1.5 describes basic galvanic elements discriminated according to energy
density (per mass) and temperature. All those galvanic cells that directly convert
chemical into electrical energy, without thermal detours, are hence not bound by
Carnot�s efficiency, and offer high theoretical efficiencies. The application of solid

Figure 1.4 Resistive and capacitive processes in
a Li-battery, and the targeted use of size
dependence [14]. For simplicity, all relationships
refer to proximity to equilibrium. Wherever the
positional coordinate x appears, reduction of the
transport path length is efficient. Moreover, the
effective transport parameters can be sensitively
varied by size effects, owing to local variations of

defect chemistry. The superscript d refers to the
joint motion of Liþ and e�; Dd is the chemical
diffusion coefficient of Li, and sd the ambipolar
conductivity ð¼ se�sLiþ =ðse� þsLiþ ÞÞ; �k is the
effective rate constant close to equilibrium.
Reproduced with permission from Ref. [14];
� Elsevier Limited.

Table 1.1 An overview of electrochemical devices and
measurement techniques based on various cell types [1].

Cell type Measurement technique Technological application

Polarization cell Measurement of kinetic data
by polarization

Electrochemical composition actors
(electrolyzers, pumps, electrochromic
windows), electrochemical composition
sensors (amperometric, conductometric)

Current-generating
cell

Measurement of kinetic data
by depolarization

Electrochemical energy storage and
conversion devices (batteries, fuel cells,
supercapacitors)

Open-circuit cell Measurement of thermody-
namic formation data,
transport number of
electrons

Potentiometric composition sensors

Reproduced with permission from Ref. [1a]; � Springer.
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oxide fuel cells is driven by the fast electrode kinetics at high temperatures that
enables the easy consumption of fuels such as hydrocarbons. Themain advantage of
near-room temperature fuel cells are the ease of performance and the lack of severe
thermal stability problems. Here, however, the catalytic activity of the electrodes is
much more demanding. Relevant batteries use solid storage materials, and are
particularly relevant if Li is the element to be stored, owing to its extremely high
reduction energy per mass.
Electrochemical cells can also be used for the precise determination of kinetic and

thermodynamic parameters. Such cells can be classified according to the combina-
tion of reversible andblocking electrodes. Cell types andparameters to be determined
are compiled in Table 1.2 [15–17]. The determination of kinetic parameters makes
use of the condition that, in an experiment with amixed conductor, the flux densities
are composed of a drift and a stoichiometric term:

jf g ¼ �sf g
s

i
zf gF

�Dd
f grcf g: ð1:3Þ

In Equation (1.3) only the total current i and the total conductivity s carry no
indices, the other quantities do ({ }). If associates do not play an important role, the
indices simply refer respectively to ions or electrons or to the respective component

Figure 1.5 Selected galvanic cells (for details, see the text).
SOFC¼ (high-temperature) solid oxide fuel cells;
ITFC¼ intermediate-temperature fuel cells; PEM-FC¼polymer
electrolyte membrane fuel cells.
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(in j, Dd, c) [18]. If associates, however, play a substantial role, the respective
�conservative ensemble� must be considered [19].
If, for example, oxygen vacancies (V €

O, denoting a missing O2�) and electrons are
present and then also associates such as V _

O (one electron trapped by an oxygen
vacancy) and V�

O (two electrons trapped by an oxygen vacancy), the flux and
conductivities in Equation (1.3) address the total oxygen ensemble, s Of g �
sV €

O
þ 2sV _

O
(V�

O does not contribute being effectively neutral). The ensemble
diffusion coefficient Dd

Of g is essentially composed of se0�sV _
O
and sV €

O
þ 2sV _

O
, as

well as of respective differential trapping factors [19]. (Of course, interaction can also
formally be put into Onsager�s cross-coefficient, but this does not provide any
mechanistic insight [20].)

1.5
Materials Research Strategies: Bulk Defect Chemistry

Ultimately, we should be concerned with the strategies to optimize electrochemical
parameters by materials research. The most momentous strategy is to seek new
phases (new structures and compounds) and, indeed, many simple phases have
already been explored. Yet, examining any higher compositional complexity in-
creases the possibility that the new phases are chemically unstable when in contact
with neighboring phases, and that is why the modification of given phases is of key
significance.
One very decisive way to optimize a given phase (Figure 1.6) is the targeted

variation of defect chemistry. The property window that can be addressed by defect
chemical variation is often greater than the alteration of the mean property when
going from one phase to the next. The key parameters are component activity (partial

Table 1.2 Combination of reversible ((O2�, e�|, typically porous
Pt) and blocking electrodes ((e�|, i.e., only reversible for e�, a
typical example being graphite; or (O2�|, i.e., only reversible for
O2�, a typical example being a Pt-contacted zirconia electrolyte)
leads to a variety of measurement techniques applied to the oxide
MO.

Cell Quantities to be determined

ðO2�; e�jMOje�;O2�Þ Resistances and capacitances
ðO2�; e�jMOje�;O2�Þ0a Transport numbers, chemical diffusion coefficients
ðO2�; e�jMOje�Þ Electronic conductivities as a function of activity, chemical diffusion

coefficients
ðe�jMOje�Þ Electronic conductivities, chemical diffusion coefficients
ðO2�; e�jMOjO2�Þ Ionic conductivities as a function of activity, chemical diffusion

coefficients
ðO2� MOjO2�Þ�� Ionic conductivities, chemical diffusion coefficients
ðO2�jMOje�Þ Stoichiometry, thermodynamic factor, chemical diffusion coefficients

aA different oxygen partial pressure was used on the right-hand side.
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pressures), the temperature, and the doping content. In reality, not all sublattices are
in equilibrium with the neighboring phase, and these frozen concentrations then
enter as the doping content C rather than being controlled by additional partial
pressures (�component activities�). In the case of simple defect chemistry [21], which
is characterized by the fact that all defects are randomly distributed (interactions can
be taken into account by assuming randomly distributed associates), defect con-
centrations are typically given by

ckðT ;P;CÞ / PNkCMkPrKrðTÞg rk : ð1:4Þ
where P is the component partial pressure and Kr the mass action constant of defect
reaction r.
The exponents (N, M, g) qualitatively follow simple rules and represent simple

rational numbers [1, 3, 21]. Let us concentrate on the influence of the doping content a
little more in detail, as it is – as far as application is concerned – the real relevant
optimization parameter. The consequence of introducing a given dopant with known
effective charge on any charge carrier k is simple; it is described by the �rule of
homogeneous doping� [1, 3]

zkdck
zdC

< 0 ðfor any kÞ ð1:5Þ

with z being the charge number. This means that an effectively positive (negative)
dopant k increases the concentration of all negatively (positively) charged defects ck,

Figure 1.6 Strategies to optimize given phases.
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and decreases the concentration of all positively (negatively) charged ones
individually.
If the power law of Equation 1.4 is valid, this can be rewritten as:

zk
z
Mk < 0 ðfor any kÞ: ð1:6Þ

Deviations from random distribution greatly modify and complicate the picture.
Debye–H€uckel corrections [9] do usually not lead very far; corrections by cube root
termsdobetter service inmany respects, but lose validity inheavily doped systems [5].

1.6
Materials Research Strategy: Boundary Defect Chemistry

So far, one important characteristic of solids that relies on the lowmobility of at least
one structure element, has not been addressed, namely the (meta)stability of higher-
dimensional defects, and in particular of interfaces (see Figure 1.6). Although grain
boundaries are often detrimental, there are cases in which they may be even
deliberately generated with the purpose of improving transport properties. This
includes the use of fine-grained ceramics, composites or heterolayers. Even in cases
in which the interfaces do not give rise to significantly different mobilities, the
conductivity effect at interfaces can be enormous. This is due to the greatly varied
defect chemistry in boundary zones. Here, a similar rule – the rule of heterogeneous
doping [1, 3] – is valid; that is:

zkdck
dS

< 0 ðfor any kÞ ð1:7Þ

in which the charge of the dopant in Equation 1.5 is replaced by the surface S charge
of the interface. By heterogeneous doping, the ion conductivities can be enormously
modified, poor conductors may be changed into good conductors, and even the type
of conduction mechanism can be changed, for example from vacancy to interstitial,
from anion to cation conductivity, or from ionic to electronic [22].

1.7
Nanoionics

Evenmore intriguing are changes inwhich the local properties are varied throughout
the sample; this is, for example, possible by curvature (capillary pressure), by the
overlap of elastic effects or by space charge overlap [23]. In this way, not only
synergistic transport phenomena but also synergistic storage phenomena can be
verified, providing a bridge between multiphase systems to new artificial, �almost
homogeneous�, systems. Figure 1.7 [23] provides an overview of effects that can be
dealt with in the context of what we refer to as �nanoionics�. Most striking are the
qualitatively novel conductors or storagematerials which are arrived at in the limit of
space charge overlap in two-phase systems. A systematic exploration of size effects in
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terms of Li-based batteries has recently been provided [14]; additional information
can be found in Chapter 4 of this Handbook.
From amore conceptual point of view, it is the introduction of higher-dimensional

defects that allows the transition to a �soft materials science�, characterized by an
enhanced information content even in systems in which the atomic bonds are not
covalent. The futurewill bewitness to increased research and applications in the field
of metastable materials characterized by increased local complexity, with the possi-
bility of further systematic collaboration with semiconductor physics and biology.

Figure 1.7 Typical true size effects (i.e., local property depends
onsize)on the ionicchargecarrier j [23]. (�g ¼meansurface tension;
�r¼mean radius of the particle with the composition MþX�.)
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2
Superionic Materials: Structural Aspects
Stephen Hull

Abstract

Superionic conductors are solids which show high levels of ionic conductivity, which
often approach values more typical of ionic liquids. This behavior is associated with
the presence of extensive dynamic disorder within the crystalline lattice, and the
nature of the defects has long proved a challenge to both experimental and
computational approaches. This chapter provides a short introduction to the major
techniques used to probe the structure–property relationships within superionic
conductors, highlighting the roles of X-ray diffraction, neutron diffraction, EXAFS,
NMR, and molecular dynamics methods. The relative advantages and limitations of
each method are briefly described, followed by a discussion of the major families of
highly conducting compounds and an assessment of the current state of knowledge
concerning their structural properties.

2.1
Overview

The high levels of ionic conductivity associated with superionic conductors, which
often approach values more typical of ionic liquids, are associated with the presence
of extensive dynamic disorder within the crystalline lattice. As a consequence, a full
understanding of the interplay between the structural and conducting properties of
these important materials requires a detailed characterization of both the long-range
arrangement of the ions within the crystal lattice and the short-range ion–ion
correlations within the defects. The presence of significant levels of disorder, which
can be both intrinsic (thermally induced) and extrinsic (due to chemical doping) in
origin, presents a challenge to the conventional experimental methods used to
provide structural information. In the case of superionic conductors, no one
technique can provide a complete picture, and it is often necessary to employ several
complementary approaches, of which X-ray diffraction (XRD), neutron diffraction,
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extended X-ray absorption fine structure (EXAFS) and nuclear magnetic resonance
(NMR) are arguably the most instructive. The relative advantages and limitations of
eachmethod are briefly described in the following section, followed by a summary of
the role of computational methods in predicting the defect properties of compounds
showing high ionic conductivities. The major families of highly conducting com-
pounds will then be discussed, and the chapter will conclude with a brief description
of the current status of the field of superionics.

2.2
Techniques

2.2.1
X-Ray and Neutron Diffraction

The X-ray diffraction technique is the most commonly used experimental method
for investigating the crystal structures of crystalline solids. As the underlying theory
and methods are detailed in several specific textbooks (e.g., Ref. [1]), only a brief
description of the essential features will be provided at this point.
The diffraction of X-rays and neutrons of wavelength l from a crystal is governed

by Bragg�s equation: l¼ 2dsinq, where d is the interplanar spacing and 2q is the
scattering angle. In a monochromatic experiment (i.e., constant l), the scattering
angle of the detector is scanned and the positions and intensities of the various Bragg
peaks measured. The list of d-spacings of the Bragg peaks then determines the unit
cell and the indexing of eachBraggpeak in termsof itsMiller indices h, k, and l (where
d ¼ a=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 þ k2 þ l2

p
for a cubic crystal of lattice parameter a). The systematic absence

of a certain class of Bragg peaks determines the space group symmetry (or, in some
cases, a small number of possible alternatives), and the positions of the ions within
the unit cell are then determined by various means (direct methods, Patterson
techniques, trial-and-error model building) using the intensities of the Bragg peaks.
The relative intensities of these peaks provides information concerning the positions,
thermal vibrations and fractional occupancies of sites within the unit cell, and are
generally obtained by fitting a trial structural model to the diffraction data (least-
squares fitting to the extracted peak intensities for single crystals and to the whole
diffraction pattern using Rietveld refinement for powder samples).
In general, single-crystal studies provide more accurate structural information

than powder studies, because the diffraction information can be collected over three
dimensions of reciprocal space, _Q , rather than being collapsed into a single dimen-
sion (i.e., Q ¼ j_Q j). However, in the case of superionic conductors, the majority of
published studies have been performed on powder samples, often because the
presence of first-order transitions to highly disordered phases on increasing tem-
perature would shatter single crystals. Diffraction studies of superionic conductors
are often characterized by a rapid fall-off in intensity of the Bragg scattering with
increasingQ , and the limited number of measurable peak intensities often restricts
the complexity of structural models that can be applied in the data analysis (see
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Figure 2.1). An analysis of the Bragg diffraction provides a structural model of the
unit cell contents, averaged over time and over all the unit cells in the sample. This
information can be complemented by an analysis of the diffuse scattering, which is
observed as broad humps of scattering in Q regions between the Bragg peaks (see
Figure 2.1), and has its origin in the short-range instantaneous correlations between
disordered ions.
The past few decades have witnessed the development of many new intense

sources of X-rays and neutronsworldwide. The former are produced by themotion of
electrons within a synchrotron, often via the use of sophisticated insertion devices
(bending magnets, multipole wigglers) which produce highly collimated and ex-
tremely intense beams. In the case of neutrons, specialized reactor sources are
gradually being superseded by intense spallation sources, in which pulses of
neutrons are produced by bombarding a heavy metal target with high energy bursts
of protons that have been accelerated in a synchrotron or linear accelerator.Whilst the
neutron flux produced by these machines remains many orders of magnitude lower
than theflux of X-ray photons produced at one of the latest synchrotronX-ray sources,
neutron diffraction has played a major role in elucidating the structures of many
compounds showing high levels of ionic conductivity. This is largely a consequence
of the neutron�s ability to use bulk samples, its increased sensitivity to the presence of
lighter species such as Liþ , F�andO2�, and the absence of a form factor (as found in
X-rays) which further hinders the ability to collect data to high Q values.

2.2.2
Extended X-Ray Absorption Fine Structure

The EXAFS technique exploits the absorption edges observed when the energy of an
X-ray beam incident upon a sample coincides with the energy required to eject
an electron from one of the sample�s constituent atoms to a continuum state
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Figure 2.1 A neutron powder diffraction pattern collected from
the superionic d phase of Bi2O3 at 1033 K, illustrating the
rapid decrease in the intensities of the Braggpeakswith increasing
Q and the presence of diffuse scattering observed as broad
undulations (S. Hull et al., unpublished results).
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(i.e., ionization) [2]. A simple model for the absorption process predicts a monotonic
decrease in the absorption coefficient with increasing energy at energies higher than
the absorption edge. However, the absorption spectrum often shows oscillations in
the immediate post-edge region, which can be analyzed by considering the ejected
electron as awave traveling outward from the central absorbing atom. In a condensed
solid, the emitted electron wave is backscattered by the neighboring ions, such that
the resultant interference gives rise to the oscillations in the post-edge absorption
coefficient which extend towards higher energy by a several hundreds of eV. The
analysis of the frequency and amplitude of the EXAFS pattern can provide informa-
tion on the distance, type, and number of the nearest neighbors. In comparison with
diffraction methods, EXAFS has the advantage of being atom-specific (by tuning the
energy of the incident X-ray beam), although the structural information provided is
restricted to the first few coordination shells. A brief overview on the use of EXAFS
technique for the analysis of nanocrystalline materials is presented in Chapter 4.

2.2.3
Nuclear Magnetic Resonance

The NMR technique is used extensively within the field of chemistry, for example in
the study of molecules in solution. In recent years, however, there has been a major
development of solid-state NMR methods including, for example, magic angle
spinning NMR (MAS-NMR) techniques, that have been applied to the study of
ionically conducting systems [3] (see also Chapter 4). Unfortunately, a number of
limitations have been demonstrated, including differences between the timescales
probed by the NMR technique and those characteristic of ionic motion in solids, the
limited temperature range accessible using NMR apparatus, and also difficulties in
preparing samples containing nuclei with the required half-integer spin (such as
17O). Nevertheless, several studies have recently been conducted with ionically
conducting compounds, and which have resolved the different crystallographic sites
occupied by mobile ions, thus determining those positions responsible for the ionic
conduction and estimating the rates of exchange between sites; see, for example, the
reports ofGrey and coworkers on F� conduction in BaSnF4 [4] andO

2� conduction in
Bi4V2O11 and its chemical derivatives [5].

2.2.4
Computational Methods

Computer simulation methods have been extensively used to probe the structural
behavior of ionically conducting solids, with particular emphasis on the preferred
diffusion mechanisms and the nature of intrinsic (thermally induced) and extrinsic
(generated by chemical doping) defects. As discussed elsewhere [6], these techniques
can broadly be divided into three categories:

. Static lattice simulations, in which the energy of a configuration is minimized to
compare, for example, the formation energies of different defect configurations.
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. Molecular dynamics (MD) methods utilize the iterative solution of Newton�s
equations of motion for a large number of ions within a configuration. As energy
is conserved (rather than minimized), it is possible to extract information con-
cerning the dynamics of ions within the materials under investigation, including
preferred diffusion pathways and any correlations between the motions of diffus-
ing ions.

. Monte Carlo (MC) methods have been extensively employed to study systems
containing high levels of ionic disorder. In this approach, a large number of
configurations are generated by a succession of randommoves,with the probability
of including a given configuration determined by a Boltzmann factor.

Selected features of these computational methods, and examples of their applica-
tion, are described in Chapters 5, 7 and 9.
In many cases, simulation methods are used in a complementary manner to

experimental studies, with the validity of the calculations assessed by comparing
simulated properties (e.g., crystal structure and activation energies) with those
determined experimentally. The major factor in determining the reliability of all
the simulation methods is the accuracy of the description of the interaction between
the ions. The majority of studies of ionically conducting systems have utilized
parameterized potentials containing explicit expressions for the various interactions
(short-range repulsion, Coulomb, etc.), although recent advances in available com-
puter power have enabled the application of ab initio methods (see Chapter 7).

2.3
Families of Superionic Conductors

This section provides an overview of the most important families of compounds
which display high values of ionic conductivity. Inevitably, limitations of space mean
that a number of interesting systems are not discussed, including several systems
which are the subject of current research activity (e.g., the �LAMOX� compounds [7]
and apatite-structured oxides [8]) which do not conveniently fit into one of the major
groups discussed below.

2.3.1
Silver and Copper Ion Conductors

The family of Agþ and Cuþ superionic conductors have been extensively studied for
many decades, using a wide range of experimental and computational techniques;
see also Chapter 7. They are principally of interest for fundamental reasons, asmodel
systems in which to characterize the nature of the dynamic disorder and to probe the
factors which promote high values of ionic conductivity within the solid state. Their
commercial applications are generally limited by factors such as chemical stability,
the high cost of silver, and their relatively highmass when compared, for example, to
lithium-based compounds.
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2.3.1.1 Silver Iodide (AgI)
Silver iodide (AgI) is arguably the most widely studied superionic conductor. The
presence of a superionic transition at 420K from the ambient temperature wurtzite-
structured b phase (space group P�63mc) to the superionic a phase was studied by
Tubandt [9], with the ionic conductivity increasing at the b ! a transition by a factor
of �4� 103 to a value of 1.3 S cm�1. Transport measurements confirmed that the
conduction within the a phase is predominantly ionic (rather than electronic) in
nature, and due to the motion of the cations (rather than of the anions) [10]. X-ray
powder diffraction studies showed that a-AgI possesses a body-centered cubic (bcc) -
structured anion sublattice, with the two Agþ per unit cell proposed to be distributed
over all the available interstices within this array [11, 12]. As illustrated in Figure 2.2,
the bcc anion sublattice within space group Im�3m comprises the 2(a) sites at 0, 0, 0
and 1/2,

1/2,
1/2. The interstices can be described as octahedral (oct, 6(b) sites at 0, 1/2,

1/2, etc.), tetrahedral (tet, 12(d) sites at
1/4, 0,

1/2, etc.) and trigonal (trig, 24(h) sites at 0,
y, y, etc., with y¼ 3/8).
A random distribution of Agþ over the six oct, 12 tet and 24 trig interstices, of the

type originally proposed [11, 12], approximates to a �liquid-like� distribution of
cations which, when coupled with the high values of ionic conductivity, led to the
concept of a �molten sublattice� of Agþ within a-AgI. However, subsequent studies,
using both powder and single-crystal samples and X-ray and neutron radiations,
clearly showed that the Agþ preferentially occupy the tet positions [13–16]. The
nature of the Agþ diffusion was the subject of some debate, with the time-averaged
cation distribution extending in either the h1 0 0i or h1 1 0i directions (implying Agþ

diffusion via the oct and trig positions, respectively). This issue was resolved by
analysis of the total (Bragg plus diffuse) scattering components using the so-called
reverseMonteCarlo (RMC)method [17, 18],whichdemonstrated that theAgþ spend
around three-fourths of their time on the tet sites and predominantly hop between
nearest-neighbor tet positions in h1 1 0i directions [19].

Figure 2.2 The bcc structure ofa-AgI, showing the locations of the
octahedral (oct), tetrahedral (tet), and trigonal (trig) interstices
within the unit cell. The thick lines illustrate how Agþ diffusion
occurs between the tet positions in h1 1 0i directions via the trig
sites.
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2.3.1.2 Copper Iodide (CuI)
At ambient temperature, the g phase of CuI possesses the cubic zincblende structure,
in which the Cuþ are ordered over half the tet interstices within a face-centered cubic
( fcc) sublattice of I�. Formally, the anions are located in the 4(a) sites at 0, 0, 0, etc., of
space groupF�43m, with two sets of tet interstices (the 4(c) sites at 1/4,

1/4,
1/4, etc. and 4

(d) sites at 3/4,
3/4,

3/4, etc.) and one set of oct cavities (the 4(b) sites at 1/2,
1/2,

1/2, etc.).
The Cuþ occupy one set of tet interstices in g -CuI and, on heating, CuI undergoes a
phase transition to the b phase at 642K. The structure of b-CuI can be described as an
hexagonal close-packed (hcp) sublattice of anions, with the Cuþ distributed in the
approximate ratio 5 : 1 over two sets of tet interstices within space group P�3m1 [20].
On further heating, the anion sublattice reverts to an fcc arrangement at the transition
to the superionic a phase at 680K [20, 21].
The distribution of themobile Cuþ withina-CuI offers an interesting comparison

with a-AgI, to probe the difference in superionic behavior between phases with fcc
and bcc anion sublattices. a-CuI was initially proposed to be isostructural with the
ambient temperature g -CuI phase, but with large displacements of the Cuþ in h1 1 1i
directions [22], whilst the results of EXAFS studies have suggested that the cations are
disordered over all the tet and oct positions [23]. However, the findings of neutron
diffraction studies have indicated that the Cuþ are predominantly restricted to the tet
positionswithin space groupFm�3m (such that the tet sites form a single set in the 8(c)
positions) [24, 25]. This structural model has been supported by computer simula-
tions [26–28], with the Cuþ shown principally to diffuse between the tet positions in
h1 0 0i directions. However, while the essential features of a-CuI are now well
established, a number of details continue to attract attention, including differences
between the partial pair distribution functions derived by computer simulations,
neutron diffraction and EXAFS methods (for details, see Refs. [26, 29]).

2.3.1.3 Other Agþ and Cuþ Halides
The two Agþ halides AgCl and AgBr adopt the rocksalt structure at ambient
temperature (space group Fm�3m), in which all the oct 4(b) sites within an fcc array
of anions are occupied by Agþ . Neither compound undergoes a structural phase
transition on increasing temperature, but both compounds show significant in-
creases in ionic conductivity (up to �0.5 S cm�1) over the temperature region
�100–150K below their melting points [9]. Powder neutron diffraction studies of
AgBr performed at temperatures immediately below the melting point showed that
the Agþ vibrate anisotropically about the oct positions, with an increasing occupancy
of the tet positions [30]. This behavior was interpreted as a gradual transition to a
superionic phase, which is interrupted by the melting transition before the fully
highly disordered state is reached [31]. Similar behavior has been observedwithin the
rocksalt structured phase of AgI, which is stable at pressures in excess of �0.4
GPa [32, 33].
The ambient temperature g phases of CuCl, CuBr, and CuI all possess the cubic

zincblende structure, but their structural behavior on increasing temperature is very
different. CuCl transforms to its b phase at 681K and melts at 703K; b-CuCl adopts
the wurtzite structure (P63mc), which is the hexagonal equivalent to the cubic
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zincblende structure (with the Cuþ ordered over half the tet interstices within an hcp
anion sublattice) [34]. b-CuI possesses a relatively high ionic conductivity (si� 0.1
S cm�1 [35]), but neutron diffraction studies have indicated that the cations remain
largely on the tet lattice sites [34]. By contrast, CuBr undergoes structural phase
transitions to its b and a phases at 664 and 744K, respectively. b-CuBr adopts a
disordered wurtzite structure (with the Cuþ distributed over the two sets of tet
interstices in the approximate ratio of 3 : 1), and a-CuBr is isostructural with a-
AgI [36]. Total neutron scattering studies indicated that the Cuþ preferentially adopt
a tetrahedral local environment, even though Br� sublattice changes from fcc (g) to
hcp (b) to bcc (a) on heating [36].

2.3.1.4 Agþ Chalcogenides
The high-temperature superionic properties of the Agþ and Cuþ chalcogenides (of
general formula A2X, with A¼Ag, Cu and X¼S, Se, Te) have been extensively
studied. These compounds provide an interesting comparison with their halide
counterparts, particularly when probing the effects of the doubled cation density on
the ionic diffusion mechanisms and macroscopic ionic conductivity [37].
The three silver chalcogenides Ag2S, Ag2Se, and Ag2Te all adopt low-symmetry,

ordered phases under ambient conditions (space groups P21/c, P212121, and P21/c,
respectively), but all possess at least one high-temperature superionic phase. The
ambient temperature g-Ag2S phase transforms to a bcc-structured (b) form at 452K
and an fcc structured (a) phase at 873K, prior tomelting at 1115K. Ag2Se possesses a
single high-temperature superionic phase (a), which adopts a bcc anion sublattice
and is stable between 406K and the melting point of 1170K. Ag2Te transforms from
its ambient temperature ( phase to fcc (a) and bcc (g) -structured superionic phases at
423K and 1075K, respectively, before melting at 1223K (for further details, see
Refs. [38, 39]).
Diffraction studies of the three bcc-structured phases (b-Ag2S, a-Ag2Se, and

g-Ag2Te) showed that the Agþ are distributed predominantly over the tet interstic-
es [40–43]. Whilst the number of tet sites per unit cell (12) still greatly exceeds the
number of cations (four), long-range coulombic repulsions between cationsmight be
expected to lead to short-lived, short-range correlations between the motions of
individual Agþ . This has been demonstrated by the observation of anisotropic
diffuse scattering in both X-ray [40] and neutron [44] scattering experiments on the b
phase of Ag2S. Good agreement between the observed and calculated diffuse
scattering was obtained using a structural model of local cation ordering comprising
a microdomain of ordered Agþ sites, constructed using four connected cubo-
octahedra of tet sites [40]. Neutron diffraction studies of the two fcc-structured
superionic phases (a-Ag2S and a-Ag2Te) have shown that the cations are located
predominantly on the tet interstices, with a fraction of Agþ found close to the oct
positions [42, 43]. Both possess lower ionic conductivities than their bcc-structured
counterparts, even though their order on increasing temperature is different in Ag2S
and Ag2Te [37]. This is consistent with the lower number of available interstices
within an fcc-structured sublattice (see Ref. [45]).
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2.3.1.5 Cuþ Chalcogenides
In comparison to the Agþ chalcogenides, the Cuþ analogues have been less widely
studied, being prone to significant non-stoichiometry (i.e., Cu2�dX) and an increased
electronic contribution to the conduction. The ambient temperature phases of
Cu2�dS and Cu2�dSe both possess rather complex crystal structures, but undergo
transitions on heating to higher symmetry phases showing extensive Cuþ disorder.
Neutron diffraction studies of b-Cu2�dS, which is stable between 376K and 703K,
showed that the anions adopt an hcp sublattice in space group P63/mmc, with the
Cuþ distributed over two sites displaced from the centers of the tet cavities [46].
Above 703K,Cu2�dS adopts an fcc-structuredaphase inwhich the cations occupy the
32(f ) sites of space group Fm�3m, in x, x, x, positions with x� 0.29, corresponding to
the tet cavities but displaced in h1 1 1i directions [47]. Cu2Se transforms to a cubic a
phase at 413K, which appears isostructural with a-Cu2�dS [47]. However, single
crystal X-ray diffraction studies and MD simulations have suggested that a small
fraction of the cations in a-Cu2Se occupy the oct positions [48], though this is
inconsistent with reported EXAFS studies [49]. The structural properties of Cu2Te are
poorly understood and,whilst four orfive phase transitions have been observed in the
temperature range 430K to 760K (see Refs. [50, 51]), the crystal structures of most of
the phases are poorly understood.

2.3.1.6 Silver Sulfur Iodide (Ag3SI)
At temperatures above 519K,Ag3SI exists in a superionic (a) phase characterized by a
bcc-structured sublattice formed by a random distribution of S2� and I� [52–54].
Thus, the averaged structure ofa-Ag3SI can be viewed as analogous to the superionic
a phases of AgI and Ag2S. Interest in this material stems from the fact that the high-
temperaturea phase can be quenched to room temperature, retaining the disordered
anion array (a�-Ag3SI), or annealed for prolonged periods at a temperatures of 450K
to form a phase with long-range ordering of the two cation species over the 0,0,0 and
1/2,

1/2,
1/2 positions (b-Ag3SI). The metastable a� phase possesses a high ionic

conductivity under ambient conditions (�0.3 S cm�1) which exceeds that of the
annealed (anion ordered) b phase by almost two orders of magnitude [55].
The results of powder neutron diffraction studies have indicated that a-Ag3SI

possesses a highly disordered Agþ distribution, which resembles that of a-AgI and
a-Ag2S [56]. By contrast, the cationswithinb-Ag3SI are localized in regions of the unit
cell close to a subset of the oct cavities [56]. As discussed in greater detail else-
where [38], ordering of the two anion species over the 0,0,0 and 1/2,

1/2,
1/2 sites lowers

the symmetry from Fm�3m toPm�3m, such that crystal structure ismodified from one
containing a network of numerous interconnected equivalent sites (6� oct and
12� tet) to one in which there are only three isolated, energetically favored cavities.
This explanation for the dramatic difference between the Agþ ion conductivities of
the a� and b phases of Ag3SI has recently been supported by an MD study, in which
configurations of 4� 4� 4 unit cells were constructed with the S2� and I� ordered
and disordered over the 0, 0, 0 and 1/2,

1/2,
1/2 sites (to represent the b and a�

phases) [57].
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2.3.1.7 Ternary AgI-MI2 Compounds
The addition of aliovalentM2þ species to AgI forms a family of ternary compounds,
which includes Ag2CdI4, Ag2HgI4, Ag2ZnI4, Ag3SnI5, and Ag4PbI6. Extensive ionic
conductivity and diffraction studies at elevated temperatures have been performed.
Seven superionic phases have been identified, formed with bcc (a-Ag2CdI4 [58] and
e-Ag2HgI4 [59]), hcp (d-Ag2HgI4 [59] and a-Ag2ZnI4 [58]) and fcc (a-Ag2HgI4 [60],
Ag3SnI5 [58] and Ag4PbI6 [61]) anion sublattices. These are analogous to the
superionic phases found in the binary Agþ and Cuþ halides, but with two cations
(Agþ /Cuþ ) replaced by a single divalent one (M2þ ) and a vacancy. In several cases,
addition of the M2þ dopant ions lowers the superionic transition temperature
compared to pure a-AgI, but at the cost of a significant reduction in the ionic
conductivity [59].

2.3.1.8 Ternary AgI-MI Compounds
Over 30 ternary phases have been identified within the (AgX)x-(MX)1�x and (CuX)x-
(MX)1�x (where M¼Kþ , Rbþ and Csþ ; X¼Cl�, Br�, and I�) phase diagrams. Of
these, RbAg4I5 has attracted extensive interest, because it possesses a high ionic
conductivity at ambient temperature (0.21 S cm�1 [62]). The immobile Rbþ within
RbAg4I5 act as a �structural modifier�, forcing the anion arrangement to adopt a
structure which approximates to that of b-Mn (space group P4132 [63, 64]). This
sublattice contains non-intersecting, one-dimensional strings of tetrahedrally coor-
dinated sites parallel to the three h1 0 0i directions, which are favorable conduction
pathways for the Agþ . Recent neutron scattering studies, using Maximum Entropy
difference Fourier methods to investigate the time-averaged Agþ distribution, have
also provided evidence for migration of Agþ between the channels [62].

2.3.1.9 Ternary Derivatives of Ag2S
A number of ternary derivatives of Ag2S have been investigated, with particular
emphasis on the family of argyrodite-structured compounds within the series
Ag12�nB

nþS6, where B¼Ta5þ , Nb5þ , Ge4þ , Si4þ , Ti4þ , Ga3þ and Al3þ . The
majority of the compounds adopt a cubic argyrodite structure at elevated tempera-
tures (space group F�43m), with the Agþ distributed over a large number of sites, but
adopt lower symmetry variants at lower temperatures inwhich the cations are, at least
partially, ordered over a subset of the sites [65]. As expected, the highest ionic
conductivities are shown by the cubic phases, which also includes a number of Cuþ

analogues formed by the addition of halide anions (such as Cu6PS5Br [66]) in which
the F�43m polytype is stabilized at ambient temperature.

2.3.2
Fluorite-Structured Compounds

The Agþ and Cuþ superionic phases discussed above are generally characterized by
an extensive diffusion of the cations within an immobile sublattice formed by the
negatively charged counterions. In this section,we consider the family of compounds
which crystallize in the fluorite crystal structure. These show similarly high levels of
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ionic conductivity at elevated temperatures, although charge transfer occurs via the
motions of the anions; the level of ionic transport in particular systems and their
applications are discussed in Chapters 9, 12 and 13.

2.3.2.1 The Fluorite Structure
The cubic fluorite crystal structure (space group Fm�3m) can be described as an fcc
array of cations inwhich all the tet interstices arefilledwith anions and the oct sites are
empty. Alternatively, as shown in Figure 2.3, the ionic arrangement can be viewed as a
simple cubic array of anions with cations occupying alternate cube centers.

2.3.2.2 Halide Fluorites
The ionic conductivity offluorite-structured halides such as SrF2, CaF2, BaF2,b-PbF2,
and SrCl2, shows a rapid but continuous increase on heating, reaching values very
close to those shown by the liquid state [67–69]. The transition to the superionic state
is also associated with peak in the specific heat Cp (the maximum value of which is
generally taken to define the superionic transition temperature, Tc), anomalous
behavior of the elastic constants and changes in the lattice expansivity (for details and
references, see Refs. [38, 70]).
At temperatures well below Tc the defect concentration is very low and dominated

by anion Frenkel pairs, with the interstitial anions located in the empty cube center
positions [71]. However, neutron diffraction studies have shown that the empty cube
center sites are not significantly occupied at temperatures in excess ofTc and, instead,
the anion interstitials within the Frenkel pairs favor sites between the midpoint of

Figure 2.3 The cubic fluorite crystal structure of a compound of
stoichiometry AX2. The cations (A) occupy alternate cube centers
within a simple cubic array of anions (X ).
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the two nearest-neighbor anion sites and the center of an anion cube in a h1 1 0i
direction [72]. This defect model was supported by analysis of the coherent diffuse
neutron scattering, which also showed that the Frenkel defects are accompanied
by relaxations of nearest-neighbor lattice anions in h1 1 1i directions towards the
centers of the adjacent empty anion cubes [73]. Static energy calculations confirmed
the stability of these clusters and suggested the favored location of the charge-
compensating anion vacancies [74]. The concentration of Frenkel defects within the
fluorite-structured halides at temperature close to Tc has been the subject of much
debate, however, with values obtained by neutron diffraction studies around an order
ofmagnitude higher than the few per cent predicted byMDsimulations (for a further
discussion of this issue, see Ref. [75]).

2.3.2.3 Lead Tin Fluoride (PbSnF4)
Of all the fluorite-structured halides, b-PbF2 has attracted themost attention, since it
has the lowest superionic transition temperature (Tc¼ 711K). The ionic conductivity
and structural properties of a number of compounds based on PbF2 have been
studied, with the ternary compound PbSnF4 possessing one of the highest values of
ionic conductivity of any F� ion conductor at ambient temperature (si¼ 10�3 S
cm�1 [76]).
Under ambient conditions, a-PbSnF4 possesses a crystal structure which is

closely related to that of fluorite, but with cation ordering in the sequence
PbPbSnSnPbPbSnSn . . . along one of the pseudocubic h1 0 0i axes leading to
tetragonal symmetry (space group P4/nmm [77]). While the anions between the two
Pb2þ layers lie close to the tet sites occupied within the equivalent fluorite structure,
the Sn2þ -Sn2þ layers are essentially empty [77, 78]. The displaced anions are located
within the Pb2þ and Sn2þ sheets, leading to a highly disordered arrangement of F�.
The combined results of powder neutron diffraction studies and MD simulations
have shown that aniondiffusion occurs predominantlywithin these two-dimensional
layers, but becomes more three-dimensional as the temperature is increased [78].
This behavior appears consistent with that of the isostructural compound BaSnF4,
which has been investigated using NMR methods [4].

2.3.2.4 Anion-Excess Fluorites
The cubic fluorite structure shows a remarkable ability to tolerate large deviations
from its idealAX2 stoichiometry, withmany grossly anion-deficient and anion-excess
examples known to exist. In the latter case, cations of valence greater than 2þ sit
substitutionally on the host cation sites within a halidefluorite, with charge neutrality
maintained by incorporating interstitials within the anion sublattice. At dopant levels
of less than approximately 1%, the anion interstitials reside in the empty cube center
positions and, depending on the relative sizes of the host and dopant cation species,
are nearest neighbor or next nearest neighbor to the dopant cation [79]. These defects
are associated with a large increase in the ionic conductivity until the dopant level
reaches around 10%, beyond which the ionic conductivity falls due to trapping of
the mobile anion interstitials within larger defect clusters (see, e.g., Ref. [80]). The
nature of these defects has been studied using a wide variety of experimental and
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computational techniques, and there exists an extensive literature devoted to doped
CaF2, BaF2, PbF2, and SrCl2 systems.
As an illustrative example, we consider here the material formed by doping CaF2

with Y3þ . The results of the earliest neutron diffraction studies of (Ca1�xYx)F2þ x

proposed that the excess anionswere incorporated into the cubicfluorite lattice in the
form of extrinsic defects which resembled the Frenkel clusters observed within the
superionic phase of the pure fluorites (though without the need for the charge-
compensating Frenkel vacancy) [81, 82]. However, subsequent single-crystal neutron
diffraction studies, which included analysis of both the Bragg and diffuse scattering
components, favored the presence of cubo-octahedral defects, in which six edge-
sharing (Ca/Y)F8 cubes are replaced by six corner-sharing square antiprisms. In this
process, the central cavity changes froma cube of eight anions into a cubo-octahedron
of 12 anions, so that four additional anions are incorporated into the lattice (or five if
the central cavity is also filled) [83]. The presence of these clusters was supported by
19F NMR [84] and EXAFS [85] studies, whilst static energy calculations showed that
cubo-octahedral defects were favored over other defect types if the M3þ dopant
cations are relatively small [86].

2.3.2.5 Oxide Fluorites
Fluorite-structured oxides, which include compounds such as cubic ZrO2, PrO2,
CeO2, ThO2, UO2, and PuO2, are analogues of the fluorite-structured halides (see
Section 2.3.2.2). Whether these compounds also undergo continuous superionic
transitions at elevated temperatures is unclear, but their melting points are consid-
erably higher than those of their halide counterparts. This implies that any superionic
transition would occur at temperatures more difficult to access experimentally.
Nevertheless, interest in a high-temperature superionic transition within fluorite-
structured oxides has been motivated by the use of compounds such as UO2 and
PuO2within nuclear fission reactors. In particular, any excess specific heat contained
within these materials due to the presence of high concentrations of Frenkel defects
has safety implications if the operating temperature exceeds its normal range.
Data for the temperature dependence of the enthalpy of UO2, obtained using drop

calorimetry methods, showed a clear peak in the specific heat at �2610K [87].
However, the structural origin of this feature was questioned by some groups, who
proposed an alternative explanation in terms of electronic disorder (small polarons of
the type 2U4þ $U5þ þ U3þ ), because the band gap of UO2 (�2 eV) was much
smaller than the formation energy for anion Frenkel defects (�5 eV) [88, 89].
However, the observation of similar behavior of the enthalpy of the isostructural
compound ThO2 at temperatures in the region of 2950K favored the presence of
Frenkel disorder, because the relative stability of the Th4þ valence state would lead to
amuchhigher formation energy for small polarons [90]. The presence of an extensive
lattice disorder within UO2 and ThO2 at elevated temperatures was confirmed by
single-crystal neutron diffraction studies, with an increasing concentration of
dynamic anion Frenkel defects observed at temperatures above �2000K [91, 92].
Support has also been provided by recent MD studies, with the onset of superionic
behavior within the simulations occurring at 2300K [93].
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2.3.2.6 Anion-Deficient Fluorites
Pure zirconia (ZrO2) adopts a monoclinic baddelyite structure under ambient
conditions (m-ZrO2, space group P21/c), and transforms at �1370K to a tetragonal
phase (t-ZrO2, space group P42/nmc) which can be described as a fluorite lattice with
alternate {1 1 0} planes of anions displaced in opposite directions along the [0 0 1]
axis. At �2643K, ZrO2 transforms to the cubic fluorite-structured form (c-ZrO2),
prior to melting at �2988K. The two high-temperature phases can be stabilized at
ambient temperature by chemical doping with divalent (Ca2þ , Mg2þ , etc.) and
trivalent (Y3þ , Sc3þ , Nd3þ , etc.) cations. This process generates the so-called
�stabilized� tetragonal (t�-ZrO2) and cubic (c�-ZrO2) zirconias, inwhich the aliovalent
dopant cations sit substitutionally on the host Zr4þ sites, with overall electrical
neutrality being achieved by incorporating O2� vacancies into the anion sublattice.
The ionic conductivity of these anion-deficient fluorite compounds reaches signifi-
cant levels at temperatures in excess of �1200K (as the anion vacancies become
mobile), which makes them attractive candidates for many technological applica-
tions, including solid electrolytes within solid oxide fuel cells (SOFCs) [94]; see also
Chapters 9 and 12.
The phase diagrams and ionic conductivities of anion-deficient ZrO2 compounds

have been widely investigated, to probe the influence of both dopant size and
concentration (e.g., Ref. [95]). Whilst Sc3þ doped systems possess the highest values
of ionic conductivity, factors such as cost and long-term stability have favored the use
of (Zr1�xYx)O2�x/2 as the current �best� material, in which the m ! t� and t� ! c�

transitions are observed at x� 0.05 and x� 0.16, respectively [96]. On increasing
dopant (anion vacancy) concentration, the ionic conductivity initially increases with
x, but reaches amaximum close to the lower limit of stability of the c� phase and then
decreases rapidly [97]. Many theoretical studies have attempted to provide an
explanation for this effect, and it is generally accepted that O2� vacancies are trapped
to form defect clusters (for further details, see Ref. [38]). However, a detailed
structural description of the defects has proved controversial, with diffuse X-ray
scattering indicating relaxations of the cations in h1 1 0i directions [98], whilst single-
crystal neutron diffraction studies suggested that the anions are displaced from their
lattice sites predominantly in h1 0 0i directions and, to a lesser extent, h1 1 1i
directions [99]. A detailed single-crystal diffraction study, using both neutron and
X-ray radiations, demonstrated that the defect structure of (Zr1�xYx)O2�x/2 is rather
complex, with significant variations as a function of composition and temperature.
With increasing xwithin the c� phase, there is a tendency for anion vacancies to form
pairs aligned along h1 1 1i directions, which aggregate to form larger defects of
around 15–20A

�
in diameter that act as highly effective traps for the mobile O2�

vacancies [100]. These defects show similarities to the ordered structure adopted by
the compound Zr3Y4O12 at higher Y

3þ concentrations.
Numerous other anion-deficient fluorite-structured oxides have been investigated,

with a view to identifying compounds that show ionic conductivities comparable to
yttria-stabilized zirconia, but at a significantly lower temperature (see Chapter 9). Of
these, CeO2 doped with Gd2O3 is a promising candidate [101]. However, the
reduction of Ce4þ to Ce3þ under low oxygen partial pressures leads to an additional
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electronic contribution to the conductivity, which may prove problematic for SOFC
applications. Similar issues have also hindered the application of Bi2O3-based
materials (these are discussed in the following subsection).

2.3.2.7 Bi2O3

Under ambient conditions, Bi2O3 adopts a rather complex monoclinic structure
(space groupP21/c), in which the Bi

3þ are surrounded by an asymmetric polyhedron
of O2� characteristic of its 6s2 lone-pair electronic configuration. However, Bi2O3

undergoes afirst-order phase transition at 1002K to its superionic d phase, which has
the highest known oxide-ion conductivity (�1.5 S cm�1 [102]). d-Bi2O3 adopts an
anion-deficient cubic fluorite structure, with the extensive dynamic anion disorder
attributed to the high concentration of intrinsic anion vacancies and theBi3þ cation�s
ability to stabilize the relatively asymmetric local coordination environments which
arise during diffusion of the surrounding anions.
Thefirst structuralmodel for the d-Bi2O3 phasewas proposed byGattow [103], with

the O2� randomly distributed over the 8(c) fluorite anion lattice sites, such that each
has a mean occupancy of 3/4. Alternatively, the �Sillen� model [104] favored the
inclusion of pairs of O2� vacancies in h111i directions, whilst the �Willis� model was
based on the partial (3/16) occupancy of 32(f ) positions which are displaced from the
lattice sites in h1 1 1i directions [105]. The results of powder neutron diffraction
studies indicated that the time-averaged structure of d-Bi2O3 has the anions distrib-
uted over both the 8(c) and 32(f ) positions [106, 107]. The presence of short-range
correlations between O2� vacancies has been considered in a number of simulation
studies comparing the relative stability of pairs of vacancies aligned in h1 0 0i, h1 1 0i
and h1 1 1i directions. Of these, the most recent studies favor the former arrange-
ment [108, 109].
The ionic conductivity of the d-Bi2O3 phase is almost two orders of magnitude

higher than stabilized (Zr1�xYx)O2�x/2 at comparable temperatures, which has
motivated many attempts to stabilize the fluorite-structured d form of Bi2O3 at
ambient temperature by the addition of isovalent (Y3þ and trivalent rare-earth) and
aliovalent (Ba2þ , Nb5þ ) cations. Whilst the former have proved particularly suc-
cessful, the ionic conductivity is somewhat lower in doped fluorite-structured
compounds such as Bi3YO6 (for a comprehensive review of these studies, see
Refs [110–112]). In addition, the applications of Bi2O3 and its chemical derivatives
have been limited due to the appearance of significant electronic conduction at low
oxygen partial pressures [112].

2.3.2.8 Antifluorites
The antifluorite structure is generated from thefluorite arrangement by replacing the
anions with cations, and vice versa. Although this structure is adopted by many
chalcogenides of the alkali metals, lithium oxide (Li2O) has attracted the most
widespread attention. Experimental evidence for a superionic transition analogous
to those observed in the halide and oxide fluorites was first provided by measure-
ments of the ionic conductivity of Li2O, which also confirmed that Liþ are themobile
species [113, 114]. Single-crystal neutron diffraction studies indicated the presence
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of an increasing fraction of dynamic cation Frenkel defects at temperatures in excess
of�850K [115]. The structure of these defects appeared similar to those found in the
halide fluorites [73], but with somewhat smaller relaxations of the two nearest-
neighbor cations in h1 1 1i directions (asmight be expected in view of the smaller size
of themobile species in this antifluorite-structured system). RecentMD studies have
also successfully reproduced the superionic transition within Li2O [93].

2.3.2.9 The �Rotator� Phases
Lithium sulfate (Li2SO4) undergoes a superionic transition at 848K to its a phase,
which possesses an extremely high ionic conductivity (1–3 S cm�1 [116]; see also
Chapter 7). The crystal structure ofa-Li2SO4 comprises an fcc array of isolated SO4

2�

tetrahedra, which rotate rapidly about the central S6þ . The Liþ predominantly
occupy the tet sites within this fcc array [117], so that the time-averaged ionic
arrangement is equivalent to that of antifluorite-structured Li2O if the O2� ions are
replaced by rotationally disordered SO4

2� tetrahedra. However, the significantly
higher ionic conductivity of a-Li2SO4 led to the suggestion that the rotating SO4

2�

tetrahedra enhance the Liþ diffusion via a �paddle-wheel� mechanism, in which the
SO4

2� push the Liþ through the lattice [118]. MD simulations supported the
presence of correlations between the rotations of the SO4

2� units and diffusion
of the Liþ [119], but the validity of the �paddle-wheel� mechanism has been
challenged by doping studies. The addition of approximately 10% of Li2WO4 to
Li2SO4 has been shown to increase the ionic conductivity by a factor of �5, which
contrasts with the decrease expected owing to the slower rotation of the heavier
WO4

2� tetrahedra [120].

2.3.3
Pyrochlore and Spinel-Structured Compounds

2.3.3.1 The Pyrochlore Structure
The cubic pyrochlore structure is adopted by many compounds of stoichiometry
A2B2X7, and is a superstructure of the cubic fluorite arrangement with a doubled unit
cell dimension and space group Fd�3m. Each unit cell contains 16 A and 16 B cations,
which are arranged in an ordered manner to form the fcc cation sublattice. The 56 X
anions are located on two symmetry-independent sites, in 48( f ) sites at x, 1/8,

1/8, etc.,
with x� 3/8 (labeled tet1) and 8(b) sites at 3/8,

3/8,
3/8, etc. (labeled tet2). A third set of

sites, in 8(a) positions at 1/8,
1/8,

1/8, etc. (labeled tet3), would be filled in the fluorite
arrangement, but are empty in the ideal pyrochlore structure. The position of the
anionson the tet1 sites tends tobedisplaced in h1 0 0idirections towards the vacant tet3
sites, to enable the smaller A cation species to adopt a distorted octahedral anions
coordination, whilst the larger B cations possess a distorted cubic environment.

2.3.3.2 Oxide Pyrochlores
In the case of the rare-earth-doped zirconias, pyrochlore-structured phases are
observed for relatively large rare-earth cations (larger than Tb3þ ), with phases
isostructural with Zr3Y4O12 (see Section 2.3.2.6) observed for smaller dopants. Given
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the close relationship between the pyrochlore and fluorite structures, it might be
expected that pyrochlore-structured compounds would adopt a fluorite form at
elevated temperatures, with the A and B species randomly arranged over the cation
sites to generate the required Fm�3m symmetry. Whilst this behavior is observed
experimentally [121], high values of oxygen-ion conductivity are also observed within
the pyrochlore-structured phases at temperatures below the order ! disorder
transition. As an example, Zr2Gd2O7 shows an ionic conductivity of approximately
8� 10�3 S cm�1 at 1000K [122], even though the material does not transform to its
fluorite-structured phase until�1800K [121]. The results of X-ray diffraction studies
have indicated that the anions on the tet1 sites (see above) undergo anisotropic
thermal vibrations preferentially towards the tet3 positions, suggesting that anion
diffusion occurs via these empty sites [123]. This mechanism has been supported by
both static energy calculations [124, 125] andMDsimulations [126]. The pyrochlore to
fluorite transition, and its influence on the anion conductivity, can also be investi-
gated by chemical doping, an example being the system (ZrxTi1�x)2Y2O7. As x
increases, the (mean) radii of the two cation sites becomemore similar, which favors a
gradual transition from a fully ordered pyrochlore arrangement to a disordered
fluorite-structured phase [127–129]. Selected data on the ionic conductivity of oxide
pyrochlore phases are presented in Chapter 9.

2.3.3.3 The Spinel Structure
Spinel-structured compounds possess an ideal stoichiometry of A2BX4 and, in
common with the pyrochlore arrangement, the immobile sublattice comprises an
fcc array.However, spinel-structured compounds are generally cation (invariably Liþ )
conductors, and it is the larger anions which adopt the fcc arrangement. Within the
space group Fd�3m, the unit cell contains 32 X anions, so that there are a total of 32
octahedrally (oct) and 64 tetrahedrally (tet) coordinated interstices. The former
comprises two sets of symmetry inequivalent sites (oct1 and oct2, in 16(c) sites at
0,0,0, etc. and 16(d) sites at 1/2,

1/2,
1/2, etc., respectively), while the latter is formed by

two eightfold sets (tet1 in 8(a) sites at 1/8,
1/8,

1/8, etc. and tet2 in 8(b) sites at 3/8,
3/8,

3/8,
etc.), plus a single 48-fold set (tet3 in 48(f) sites at x, 1/8,

1/8, etc., with x� 3/8). The so-
called �normal� spinel structure is formed when the 16 A cations and eight B cations
reside in the oct2 and tet1positions, respectively, whilst the �inverse� spinels have half
A cations occupying the tet1 positions and the remainder, plus the all the B cations,
are randomly distributed over the oct2 sites. In the ideal case, the oct1, tet2, and tet3
positions are empty in both �normal� and �inverse� spinels.

2.3.3.4 Halide Spinels (LiM2Cl4, etc.)
The most widely studied ionically conducting compounds possessing the inverse
spinel structure are themembers of Li2MCl4 family of compounds, whereM is one of
the species Mg, Mn, Ti, Cd, Cr, Co, Fe, and V. The results of both neutron diffraction
and Li NMR studies have indicated that the high ionic conductivity observed at
elevated temperatures is due to diffusion of the Liþ species, with those occupying the
tet1 positions migrating to the empty oct1 sites, and implying that the conduction
pathways are tet1 ! oct1 ! tet1 . . . [130, 131]. At higher temperatures, many of the
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Li2MCl4 compounds undergo a phase transition to a disordered cation-deficient
rocksalt-structured form (space group Fm�3m), in which the two cation species are
randomly distributed over all the oct sites, which then have an average occupancy of
3/4 [132, 133].

2.3.3.5 Oxide Spinels: Li2MnO4

The compound LiMn2O4 adopts the �normal� spinel structure, with the Mn on the
oct2 sites and the Liþ located at the tet1 positions. In common with the �inverse�
spinels discussed above, the favored diffusion route for Liþ involves hops between
the tet1 and �empty� oct1 positions, as shown by computer simulations [134] and 7Li
NMR studies [135]. LiMn2O4 has been the subject of extensive research interest for
potential use within lightweight rechargeable batteries, with Liþ removed from and
inserted into the cathode material during the charge and discharge cycles of the
battery, respectively. Charge balance is maintained through this process by changes
in the charge of the manganese ions (which have an average valence of þ 3.5 in
stoichiometric LiMn2O4). The Mn2O4 framework remains intact as the Liþ content
changes in LixMn2O4, with the cations gradually removed from the tet1 sites as the
material tends towards the delithiated (x¼ 0) compound l-MnO2 [136]. Conversely,
Liþ entering LiMn2O4 occupies the oct1 sites, with those Liþ already present also
migrating from the tet1 to the oct1 positions [136], until the compound reaches a
composition Li2Mn2O4 with an ordered rocksalt-like structure [137]. Selected data on
the electrochemical behavior of these materials and their analogues are presented in
Chapter 5.

2.3.4
Perovskite-Structured Compounds

2.3.4.1 The Perovskite Structure
The perovskite crystal structure is adopted by many oxides and fluorides of stoichi-
ometry ABX3. In many (though not all) cases, ionic conduction occurs via motion of
the X anion species, which can be considered as diffusing through a bcc sublattice
formedby an ordered arrangement of theA andB cations. As illustrated in Figure 2.4,
an alternative description considers the smaller B cation species to be located at the
center of an octahedron of X anions, with each BX6 octahedron sharing each of its
corners with a neighboring BX6 octahedron. The A cations then reside in the cavity
formed by eight corner-sharing BX6 octahedra, such that it is surrounded by a cubo-
octahedron of 12 anions. As first discussed by Goldschmidt, this arrangement places
restrictions on the sizes of the A and B species that can form the cubic perovskite
structure [138], which can be quantified using the so-called �tolerance factor�,
tG ¼ ðrA þ rX Þ=

ffiffiffi
2

p ðrB þ rX Þ (where ri is the ionic radius of the i-th species). The
ideal cubic perovskite arrangement (space group Pm�3m) is usually observed for
compounds with tG values between �0.97 and �1.03. At lower values of tG,
cooperative rotations of the BX6 octahedra brings some of the anions closer to the
A cation, which lowers the symmetry and allows smaller species to be accommodat-
ed [139, 140].
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2.3.4.2 Halide Perovskites
In common with the fluorite-structured superionics discussed in Section 2.3.2, the
onset of anion disorder within perovskite-structured compounds generally occurs at
lower temperatures within halides than oxides, making the former preferable for
experimental study. However, despite an extensive literature devoted to the high-
temperature behavior of halide (and principally fluoride) perovskites using neutron
diffraction, ionic conductivity measurements, NMR studies and MD simulations,
there has been conflicting evidence both for and against high F� ion conductivity in
compounds such as KMgF3, NaMgF3, KCaF3, and KZnF3 (for further discussion and
references, see Ref. [38]). As an example, the compound NaMgF3 adopts an
orthorhombic variant of the ideal cubic perovskite structure in space group Pnma.
At around 1170K it transforms to the ideal cubicPm�3m formand, on further heating,
shows a rapid increase in ionic conductivity. Whilst the measured ionic conductivity
has been reported to reach�1.3 S cm�1 [141] immediately below themelting point of
1303K, this observation was not supported by subsequent ionic conductivity stud-
ies [142] or MD simulations [143].

2.3.4.3 Cryolite (Na3AlF6)
The cryolite structure is a superstructure of the perovskite arrangement with a
doubled unit cell and space group Fm�3m. The ideal stoichiometry is A3BX6, such
that the A cation species also occupy half of the B (octahedral) sites. The most
widely studied example is the mineral cryolite itself, which has the chemical
composition Na3AlF6 and possesses P21/n symmetry at ambient temperature due

Figure 2.4 The cubic perovskite crystal structure of a compound
of stoichiometry ABX3. The larger A cations sit at the center of
eight corner-linked BX6 octahedra.
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to slight tilting and deformation of the AlF6 octahedra [144]. On increasing
temperature, Na3AlF6 shows abrupt increases in its ionic conductivity at 838 and
1153 K [145], with the former attributed to a structural transition to the cubic
(Fm�3m) modification [146, 147] and the latter to a transition to a superionic phase
characterized by extensive disorder of the anions [145]. However, single-crystal
diffraction [144], NMR [148] and MD studies [149] have shown that this interpre-
tation is incorrect, with the high ionic conductivity due to motion of the Naþ

rather than the F�. Simulation studies indicated that the AlF6 octahedra rotate
about the central Al3þ at temperatures above 600 K, so that the structure can be
viewed as an fcc array of spinning AlF6 units. This model appears consistent with
recent quasielastic neutron scattering studies of Na3AlF6 [150], although a full
explanation of the temperature dependence of the ionic conductivity is still
lacking.

2.3.4.4 Oxide Perovskites
Many perovskite-structured oxides exhibit high oxide-ion conductivities at elevated
temperatures, and have attracted significant interest for use as solid electrolytes in,
for example, SOFCs (see Chapters 9, 12 and 13). The compounds can be divided
into camps with compositions A3þB3þO3 or A2þB4þO3, of which LaGaO3 and
BaCeO3 are probably the most widely studied compounds in each group. Both adopt
the Pnma distorted perovskite arrangement at ambient temperature, and undergo a
series of phase transitions on heating, prior to transforming to the undistorted cubic
form (see Ref. [151]). In addition, the perovskite-structured MgSiO3 has attracted
much attention as it is a major constituent of the Earth�s lower mantle, and the
presence of anion disorder would have implications for the geophysical behavior of
our planet [152, 153].
In general, the ideal cubic perovskite structure (i.e., tG� 1) is believed to favor

high oxide ion mobility, because all the O2� sites are energetically equivalent.
However, other factors, such as the �free volume� available for diffusing anions,
have also been shown to be important [154]. Anion diffusion within perovskites
tends to occur in h1 1 0i directions along the edges of the B-centered octahe-
dra [155]. The O2� must then diffuse through a triangular face formed by two A
and one B cations, although computer simulations have suggested that outward
relaxations of both of the A and B cations would facilitate this motion [156, 157].
The oxide-ion conductivity within perovskites can be enhanced by doping the A
and/or B-site with cation species of a lower valence [158], thus forming anion-
deficient phases. The greatest improvements in ionic conductivity are generally
achieved using a �radius-matched� strategy, with the dopant cation(s) of similar
size to the host(s), in order to minimize any local distortions within the perovskite
lattice. Typical examples are Ba(Ce1�xYx)O3�x/2 [159] and (La1�xSrx)(Ga1�yMgy)
O3�x/2�y/2 [160]. In common with the anion-deficient fluorite-structured oxides
(see Section 2.3.2.6), the introduction of O2� vacancies initially causes an increase
in the ionic conductivity, although a maximum is observed at higher doping levels
(x� 0.2), followed by a reduction at higher x values due to short-range interactions
between anion vacancies [154].
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2.3.4.5 Brownmillerites (Ba2In2O5)
The brownmillerite structure is an orthorhombic superstructure of the cubic
perovskite structure, with alternating layers of corner-sharing InO6 octahedra and
InO4 tetrahedra in the [0 1 0] direction. The brownmillerite-structured compound
Ba2In2O5 shows high oxide-ion conductivities at elevated temperatures, reaching a
value of around 0.1 S cm�1 at�1200K [161]. The onset of high oxide-ion conductivity
is associated with a transition from the ambient temperature orthorhombic phase
(space group Icmm) to an anion-deficient cubic perovskite structure [162–164],
possibly via an intermediate tetragonal phase of symmetry I4cm [162, 164, 165].
Computer simulations indicate that an increasing fraction of InO5 square pyramid
entities is favored as the temperature increases [166].

2.3.4.6 BIMEVOXs
The compound Bi2WO6 can be considered to be an example of an n¼ 1 Aurivillius
phase, formed by an intergrowth of n perovskite-like layers of composition
(WO4)

2� and bismuth oxide (Bi2O2)
2þ sheets. The latter consist of edge-shared

BiO4 units, with the Bi3þ and four O2� forming the apex and base, respectively, of
a square pyramid. Replacing the W6þ in Bi2WO6 with lower-valence cations, such
as V5þ , forms the compound Bi4V2O11, in which the perovskite-like layer has a
composition VO3.5. At elevated temperatures, Bi4V2O11 adopts an anion-disor-
dered tetragonal phase (labeled g) displaying relatively high ionic conductivities at
temperatures in the region of 600–700 K [167]. On cooling, the g phase transforms
to poorly conducting phases, due to ordering of the vacancies over the anion sites.
However, the high-temperature g form can be stabilized at ambient temperature
by replacing some of the V5þ with other metal cations (Me), such as Mg, Ni, Cu,
and Zn. This generates the so-called BiMeVOx family of compounds [168]. A
comprehensive review of the structural properties and ionic conductivities of the
many BiMeVOx systems reported within the literature is available [169] (see also
Chapter 9).

2.4
Current Status and Future Prospects

The crystal structures of many superionic compounds are now well established,
including the nature of the dynamic disorder associated with the diffusion of ions
through the crystalline lattice. However, as discussed above, there remain a number
of materials in which the structural characterization is more controversial, with a
degree of disagreement between the results provided by different experimental
techniques. The inherent difficulties in studying systems containing high levels of
dynamic disorder is undoubtedly a contributing factor, although significant advances
in experimental techniques are currently beingmade. The latter point is illustrated by
the development of new high count rate diffractometers at modern high-intensity
X-ray and neutron sources. The ability to collect diffraction data of high statistical
quality over a wide range of scattering vectors from such weakly scattering systems
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has, in turn, encouraged the development of novel data analysis methods tailored to
the study of systems containing high concentrations of defects, includingmaximum
entropy approaches (see, e.g., Refs [62, 107]) and Reverse Monte Carlo modeling of
the �total� (Bragg plus diffuse) scattering [17, 18]. The availability of highly intense
neutron and X-ray beams has also facilitated studies of the effects of hydrostatic
pressure, which can provide an important insight into the nature of the ionic
conductionmechanisms within different phases of the samematerial (e.g., Refs [32,
170]).
In parallel with the advances in experimental techniques, the increased avail-

ability of affordable computer power has facilitated a number of important
developments in computer simulation methods. These include the use of bond
valence formalisms to identify probable diffusion pathways [171], and also the so-
called �configurational averaging�method, which randomly samples local minima
on the potential energy surface and has proved valuable for the study of the
disordered structure of several ionically conducting systems [26, 166]. The MD
technique, with its ability to study the dynamics of the ions within the simulation,
continues to be widely employed, with an increase in the use of ab initio methods.
However, the computational efficiency provided by parameterized potentials
(including those with the coefficients derived from ab initio calculations; e.g.,
Refs [75, 78]) still offer advantages for simulations requiring longer timescales and/
or larger simulation boxes.

2.5
Conclusions

Detailed structural descriptions of ionically conducting compounds are essential,
both to understand the fundamental nature of structure–property relationships
within �model� superionic systems, and to inform strategies aimed at developing
new materials with improved performance to meet the ever-increasing demands
for applications within fuel cells, solid-state batteries, gas sensor properties, etc. In
the former case, the original model of the superionic transition as �premelting�,
with one of the sublattices effectively molten within a crystalline lattice of
immobile counterions, is no longer widely accepted. This is largely a consequence
of diffraction studies which have demonstrated that, despite the high levels of
dynamic disorder, the distribution of the mobile ions is concentrated at relatively
well-defined crystallographic positions. Whilst the structural models provide key
insights into the origins of the high ionic conductivity observed in many �model�
compounds – including its variation as a function of temperature, pressure or
chemical doping – there remains the challenge of repeating this success for
more complex materials, many of which offer important technological applica-
tions. This includes a number of area in which research interest is currently
expanding, including proton-conducting materials [172–174] and the so-called
�nanoionics� [175].
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3
Defect Equilibria in Solids and Related Properties:
An Introduction
Vladimir A. Cherepanov, Alexander N. Petrov1), and Andrey Yu. Zuev

Editorial Preface

Vladislav Kharton

Continuing the consideration of methodological aspects related to the analysis
of electrochemical processes in solids, in this chapter is presented a brief overview
of basic defect chemistry mechanisms and relationships between the defect
thermodynamics and transport. The conceptual theoretical elements and fundamen-
tal relationships discussed here were established in classical reports made between
the 1920s and 1960s (see, in particular, Refs. [1–14] and references cited therein).
Progress during the following decades resulted in a deeper understanding of many
particular systems and mechanisms involving defect chemistry, and in the develop-
ment of a variety of advancedmethods for their experimental study and simulations.
It is commonly recognized that the simplest, limiting cases of defect reactions
are rather exceptional; the description of defect formation- and diffusion-related
processes in real systems often requires one to account for both short- and long-range
defect interactions, the effects of the electronic subsystem, and microstructural
and interfacial phenomena. These factors all lead to serious deviations from the
hypothetic idealized situations. Nevertheless, approximate approaches still provide
very useful tools, both for the researchers developing new materials and electro-
chemical systems, and for the newcomers to this scientific area. In this chapter are
summarized some important definitions and formulae necessary to understand the
solid-state electrochemical processes and research methodology; the discussion is
based on examples relevant to numerous practical applications, such as fuel cells,
batteries, and sensors.

1) Professor Alexander N. Petrov died on October
17th, 2008, shortly after the preparation of this
chapter.
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3.1
Introduction

One key feature of crystalline solids is the presence of �long-range order�. Thismeans
that atoms (ions,molecules) are located at specific positions that can be reproduced by
translationtowardscertaindirectionsonaconstantperiodicdistance. Insuchaway, the
model of an ideal crystal can be reconstructed.However, this ideal state can be realized
only at 0K, when all atoms possess their lowest oscillation energy e0¼ hn0/2. Due to
fluctuations at higher temperatures, any single atom in the lattice can obtain sufficient
energy to leave its site,whichwill lead to defect formation. This process is energetically
favorable even from the statistical thermodynamic point of view; it can be shown that
the Gibbs energy for the formation of imperfect crystal at T> 0K is negative [9, 15].
Another source of irregularities relates to the crystal growth conditions.

3.2
Defect Structure of Solids: Thermodynamic Approach

3.2.1
Selected Definitions, Classification, and Notation of Defects

Thedefects of crystal structure– that is, all typesof irregularityof an ideal crystal lattice–
can be classified based on their size and/or number of dimensions [9, 15–19]:

. Point defects (zero-dimensional defects) indicate a fault within one site of the
crystal lattice. This can be either a vacant site (called a vacancy), or an atom (ion) in
the interstitial site. The impurity species can be also treated as point defects. Often,
electronic defects are also ascribed to this group, especially if the electronic charge
carriers are localized.

. Line (one-dimensional) defects or dislocations correspond to deviations in atom
lines packing. Two extreme cases of dislocations are well-known, namely �edge�
and �screw�. An edge dislocation can be represented as a half-plane of atoms that is
lost at some linewithin the crystal, as shown schematically in Figure 3.1. The center
of region, where the extra half-plane terminates, is the so-called �dislocation line�.
A screw dislocation (Figure 3.2) can be depicted if the block of an ideal crystal were
to be partially cut along one of the atomic planes. Bothpartswould thenbemoved in
opposite directions parallel to the cut plane, thus transforming successive planes
into a helical surface [20, 21].

. Plane (two-dimensional) defects indicate aminormismatch of neighboring planes
that divide crystals into different domains. An appearance of such defects leads to
the formation of a mosaic or domain structure.

. Pores or cavities (three-dimensional defects) represent microcracks, holes
or �bubbles� of gaseous phase included within the crystal, and other impurity
phases.
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Only the point defects are thermodynamically equilibrium defects. All others,
which sometimes are referred to as �biographical defects�, depend on the prehistory
of each sample – that is, on the method and conditions of preparation, heat
treatments, and so on. Therefore, a thermodynamic approach canbe applied basically
for the point defects.

Figure 3.1 Projection of edge dislocation.

Figure 3.2 Schematic drawing of a screw dislocation.
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In order to specify point defects, Kr€oger and Vink notation [9] is often used in the
literature. In this notation, a vacant regular site of the crystal lattice (vacancy) is
denoted as V .

A, V
0
B, or V�

M. Here, the subscript denotes the chemical identity of the
sublattice where the vacancy is formed, while the superscript denotes an effective
charge of the vacancy with respect to the ideal structure (point¼unit positive charge;
dash¼negative charge; cross¼neutral). Occasionally, the vacant sites may also be
indicated by other symbols, such as square box (&). An interstitial atom (an atom
located at an irregular position in the crystal lattice) is denoted by its chemical symbol,
followed by the subscript �i�, with its effective charge in the superscript. For example,
a positively charged interstitial lithium cation is denoted as Li.i .

3.2.2
Defect Formation and Equilibria

Normally, the point defects are expected to be in a local or global equilibrium state
when the thermodynamic approach can be used. Within the framework of
this approach, the defects and their simplest associates are treated as chemical
species [9, 15–19]. Therefore, the chemical potential of each structural element (mi),
which may correspond to atoms (ions) in their regular positions or defects, and
the Gibbs energy change for any process involving the i-type species (DG), can be
written as

mi ¼ mo
i þ kT ln½i�; ð3:1Þ

ðDGÞp;T ¼ ðSnimiÞ: ð3:2Þ

where ni are the stoichiometric coefficients, the term in square brackets corresponds
to the species concentration, the activity coefficient is omitted for clarity, and m0

i is the
chemical potential of i-species at the standard conditions (in this case it assumes the
concentration of defects equal to unity [i]¼ 1). The processes of the defect formation
and disappearance can be presented in a form of quasi-chemical reactions and
corresponding equilibrium constants (K):

ðDG�Þp;T ¼ �RT lnðKÞ ð3:3Þ

The rules for quasi-chemical reactions are the same as for the normal chemical
reactions, namely mass balance and electroneutrality conditions; one extra re-
quirement appears, however, for crystalline solids where the ratio of sites in the
crystal structure should be constant and should satisfy to stoichiometric formula.
This means that if, for instance, in the AB2 crystal one site for A atom is formed,
then automatically two B-sites appear as well, regardless of their occupancy. It
should be noted that the point defects and/or the processes of their formation can
also classified into two groups, namely stoichiometric and nonstoichiometric. The
first type of process does not disturb the stoichiometric ratio of components
constituting the crystal, which is a closed thermodynamic system; the second type
leads to nonstoichiometric compounds by exchanging components between the
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crystal and its environment, while the crystal constitutes an open system. Let us
now consider different possibilities for disordering processes in the hypothetical
AB2 crystal.

3.2.3
Formation of Stoichiometric (Inherent) Defects

3.2.3.1 Schottky Defects
The Shottky disordering mechanism presumes that atoms leave their sites in the
crystal bulk and rebuild the crystal lattice on the surface. As a result, the vacancies
form in both cation and anion sublattices. For example, in AB2 crystal

A�
A þ 2B�

B ¼ V�
A þ 2V�

B þA�ðsurf Þ
A þ 2B�ðsurf Þ

B : ð3:4Þ

If it is assumed that the activities of species in their regular sites are close to unity, and
that the ideal crystal without defects is initially denoted as nil, then Equation (3.4) can
be simplified to the following form:

nil ¼ V�
A þ 2V�

B : ð3:5Þ

The equilibrium constant for this process can be written as follows:

KSh ¼ VA½ �½VB�2 ¼ K�
Sh � exp �DHo

Sh

kT

� �
; ð3:6Þ

where DH�
Sh is the enthalpy of Shottky defect formation. This type of defect is

predominant in alkali halides.

3.2.3.2 Frenkel Defects
According to the Frenkel mechanism, an atom moves from its regular site into the
nearest interstitial position; hence, two types of defect are formed in the crystal,
namely the vacancy and the interstitial atom. If the Frenkel defects form in the A-
sublattice of AB2 crystal, this process and the corresponding equilibrium constant
can be written as:

A�
A ¼ V�

A þA�
i ; ð3:7Þ

KF ¼ V�
A

� �
A�
i

� � ¼ Ko
F � exp �DHo

F

kT

� �
: ð3:8Þ

As an example, Frenkel defects are formed in AgCl, with silver atoms displaced into
the interstitial positions.
It should be noted that neither Schottky nor Frenkel disordering processes affect

the stoichiometry of crystals.

3.2.3.3 Intrinsic Electronic Disordering
Within the framework of standard band approach, thermally activated electrons can
jump from the valence band via the band-gap towards the conduction band.

3.2 Defect Structure of Solids: Thermodynamic Approach j47



Consequently, a free electron in the conduction band and an itinerant hole in the
valence band appear simultaneously:

nil ¼ e0 þ h.
; ð3:9Þ

Ki ¼ n � p ¼ Ko
i exp � Ei

kT

� �
: ð3:10Þ

Alternatively, the process of intrinsic electronic disordering can be represented
within the framework of localized electrons model, for example:

2A�
A ¼ A0

A þA.

A or A�
A þB�

A ¼ A0
A þB.

A ð3:11Þ

3.2.3.4 Ionization of Defects
The effectively neutral atomic defects may trap or donate electrons, thus acquiring a
charge, the sign of which will depend on the chemical nature of the defects and their
surroundings. The following quasi-chemical reactions provide examples of the point-
defect ionization processes:

M�
i ¼ M..

i þ 2e=; Kion ¼ M..

i

� � � n2½M�
i ��1 ¼ Ko

ionexp � Ea

kT

� �
ð3:12Þ

V�
M ¼ V==

M þ 2h.
; Kion ¼ V==

M

h i
� p2½V�

M��1 ¼ Ko
ionexp � Eb

kT

� �
ð3:13Þ

The possible ionization of the Schottky-type defects in NaCl, given by

V�
Na þV�

Cl ¼ V 0
Na þV .

Cl ð3:14Þ

can be explained in terms of the ionic structure of this crystal. As the NaCl crystal is
built from the ions, the empty site does not compensate a cumulative effective charge
of the surrounding ions, and hence this site or vacancy must possess an effective
charge which is opposite to the charge of the absent cation or anion. In terms of the
band theory, the examples presented above can be explained by the schemes shown in
Figure 3.3a and b.

3.2.4
Influence of Temperature

In order to exclude the influence of gaseous phase at this stage, it is essential to take
into consideration a simple example (e.g., silicon) as a semiconductingmaterial with
vacancies. Assuming that possible defects of the crystal structure are vacancies and
electron defects, the processes of intrinsic electronic disordering, vacancy formation,
and vacancy ionization can be written, respectively, as:

nil ¼ e= þ h.
; K1 ¼ n � p ¼ Ko

1exp �DH1

kT

� �
; ð3:15Þ
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nil ¼ V�
Si ; K2 ¼ V�

Si

� � ¼ Ko
2exp �DH2

kT

� �
; ð3:16Þ

V�
Si ¼ V=

Si þ h.
; K3 ¼ ½V 0

Si� � p
½V�

Si �
¼ Ko

3exp �DH3

kT

� �
: ð3:17Þ

The concentrations of the charged defects are linked by the electroneutrality
condition:

nþ ½V=
Si� ¼ p ð3:18Þ

This set of equations, including the expressions for equilibrium constants (Equa-
tions (3.15–3.17)) and the electroneutrality condition (Equation (3.18)), can be solved
with respect to the concentrations of all defects considered:

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1 þK3K3

p
; ð3:19Þ

n ¼ K1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1 þK2K3

p ; ð3:20Þ

V=
Si

h i
¼ K2K3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

K1 þK2K3
p : ð3:21Þ

Figure 3.3 Examples of energy level diagrams for defect
ionization. (a) Frenkel defects; (b) Schottky defects.
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It is worth noting here that the exact solution of a set of nonlinear equations for
more complicated equilibria is often unachievable. In such cases, the approximation
method implying a simplification of the overall electroneutrality condition using the
only pair of predominant defects can be useful. This approach can be illustrated on
the basis of the above example of a Si crystal. As the equilibrium constants
(Equations (3.15–3.17)) are functions of temperature, the concentrations of different
defects can alter in different ways, depending on the value of the pre-exponential
factor K�

i and the enthalpy of the defects reaction, DHi. As a result, it is possible
to choose a temperature range where the overall electroneutrality condition
(Equation (3.18)) can be approximated by pairing the predominant defects. In this
case, two possible approximations can be suggested:

n ¼ p ð3:22Þ

and

½V 0
Si� ¼ p ð3:23Þ

Let us assume that DH2 >DH1 >DH3, as the energy of atomic disorder is normally
larger than that needed for intrinsic electronic disordering; in turn, the latter is higher
with respect to the energetic effects related to defect charging (see Figures 3.3
and 3.4). Under this assumption, it is possible to consider two alternative
approximations.

. Approximation 1: K1 > >K3; consequently, the overall electroneutrality condition
(Equation 3.18) can be written in the form of Equation 3.22. This approximation

In[i] [V/
Si]=p

[V/
Si][Vx

Si]

1/T

n

n=p

Figure 3.4 Defect concentrations in Si as a function of
temperature. The solid lines correspond to the exact solution
of Equations (3.19–3.21); the dotted lines are approximations
according to Equations (3.24–3.27).
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allows us to easily obtain the concentration of electronic defects according to
Equation (3.15):

n ¼ p ¼ ðKo
1Þ102exp �DH1

2kT

� �
: ð3:24Þ

This result, in combination with Equation (3.17), leads to the following solution:

V=
Si

h i
¼ Ko

2K
o
3ðKo

1Þ�
1
2exp �DH3 þDH2�DH102

kT

� �
: ð3:25Þ

. Approximation 2: K3�K1; the overall electroneutrality condition can be simplified
to Equation (3.23). According to this approach, the equilibrium concentration of
different defects can be calculated as follows:

V=
Si

h i
¼ p ¼ ðKo

3Þ
1
2Ko

2exp �DH2�DH302
kT

� �
; ð3:26Þ

n ¼ Ko
1ðKo

3Þ�
1
2ðKo

2Þ�1exp �DH1�DH2 þDH302
kT

� �
: ð3:27Þ

The advantage of such an approximation method becomes clear when complex
systems with a number of unknown parameters must be analyzed. It is very
convenient to present the results graphically, using �log [i]� 1/T� plots, and
one such example, comparing the exact solution and the approximation method
mentioned above, is shown in Figure 3.4. As can be seen from these data, the
electrons and holes represent the predominant defects in silicon at low temperatures,
whereas silicon vacancies and holes dominate at high temperatures.

3.2.5
Nonstoichiometry: Equilibria with Gaseous Phase

Whilst the above-mentioned disordering processes do not disturb the crystal
stoichiometry, the effects of interaction between the crystal and its environment
must be taken into account, especially at elevated temperatures [9, 15–19]. In
particular, this becomes necessary when one or several lattice constituents are
volatile, for example, in the case of oxides, sulfides, and halides. In a heterogeneous
system, the condition of phase equilibria is expressed by the equality of chemical
potentials of a given component in both phases:

mSol
i ¼ mGas

i ¼ m�
i þRT lnPi; ð3:28Þ

where Pi is the partial pressure of i-component; the stoichiometric composition can
be reached only at fixed Tand Pi. Consequently, the stoichiometric composition of a
compound with respect to a volatile constituent is rather the exception than the rule.
In fact, the homogeneity ranges where the chemical composition of solids changes
without alterations in the phase composition vary for different substances, from
vanishingly small to significantly large values.
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Let us now consider binary oxide MO1�d equilibrated with gaseous phase at
constant temperature. The process of oxygen exchange between the solid and
gaseous phases can be represented by the following reaction:

MOðsolÞ ¼ MO1	dðsolÞ � d
2
O2ðgasÞ: ð3:29Þ

In order to simplify the task, we should accept several assumptions: (i) that the
predominant atomic defects are vacancies in the metal and oxygen sublattices; (ii)
that metal M is nonvolatile in the conditions under investigation; (iii) that the
concentration of different defects in the crystal lattice is small enough, so that the
atomic fraction of atoms in regular positions can be taken as ½M�

M� 
 1, ½O�
O� 
 1 and

interaction of defects can also be neglected; and (iv) that the vacancies are completely
ionized. Accordingly, the disordering processes can be presented as:

nil ¼ V
00
M þV ..

O KS ¼ ½V 00
M �½V ..

O �; ð3:30Þ

nil ¼ e0 þ h. Ki ¼ np; ð3:31Þ

1
2
O2 ¼ O�

O þV
00
M þ 2h. K1 ¼ V

00
M

h i
p2P

�1
2

O2
; ð3:32Þ

nil ¼ 1
2
O2 þV ..

O þ 2e0 K2 ¼ V ..

O

� �
n2P

1
2
O2
: ð3:33Þ

The complete electroneutrality condition should now be written as:

nþ 2½V 00
M� ¼ pþ 2½V ..

O �: ð3:34Þ
One important task here is to express each defect concentration as a function of the

oxygen partial pressure at a given temperature. Hence, the set of nonlinear Equa-
tions (3.30)–(3.33) should be solved using the approximation method. The whole
range of the oxygen chemical potentials can be tentatively divided into three regions:

. Region 1.At relatively high oxygen pressures, the process of Equation (3.32) should
dominate, whereas the reaction Equation (3.33) is suppressed. As a result, the pair
of predominant defects in this region includes vacancy in the metal sublattice and
free hole, with the electroneutrality condition

2½V 00
M� ¼ p: ð3:35Þ

This leads to the following solution of Equations (3.30–3.33):

V
00
M

h i
¼ K1

4

� �1
3

P
1
6
O2
; ð3:36Þ

p ¼ ð2K1Þ
1
3P

1
6
O2
; ð3:37Þ

V ..

O

� � ¼ KS
K1

4

� ��1
3

P
�1

6
O2

¼ K2

K2
i

ð2K1Þ
2
3P

�1
6

O2
; ð3:38Þ

n ¼ Kið2K1Þ�
1
3P

�1
6

O2
: ð3:39Þ
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. Region 2. In this intermediate range of the oxygen partial pressure, there are no
dominating reactions and, therefore, the concentrations of metal and oxygen
vacancies are comparable. As a consequence, the composition of the oxide phase
is nearly stoichiometric. This allows the electroneutrality condition to be approxi-
mated by using two alternative expressions:

(a) The concentration of ionic defects exceeds that of electronic defects – that is,
½V 00

M� ¼ ½V ..

O � � n; p. Under these conditions, the defect concentrations can be
expressed as:

V
00
M

h i
¼ V ..

O

� � ¼ K
1
2
S; ð3:40Þ

p ¼ K
1
2
1K

�1
4

i P
1
4
O2
; ð3:41Þ

n ¼ K
1
2
2K

�1
4

i P
�1

4
O2
: ð3:42Þ

(b) The concentration of electronic defects exceeds that of ionic defects – that is,
n ¼ p � ½V 00

M�; ½V ..

O �. This yields the following concentrations of the defects:

n ¼ p ¼ K
1
2
i ; ð3:43Þ

V
00
M

h i
¼ K1K

�1
i P

1
2
O2
; ð3:44Þ

V ..

O

� � ¼ K2K
�1
i P

�1
2

O2
: ð3:45Þ

. Region 3.At relatively low oxygen chemical potential, the process of Equation (3.33)
dominates, and the reaction in Equation (3.32) is suppressed. The crystal lattice
releases oxygen atoms, and this oxygen loss is accompanied by the formation of
oxygen vacancies and electrons as dominating defects. The electroneutrality
condition can, therefore, be approximated by the following equation:

n ¼ 2½V ..

O � ð3:46Þ
Under these conditions:

V ..

O

� � ¼ K2

4

� �1
3

P
�1

6
O2
; ð3:47Þ

n ¼ ð2K2Þ
1
3P

�1
6

O2
; ð3:48Þ

p ¼ KiðK2Þ�
1
3P

1
6
O2
; ð3:49Þ

V
00
M

h i
¼ KS

K2

4

� ��1
3

P
1
6
O2

¼ K1K
�2
i ð2K2Þ

2
3P

1
6
O2
: ð3:50Þ

The results obtained can be plotted as log [i] versus log PO2 dependencies
(the so-called Brouwer diagram), as illustrated in Figure 3.5. The same approach
can be used for any other volatile component, or even for several volatile species.
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3.2.6
Impurities and their Effects on Defect Equilibria

Impurities introduced into the crystal lattice can strongly affect the defect equilib-
ria [9, 15–19]. This influence can be illustrated by the example of MO oxide matrix
doped with Me2O3, assuming that predominant defects in pure MO are vacancies in
the metal and oxygen sublattices (V

00
M;V

..

O) in accordance with Equation (3.30). The
dissolution of Me2O3 is also assumed to occur via a substitution mechanism, that is,
Me atoms incorporate into the M-sublattice:

Me2O3�!into MO

2Me.

M þV
00
M þ 3O�

O; K3 ¼ ½Me.

M�2½V
00
M�: ð3:51Þ

Since the oxidation state ofMe3þ is higher than that ofMe2þ , the former acquires an
effective positive charge. According to the structure conservation condition, an
appearance of three new sites of oxygen must be accompanied by the formation
of an equal number of the metal sites, with two sites occupied byMe3þ ions and one
site vacant. The overall electroneutrality condition in this case should be written as

2½V ..

O � þ ½Me.

M� ¼ 2½V 00
M�: ð3:52Þ

By using the approximationmethod, the entire range of thermodynamic parameters
can be divided into two regions (Figure 3.6):

1. The so-called intrinsic region, where the concentration of impurities is relatively
small and the content of thermally induced vacancies is, in contrast, relatively
high. In this case, the electroneutrality condition can be approximated by
½V ..

O � ¼ ½V 00
M�.

2. The so-called impurity-control region, where the opposite situation takes place
and the electroneutrality condition can be simplified to ½Me.

M� ¼ 2½V 00
M �.

ln[i]
ln[i]2[Vö]=n

2[Vö]=n [Vö]=[V//]M
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Figure 3.5 Defect concentrations as a function of the oxygen
partial pressure (Brouwer diagrams) in binary MO1�d oxide.
(a) Electronic defects are predominant in the intermediate range
of oxygen partial pressures; (b) Atomic defects are predominant in
the intermediate range of oxygen partial pressures.
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3.2.7
Crystallographic Aspects of Defect Interaction: Examples
of Defect Ordering Phenomena

All of the results discussed in the previous sections in the framework of the simplified
equilibrium thermodynamic approach were obtained by assuming that the point
defects do not interact with each other. However, as they are effectively charged, the
defects (especially when their concentration is high) will interact definitely, owing to
coulombic or electron-exchange forces. As a result, various types of associate – or, in
other words, defect clusters – are generated.When such associates can be described by
using the model of interaction between simple point defects, the same thermody-
namic approach can be applied to the defect structure analysis. The process of
association can, therefore, be presented by a quasi-chemical reaction with the
corresponding equilibrium constant. For example, Y=

Zr as a heterovalent impurity
in yttria-stabilized zirconia (Zr1�xYxO2�x/2; YSZ) is expected to attract an oppositely
charged oxygen vacancy V ..

O and so can serve as a trap for the ionic charge carriers,
forming immobile clusters such as ðY=

ZrV
..

O Þ
.
. In the case of CaF2 doped with YF3, an

impurity defect Y .

Ca and interstitial F0
i can also interact, forming neutral pairs:

Y .

Ca þF0
i>ðY .

CaF
0
iÞ� ð3:53Þ

An increase in the point defects concentration may also lead to their long-range
ordering. In particular, when such ordering phenomena occur, the structure of highly
deficient phases is usually described by a newunit cell, where the ordered vacant sites
act not as the defects but rather as regular empty positions. One example of such
transformation, demonstrating the relationships between perovskite ABO3

and brownmillerite A2B2O5 (ABO2.5) structures (see Chapter 2), is presented in
Figure 3.7. The orthorhombic unit cell of brownmillerite, where one in six of the
anion sites are vacant with respect to perovskite, arises due to oxygen vacancy
ordering, and is related to that of cubic perovskite as abr 


ffiffiffiffiffiffiffi
2ac

p
, bbr 


ffiffiffiffiffiffiffi
2ac

p
, and

cbr
 4ac; the vacancies are ordered in alternate (001) BO2 planes of the cubic

Intrinsic region Impurity region Intrinsic region Impurity region
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Figure 3.6 Defect equilibria inMOmatrix dopedby theMe2O3. (a)
As a function of the impurity concentration (T¼ const); (b) As a
function of temperature at constant Me2O3 content.
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perovskite structure in such away that alternate [110] rows of oxygen atomsdisappear.
While the perovskite structure is built of BO6 octahedra connected by corners
(OOOO. . .), the brownmillerite network consists of alternating octahedra and
tetrahedra (OTOT. . .). A number of other superstructures with the general formula
AnBnO3n�1, where (n – 1) is the number of corner-shared octahedra divided by one
tetrahedron in the c-direction, have been found:

. n¼¥, ideal ABO3 perovskite: OOOO . . .;

. n¼ 5, ABO2.8: OOOOT . . . OOOOT . . .;

. n¼ 4, ABO2.75: OOOT . . . OOOT . . .;

. n¼ 3, ABO2.67: OOT . . .OOT . . .;

. n¼ 2, brownmillerite ABO2.5 OTOT . . . .

Depending on the oxygen partial pressure and temperature, numerous cobaltite-,
ferrite-, and manganite-based systems exhibit formation of these structural types,
although these are not the only possible superstructures, even among the perovskite
derivatives. A variety of different ordering types and corresponding structures have
been described elsewhere [22–24].
Since the studies of Magneli, Anderson, Wadsley, and others [16, 18, 25], an

appearance of homologous series of phases by means of so-called crystallographic
shear (CS) have become universally recognized. The most convenient structure to
depict the CS formation is the ReO3-type, which can be depicted as a three-dimen-
sional (3-D) framework of corner-sharing octahedra. If oxygen vacancies are located
along certain planes, then shifting two parts of the crystal on both sides of the plane in
opposite directions along that plane becomes possible. This shift leads to the

Figure 3.7 Brownmillerite structure as an example of long-range
oxygen vacancy ordering. O¼ octahedral formed by oxygen (open
circles) and B cations (closed circles). T¼ tetrahedra involving
B-site cations. The squares denote oxygen vacancies. For clarity,
the A-site cations are not shown.
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annihilation of oxygen vacancies by their being occupied with neighboring anions. As
a result, the octahedra involved with CS planes are shared not only by corners but also
by edges, as shown in Figure 3.8. Due to compression of the structure, the ratio M :O
increases while there are no point defects such as vacancies in the crystal. However,
depending on the direction, the CSmay have different indices. The different values of
CS repetition rate cause the appearance of different members of the homologous
series MnO3n�1 (n¼ 8, 9, 10, 11, 12, and 14) for the ReO3-type structure.

3.2.8
Thermal and Defects-Induced (Chemical) Expansion of Solids

Thermal expansion is another fundamental property of materials that originates
from the reinforcement of atomic vibrations, with an essential anharmonic compo-
nent, leading to changing interatomic distances with temperature. This phenome-
non can be quantified by using either a volumetric (aV) or linear (aL) coefficient of
thermal expansion (CTE):

aV ¼ 1
V0

qV
qT

� �
P
; ð3:54Þ

aL ¼ 1
L0

qL
qT

� �
P

; ð3:55Þ

Figure 3.8 Formation of the crystallographic shear in the ReO3

structure. The arrow indicates the direction of movement. The
solid line is the crystallographic shear.
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whereV0 and L0 are the values of volume and length, respectively, in a selected initial
state, andP is the total pressure. Note that, inmany branches ofmaterials science, the
CTE is defined phenomenologically as:

e ¼ DL
L0

¼ aLDT ; ð3:56Þ

where e is the so-called uniaxial strain, and DL is the length increment correspond-
ing to the temperature change DT. In general, the CTE is dependent on
temperature, although for engineering materials used at elevated temperatures
this effect should be minimized to as great an extent as possible. In the case of
complicated devices such as solid oxide fuel cells (SOFCs) consisting of several
different components, a close match in their thermal expansion coefficients is a
mandatory requirement.
The thermal expansion of solids depends on their structure symmetry, and may

be either isotropic or anisotropic. For example, graphite has a layered structure,
and its expansion in the direction perpendicular to the layers is quite different
from that in the layers. For isotropic materials, aV
 3�aL. However, in anisotropic
solid materials the total volume expansion is distributed unequally among the
three crystallographic axes and, as a rule, cannot be correctly measured by most
dilatometric techniques. The true thermal expansion in such case should be
studied using in situ X-ray diffraction (XRD) to determine any temperature
dependence of the lattice parameters.
The use of a CTE is often insufficient for an adequate description of solids when

substantial amounts of defects are formed at elevated temperatures. As an example,
this is the case of mixed-conducting oxides where the lattice volume is a function of
both temperature and oxygen vacancies concentration. Such strain variations can
often be quantified in terms of both the standard volumetric CTE (aV) and volumetric
chemical expansivity (aC) induced by the vacancy formation [26]

aC ¼ 1
V0

qV
qXVO

� �
T ;P

ð3:57Þ

where XVo is the oxygen vacancies mole fraction, and V0 is the specific volume of an
oxide with the stoichiometric composition regarding oxygen at a given temperature.
The former quantity is defined, for example, as d/3 in ABO3�d perovskite phases,
where d is the oxygen nonstoichiometry.aC defined by Equation (3.57) is valid under
the assumption that the chemical expansion is uniaxial. By using the aforementioned
definitions, the total derivative of the uniaxial strain e in the absence of additional
pressure or mechanical forces can be written as

deðT ;XVOÞ ¼
1
3
aVdT þ 1

3
aCdXVO : ð3:58Þ

This makes it possible to determine both thermal and chemical constituents of the
uniaxial strain by dilatometric measurements, as shown for Sr-substituted cobaltites
La1�xSrxCoO3�d [27].
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To date, partially substituted perovskites ABO3�d, where A and B are rare-earth
and 3d transition metal cations, respectively, are among the most extensively
studied materials with respect to their chemical expansion. Nonetheless, informa-
tion on the chemical expansion mechanisms remains limited. In particular, since
the oxygen vacancy formation is accompanied by the reduction of 3d metal cations,
there are at least two possible mechanisms. The first mechanism – which is often
referred to as �dimensional� – is based on an increasing average size of the B-site
cations due to the apparent substitution of �large� Bnþ for smaller B(n�1)þ owing to
the reduction. The secondmechanism refers to changing coulombic forces because
of the oxygen vacancy formation. Many research groups [28–32] have ascribed this
chemical expansion as mainly being due to the dimensional effect, although
others [26, 27, 33, 34] have emphasized an insufficiency of the cation radius
change to describe (quantitatively) the chemical expansion, and have suggested the
involvement of other factors such as atomic packing, local structure, preferred
coordination, association between dopants and vacancies, and a decrease in the
binding energy of an oxide when the nonstoichiometry increases. As an example,
Zuev et al. [35] showed that the isothermal chemical expansion of a perovskite-type
LaCoO3�d, parent composition for many promising mixed conductors, could
be explicitly described by the mean ionic radius change within a relative narrow
range of the nonstoichiometry variations [36]. Nevertheless, the question of the
nature of chemical expansion in phases with a lower symmetry and wider non-
stoichiometry domains remains, at present, unanswered.

3.3
Basic Relationships Between the Defect Equilibria and Charge Transfer in Solids

3.3.1
Phenomenological Equations

Placing a solid under an external field (chemical, electrical, thermal, etc.) results in
the appearance of the corresponding flows of mass, electric charge, or heat. In linear
non-equilibrium thermodynamics [37], these flows can be expressed as

J1 ¼ L11F1 þ L12F2 þ . . . þ L1mFm ¼
Xk¼m

k¼1

L1kFk

J2 ¼ L21F1 þ L22F2 þ . . . þ L2mFm ¼
Xk¼m

k¼1

L2kFk

. . .

Ji ¼ Li1F1 þ Li2F2 þ . . . þ LimFm ¼
Xk¼m

k¼1

LikFk

9>>>>>>>>>>=
>>>>>>>>>>;

ð3:59Þ

whereLjk are the kinetic coefficients andFk are the thermodynamic forces (gradients of
chemical potential, electric potential, temperature, etc.). The diagonal kinetic coeffi-
cients correspond to so-called �pure� processes, such as diffusion or electric current
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whichmay occur under a single driving force, whereas other cross-coefficients reflect
interference of the forces. One important property of the kinetic coefficients is their
reciprocity. This means that, if the force Fk is able to evoke the flow Jj, then the force Fj
can induce the flow Jk at an equivalent degree (Onsager reciprocal relations):

Ljk ¼ Lkj ð3:60Þ

Note also that thediagonal coefficients (L11,L22 . . .Lii) are alwayspositive, in contrast to
the cross-coefficients Ljk. For example, the heat conductivity or electrical conductivity
coefficients have always a positive sign, whereas no signmay be compulsorily ascribed
to the thermodiffusion or thermoelectrical coefficients without consideration of a
particular system.
Another important relationship between the kinetic coefficients is the so-called

�principle of symmetry�, as formulated by P. Curie and introduced to nonlinear
thermodynamics by Kondepudi and Prigogine [37]. As applied to thermodynamics,
this postulates that a scalar quantity could not evoke a vector effect. For example, a
scalar thermodynamic force – chemical affinity (driving the process of chemical
reaction) that has very high isotropy symmetry – could not cause heat flow, which has
a particular direction and is therefore anisotropic. Taking into account the reciprocal
relationships, this can be formulated as

Ljk ¼ Lkj ¼ 0 ð3:61Þ

These relationships allow the description of key processes associated with the mass
and charge transfer in electrochemical systems, particularly in ionic crystals.

3.3.2
Mass Transfer in Crystals

Let us consider an easiest case – the one-dimensional diffusion of uncharged
particles M under the chemical potential gradient:

rmM 6¼ 0; T ¼ Const; rj ¼ 0 ð3:62Þ

JdifM ¼ L11F1 ¼ �L11rmM ¼ �L11
dmM

dx
ð3:63Þ

where j is the electrical potential. Taking into account the standard expression for
chemical potential similar to Equation (3.1), it is possible to transformEquation (3.63):

JdifM ¼ �L11rmM ¼ �L11
kT
cM

dcM
dx

: ð3:64Þ

where cM is the concentration of M particles. By comparing Equation (3.64) with the
first Fick law

JdifM ¼ �DM
dcM
dx

; ð3:65Þ
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one can easily establish the relationship between the linear kinetic coefficient L11 and
diffusion coefficient DM:

DM ¼ L11
kT
cM

; ð3:66Þ

and finally represent the mass flow as:

JdifM ¼ �DMcM
kT

dmM

dx
: ð3:67Þ

Let us now analyze a more complicated situation with the transfer of charged species
Mz

j (the charge z is not specified for generalization), when the mass transport may be
driven by gradients of both chemical potential and electric field. If the chemical
potential gradient is zero

rmM ¼ 0; T ¼ Const; rj 6¼ 0 ð3:68Þ

the situation is referred to asmigration or electromigration. By definition, the density of
mass flow JM can be expressed via the number of particles crossing a unit surface per
unit time. On the other hand, this flowmay be represented as a product of the species
concentration and their average velocity (vM):

Jmigr
M ¼ cMvM ð3:69Þ

The velocity of charged particles is proportional to the electric field:

vM ¼ �uM
dj
dx

ð3:70Þ

where the proportionality constant uM is called themobility ; the physical meaning of
this relates to the velocity of Mz

j species under an unit field. Consequently, for the
migration flow

Jmigr
M ¼ � z

jzj cMuM
dj
dx

: ð3:71Þ

The term z0jzj determines only the difference in the directions of cations and anions
motion in the electric field.
The total mass flow under the chemical and electrical forces is expressed by the

following equation, often referred to as Wagner�s law:

JM ¼ JdifM þ Jmigr
M ¼ L11F1 þ L12F2 ¼ �DMcM

kT
dmM

dx
� z
jzj uMcM

dj
dx

: ð3:72Þ

In the thermodynamic system where work is performed by the chemical and
electrical forces, the total differential of Gibbs energy is written as:

dG ¼ �SdT þVdPþ
X
j

mjdnj þ
X
j

jdqj ð3:73Þ
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where qj¼ zjenj is the charge of the given subsystem, and nj is the number or
concentration of the j-th charge carriers. At T,P¼Const, Equation (3.73) can be
transformed:

dG ¼
X
j

mjdnj þ
X
j

zjejdnj ¼
X
j

ðmj þ zjejÞdnj: ð3:74Þ

The right-hand term in parentheses expresses the joint effect of chemical and
electrical forces, and is known as the electrochemical potential:

~mj ¼ mj þ zjej ð3:75Þ

where the gradient is the driving force of the j-th charge carriers:

r~mj ¼ rmj þ zjerj: ð3:76Þ

Under thermodynamic equilibrium conditions, dGp,T¼ 0 and, therefore:

r~mj ¼ rmj þ zjerj ¼ 0 ð3:77Þ

leading to zero mass flow:

Jj ¼ Jdifj þ Jmigr
j ¼ 0 ð3:78Þ

By combining Equations (3.67), (3.71), (3.77) and (3.78), it is possible to obtain a very
important expression which is often referred to as the Nernst–Einstein equation:

Dj

kT
¼ uj

jzjje ð3:79Þ

that shows the relationship between the diffusion coefficient and absolutemobility of
the j-th species.

3.3.3
Electrical Conductivity. Transport under a Temperature Gradient

The charge flow under an electrical potential gradient, expressed in terms of the
electrical current density (i) and total conductivity (s), is described by the phenome-
nological Ohm law:

i ¼ �srj ð3:80Þ
where

i ¼
X
j

ij ¼
X
j

zjeJj: ð3:81Þ

The partial current densities (ij) and partial conductivities (sj) also obey the Ohm law.
The charge fraction transported by the j-th sort of carriers is referred to as the

62j 3 Defect Equilibria in Solids and Related Properties: An Introduction



transference number, tj:

tj ¼ ij
i
¼ sjP

j
sj ¼ sj

s
: ð3:82Þ

The right-hand part of this equality is always valid in the differential form; in integral
form, this equality is observed in electrochemical systems when the interfacial
phenomena can be neglected. By combining Equations (3.71),(3.80) and (3.81), it is
possible to obtain

ij ¼ � zj
jzjj zjeujcjrj: ð3:83Þ

Then, by comparing Equations (3.80) and (3.83)

sj ¼ zjeujcj: ð3:84Þ
Analogously, Equations (3.71) and (3.72) for migrating Mz

j particles can also be
transformed to the form:

Jmigr
M ¼ � zM

jzMj
sM

zMe
dj
dx

: ð3:85Þ

JM ¼ JdifM þ Jmigr
M ¼ � sM

ðzMeÞ2
dmM

dx
þ zMe

dj
dx

� �
: ð3:86Þ

The Nernst–Einstein equation (Equation (3.79)) may be rewritten in a commonly
used form

Dj

kT
¼ sj

jzjjecj ; ð3:87Þ

In addition, Equation (3.86) can be generalized for a more general case when
chemical, electric, and temperature fields are combined:

JM ¼ � sM

ðzMeÞ2
T

d
dx

mM

T
þ zMe

dj
dx

þ u�M
T

dT
dx

� �
; ð3:88Þ

where u�M is the energy of Mz
j transfer. Finally, taking into account the Nernst–Ein-

stein equation or Onsager reciprocal relations, Equation (3.88) is often written as

JM ¼ �DMcM
kT

T
d
dx

mM

T
þ zMe

dj
dx

þ u�M
T

dT
dx

� �
: ð3:89Þ

3.3.4
Electrochemical Transport

3.3.4.1 Mass and Charge Transport under the Chemical Potential
Gradient: Electrolytic Permeation
Let us consider one example of the mass and charge transfer in a simple oxygen-
deficient oxide, MO1�d. This example is relevant for the analysis of solid electrolyte
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applicability limits, electrolytic leakage phenomena in SOFCs and sensors, and for an
understanding of the transport processes in dense ceramic membranes for oxygen
and hydrogen separation (see Chapters 9, 12 and 13). Let us assume that the
predominant defects are doubly ionized oxygen vacancies and electrons, formed
according to the following reaction:

1
2
O2ðgasÞ þV ..

O þ 2e0 , O�
O n ¼ 2 V ..

O

� � ¼ ðKÞ1
3 � p�1

6

O2: ð3:90Þ

If the oxygen partial pressures at the oppositemembrane sides are different (in other
words, the gradient of oxygen chemical potential is created), the mass and
charge flows should arise as illustrated by Figure 3.9. When the membrane is dense
enough to avoid transport in the pores, the following equation for theflow of j-species
is valid:

Jj ¼ � sj

ðzjeÞ2
T

d
dx

mj

T
þ zje

dj
dx

þ u�j
T
dT
dx

� �
ð3:91Þ

At constant temperature, the fluxes of oxygen vacancies and electrons are
expressed as

JV ..

O
¼ �sV ..

O

4e2
rmV ..

O
�sV ..

O

2e
rj ð3:92Þ

Je0 ¼ �se0

e2
rme0 þ

se0

e
rj ð3:93Þ

Figure 3.9 Defect concentration changes and directions of the
flows in an oxidemembrane placed under a gradient of the oxygen
partial pressure.
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Under steady-state conditions, the total electric current should be zero; then

2JV ..

O
¼ Je0 ð3:94Þ

�sV ..

O

2e2
rmV ..

O
�sV ..

O

e
rj ¼ �se0

e2
rme0�

se0

e
rj ð3:95Þ

Solving the latter equation relative to the electrical potential gradient yields

rj ¼ 1
e
� se0

sV ..

O
þse0

� rme0�
sV ..

O

sV ..

O
þse0

� 1
2e

� rmV ..

O
ð3:96Þ

or

rj ¼ te0

e
rme0�

tV ..

O

2e
rmV ..

O
ð3:97Þ

By introducing Equation (3.97) into Equation (3.93), and taking into account that
te0 þ tV ..

O
¼ 1:

Je0 ¼ �se0 � tV ..

O

e2
� rme0�

se0 � tV ..

O

2e2
� rmV ..

O
ð3:98Þ

For the reaction of oxygen vacancies formation (Equation (3.90)), the condition of
local or global equilibrium is given by

1
2
mO2

þmV ..

O
þ 2me0 ¼ mO�

O
ð3:99Þ

Assuming that the concentration of oxygen ions is essentially constant along the
membrane (or expressing the vacancy activity as the ratio of vacancy and anion
concentrations), it is possible to write:

1
2
rmO2

¼ �rmV ..

O
�2rme0 ð3:100Þ

Je0 ¼�se0 � tV ..

O

e2
�rme0�

se0 � tV ..

O

2e2
�rmV ..

O
¼se0 � tV ..

O

2e2
ð�2rme0�rmV ..

O
Þ¼se0 � tV ..

O

4e2
rmO2

:

ð3:101Þ
Therefore, according to Equation (3.94), the flow of oxygen vacancies can be
presented as:

JV ..

O
¼ 1
2
Je0 ¼

se0 � tV ..

O

8e2
rmO2

ð3:102Þ

Consequently, the molar flow of molecular oxygen can be expressed via the partial
conductivities:

JO2 ¼�1
2
JV ..

O
¼�se0 � tV ..

O

16F2
rmO2

¼� 1
16F2

se0 �sV ..

O

se0 þsV ..

O

rmO2
: ð3:103Þ
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Equation (3.103) (which is also known as Wagner�s equation) may be transformed
into the formula for steady-state oxygen permeation under conditions when the
surface exchange limitations are negligible:

JO2 ¼� RT
16F2L

se0 �sV ..

O

se0 þsV ..

O

ln
P

00
O2

P0
O2

ð3:104Þ

where L is the membrane thickness. If the electronic conductivity is predominant
(se0 �sV ..

O
), as is typical for numerous perovskite and composite materials, then

Equation (3.104) can be further simplified:

JO2 ¼� RT
16F2L

sV ..

O
ln

P
00
O2

P0
O2

ð3:105Þ

In the case when the ionic conductivity prevails (se0 �sV ..

O
), the solution valid for

solid electrolytes can be obtained:

JO2 ¼� RT
16F2L

se0 ln
P

00
O2

P0
O2

ð3:106Þ

One important conclusion here is that electrolytic permeation is usually governed by
the transport of the slowest component(s). More complicated cases of the ambipolar
diffusion are considered in the following sections.

3.3.4.2 Charge Transfer under Temperature Gradient and Seebeck Coefficient:
Selected Definitions
If a solid with mobile ionic and/or electronic charge carriers is placed in a tempera-
ture gradient, charge separationwill occur inside the sample and a thermovoltagewill
appear (the Seebeck effect). For relatively small gradients, this voltage is proportional
to the temperature difference; the proportionality constant (a¼ dj/dT) is referred to
as the Seebeck coefficient. Most mobile species move towards the �cold� zone and,
therefore, the sign of the cold end reflects the sign of dominant charge carriers. Let us
consider a simple situation when electrons or holes dominate. Here, the partial
current density can be expressed as:

ij ¼ zjeJj ¼ � sj

zje
T

d
dx

mj

T
þ zje

dj
dx

þ u�j
T
dT
dx

� �
ð3:107Þ

Taking into account that the chemical potential of j-type species depends on
temperature and on the concentrations of all defects (ck) that have influence on
j-type defects:

dmj

dT
¼
X
k

qmj

qck

qck
qT

þ qmj

qT
ð3:108Þ

Equation (3.107) can be transformed into

ij ¼ � sj

zje

X
k

qmj

qck

dck
dT

þT
q
qT

mj

T

� �
þ zje

dj
dT

þ u�j
T

 !
rT ð3:109Þ
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The Gibbs–Helmholtz equation states that

q
qT

mj

T

� �
¼ � hj

T2
ð3:110Þ

whilst the difference between the transport energy of charge carriers and their
enthalpy in the quiescent state (hj) can be expressed as

Q�
j ¼ u�j �hj ð3:111Þ

whereQ�
i is the redundant heat transferred by the j-type species (transferred heat). As

a result,

ij ¼ � sj

zje

X
k

qmj

qck

dck
dT

þ zje
dj
dT

þ Q�
j

T

 !
rT : ð3:112Þ

Themeasurements of thermovoltage correspond to the open-circuit conditions; that
is, the current is equal to zero (ij¼ 0), and it is therefore possible to express the
derivative dj/dT:

ahom ¼ dj
dT

¼ �
X
j

tj
zje

X
k

qmj

qck

dck
dT

þ Q�
j

T

 !
ð3:113Þ

where tj is the transference number and the sign corresponds to that of the charge
carriers. By definition, ahom relates to the gradient of electrical potential within the
sample at the 1K temperature gradient. However, any cell used for the measure-
ments always comprises the sample and two electrodes, which are usually metallic
and placed at different temperatures (T and T þ DT ). Hence, the measured voltage
between these electrodes is:

Dj ¼ VðT þDTÞ�VðTÞþ dj
dT

DT ð3:114Þ

where V(T) is the contact potential drop between the electrode and sample at
temperatureT. These equations show that thermovoltage consists of two components
related to the homogeneous coefficient ahom¼ dj/dT (Equation (3.113)) and the
heterogeneous thermovoltage coefficient:

aheter ¼ VðT þDTÞ�VðTÞ
DT

: ð3:115Þ

If the temperature difference at the electrodes is not very large (a few degrees), then

aheter ¼ dV
dT

ð3:116Þ

Particular expressions for the Seebeck coefficient depend on the nature of the charge
carriers.
For a non-degenerated semiconductor (n-type or p-type), the carriers are electrons

with transport number t� and holes with the transference number tþ . If the ionic
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conductivity is close to zero (i.e., tþ þ t�¼ 1), the homogeneous thermovoltage
coefficient can be written according to Equation (3.113) as:

ahom ¼ � t�
e

qm�
qn

dn
dT

þ Q�
�
T

� �
þ tþ

e
qmþ
qp

dp
dT

þ Q�
þ
T

� �
: ð3:117Þ

As the equilibriumbetween the sample and themetal electrodes ismaintained by the
electron exchange, the equality of the electrochemical potentials of electrons in these
phases leads to the following expressions for the contact voltage drop and the
heterogeneous thermovoltage coefficient:

V ¼ 1
e
m�ðMÞ�m�ðsampleÞ½ �: ð3:118Þ

aheter ¼ 1
e
dm�
dT

: ð3:119Þ

Assuming that the intrinsic electron disorder proceeds as:

nil ¼ e0 þ h.
; ð3:120Þ

and, consequently,

m� þmþ ¼ 0; ð3:121Þ
Equation (3.119) can be rewritten as:

aheter ¼ t�
e
dm�
dT

þ tþ
e
dm�
dT

¼ t�
e
dm�
dT

� tþ
e
dmþ
dT

: ð3:122Þ

Introducing Equation (3.117) yields

a ¼ t�a� þ tþaþ ; ð3:123Þ
where a– and aþ correspond to the n- and p-type contributions, respectively:

a� ¼ � 1
e

Q�
�
T

� qm�
qT

� �
; ð3:124Þ

aþ ¼ 1
e

Q�
þ
T

� qmþ
qT

� �
: ð3:125Þ

In the case of localized electron defects (so-called small polarons), the chemical
potentials are linked with the concentrations as follows:

me ¼ mo
e þ kT ln

n
N�

� �
or mh ¼ mo

h þ kT ln
p

Nþ

� �
ð3:126Þ

where N� and Nþ are the numbers of sites available for the charge carrier location.
Then

a� ¼ � k
e

Q�
�

kT
þ ln

N�
n

� �� �
and aþ ¼ k

e

Q�
þ

kT
þ ln

Nþ
p

� �� �
: ð3:127Þ
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When both contributions are significant

a ¼ tþ k
e

Q�
þ

kT
þ ln

Nþ
p

� �� �
� t�k

e
Q�

�
kT

þ ln
N�
n

� �� �
ð3:128Þ

The concentrations of electrons and holes depend on the external thermodynamic
parameters, such as T and PO2, and may often be widely varied within the phase
stability limits. Equations (3.37) and (3.48) presented suchdependencies at a constant
temperature, but at relatively high and lowoxygenpressures these concentrations can
be expressed as

p ¼ ð2K1Þ1
3P

1
6

O2
¼ ð2K�

1 Þ
1
3exp � E1

3kT

� �
�P1

6

O2
¼ Khexp �Wh

kT

� �
�P1

6

O2
; ð3:129Þ

n ¼ ð2K2Þ1
3P�1

6

O2
¼ ð2K�

2 Þ
1
3exp � E2

3kT

� �
�P�1

6

O2
¼ Keexp �We

kT

� �
�P�1

6

O2
: ð3:130Þ

By combining Equations (3.129) and (3.130) with Equation (3.127), it is possible to
obtain the dependencies of the Seebeck coefficient on the oxygen partial pressure.

ae ¼ � k
e

Ae�We

kT
þ 1

6
lnPO2

� �
; ah ¼ k

e
Ah�Wh

kT
� 1
6
lnPO2

� �
: ð3:131Þ

The isothermal dependencies of electronic conductivity and Seebeck coefficient on
the oxygen pressure, along with the corresponding defect concentrations, are shown
in Figure 3.10.

3.4
Examples of Functional Materials with Different Defect Structures

When considering electrical properties from a general point of view, all solidsmay be
divided in two major groups, namely conductors and insulators.
In conductors, the charge can be transported by electrons (holes), by ions, or by

both. The electronic conductors may exhibit metallic conductivity, semiconduc-
tivity, or even superconductivity. Dominant ionic conduction occurs in the solids
known as solid electrolytes. Although many ionic crystals exhibit ionic transport
(e.g., NaCl), only a few of them can be regarded as electrolytes. The solid
electrolytes should possess a relatively high value of ionic conductivity, compara-
ble to that of liquid electrolytes. They must also meet the requirement of unipolar
ionic conduction – that is, to be insulators with respect to electronic transport. It is
worth noting here that many solids with a really high ionic conductivity (known as
superionic conductors) display also a small electronic conduction that cannot,
however, be ignored. In a strict sense, such materials are not solid electrolytes;
rather, there are also solids that exhibit simultaneously significant levels of both
ionic and electronic transport, and are referred to as mixed conductors (MIECs).
Each type of the above-mentioned conducting materials finds its own applications
in a variety of solid-state electrochemical devices.
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Although the electrical properties of materials depend on numerous factors, it is
generally recognized that the crystal and defect structures of solids are of key
importance in our understanding of conductivity mechanisms.

3.4.1
Solid Electrolytes

As it is impossible to analyze all types of electrolyte within the limitations of this
chapter, the reader is directed towards many comprehensive reviews where the
known solid electrolytes are classified according to their technological functions [38],
the nature of their transition to a highly conducting state [13], the constituent
chemical species [39], or their crystal structures [40]. Other recent surveys have
been devoted to systems with 3-D ionic migration [41] and to the electrolytes with a
certain type ofmobile species (e.g., oxygen anions [42]). Information on these groups
of ionic conductors can be found in Chapters 7–9. Irrespective of classifications and
microscopic mechanisms, the partial ionic conductivity (sion) of a solid can be
expressed as

sion ¼ zijeciuij ð3:132Þ
where zi, ci, and ui are the charge number, concentration, and mobility of the
ionic charge carriers i, respectively. The solid electrolyte phase a-AgI (see Chapter 2)

Figure 3.10 (a) Seebeck coefficient, (b) conductivity and (c) defect
concentrations in an electrically conducting oxide.
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has sion
 1W�1 cm�1 and ci
 1/2, compared to sion¼ 10�5W�1 cm�1 and ci¼ 10�4

for a typical �normal� ionic conductor NaCl at temperatures slightly below the
melting point (see Figure 3.11). The commensurable ion mobility values for both
of these solids means that high sion values for a solid electrolyte correlate with the
high degree of lattice disorder (i.e., the level of level of ci), rather thanwith differences
in ion mobilities. Nevertheless, when a new solid with a high ionic conductivity
for a peculiar application is required, both factors should be maximized. In
order to achieve these aims, any potential candidate must meet the following
requirements:

1. Only one type of ionic species should be mobile, unlike liquid electrolytes.
2. There should be a sufficiently high concentration of mobile ions, and a sufficient

number of unoccupied sites equivalent to those where the charge carriers are
located (unlike most ionic crystals such as NaCl and MgO).

3. The energy of migration from one site to the equivalent unoccupied position
should be small, preferably less than 1 eV. In other words, the presence of low-
energy pathways or conduction channels is required.

4. Highly polarizable ions within the immobile sublattice are beneficial, as these
can relatively easy deform, so as to allow diffusing ions to �squeeze� through
smaller gaps.

5. A mixed ionic–covalent bonding character should be present in the solid, since
such character allows themobile ion to be stable in several different coordinations
during the diffusion process.

6. There should be a low charge of themobile ions, providing aminimumcoulombic
interaction energy during the diffusion process.

Figure 3.11 Conductivity in selected electrolytes.
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7. The radius of the charge carriers should be small, so as to facilitate diffusion
through the gaps of the immobile sublattice.

8. There should be negligible electronic conductivity.

In particular, the small ionic radius of Agþ (rAgþ ¼ 1.00A
�
) obviously favors the

cation diffusion in a-AgI via migration in the sublattice formed by large I� anions.
However, Naþ has a comparable size (rNaþ ¼ 0.99A

�
) while NaI is not a solid

electrolyte, even at elevated temperature. On the other hand, if the aforementioned
requirement of a small ionic radius were crucial, then solid electrolytes with mobile
anions would be rather uncommon, as anions are usually larger than cations. As a
matter of fact, F�and O2� conductorsmay outnumber cationic conductors; thus, the
requirements mentioned above are somewhat interdependent, and there is no
separate factor which can be used solely to explain fast ionic transport.
Two typical examples of solid electrolytes, which may be considered as prototypes

of the important electrolyte families, are a-AgI and b-PbF2. The ionic conductivity of
b-PbF2 increases rapidly with temperature, reaching a value close to that of themolten
state (Figure 3.11). It is nowgenerally recognized that the fast ionic transport inb-PbF2
and other fluorite-structured compounds is observed due to anion diffusion solely,
since both the energy required for cation defect formation and the electronic band gap
are relatively large (see Ref. [41] and references therein). Repulsive interactions
between the defects were shown to suppress the development of complete sublattice
disorder such as observed ina-AgI. Below a characteristic temperature corresponding
to the transition to superionic state (Tc), the principal defect clusters in b-PbF2 are the
anion Frenkel-type pairs with the interstitial anion in one of the empty anion cubic
center positions (see Chapter 2), whilst the vacancy is, at least, more distant than the
next nearest-neighbor anion site. When the defect concentration increases with
temperature above approximately 1%, the presence of F� vacancies at closer distances
destabilizes the interstitials, leading to a fundamental change in the nature of
defects [41]. Under ambient conditions, silver iodide (AgI) usually exists as a mixture
of the b and g phases, having the wurtzite and zincblende structures, respectively. As
illustrated in Figure 3.11, AgI undergoes an abrupt superionic transition at 420K
(Ref. [41] and references therein). The conductivity of the formed a phase is
predominantly provided by Agþ cations, whilst the partial electronic conductivity is
two orders of magnitude lower. The I� sublattice in a-AgI contains a number of
interstices achievable for the Agþ cations as sites. The highly disordered structure
equally corresponds to a random distribution of cations available over the whole free
volume, which is not occupied by anions. The properties of such solids are commonly
described as being �molten sublattice� or �liquid-like�. According to the different
character of the superionic transition on heating (as illustrated by the examples of
a-AgI and b-PbF2), all solid electrolytes are often classified as two types: type Iwith an
abrupt transition (e.g., AgI); and type II, with a continuous transition (likewiseb-PbF2).
The particular features of these compounds, representing important families of solid
electrolytes, are compared in Table 3.1.
One conventional method of stabilizing the high-temperature superionic phases

under the application conditions is to dope them with isovalent or aliovalent ions,
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which may be incorporated into either immobile or mobile sublattices. For example,
the partial substitution of Rbþ for Agþ in AgI yields RbAg4I5, the phase with highest
cationic conductivity at room temperature as compared to known crystalline solids
(0.25 S cm�1; Figure 3.11), the activation energy for ionic transport of about 0.07 eV
and a negligibly low level of the electronic conductivity (10�9 S cm�1 at room
temperature).
The structure of another promising family of ionic and mixed conductors, ABO3

perovskites, is usually described using the Goldschmidt tolerance factor, tG¼ (rA þ
rO)/H2(rB þ rO), where rA, rB, and rO are the corresponding ionic radii. The stability
of the cation-ordered perovskite arrangement does not coincide with the geometric
requirements for fast ionic transport; as a rule, perovskite-type compounds
display superionic behavior at significantly higher temperatures compared to
the cation-disordered phases such as a-AgI. Nevertheless, electrolytes with high
oxygen-ionic or protonic conductivity at elevated temperatures are necessary for
many practical applications, including SOFCs, sensors, and steam electrolyzers. In
order to identify promising perovskite-like oxide electrolytes, the following selection
criteria can be used:

. A relatively low metal–oxygen binding energy, allowing O2� anions to disengage
and diffuse through the lattice.

. As a rule, B-site cations with variable valence states should not be introduced in the
solid electrolyte compositions, as these species may contribute to the electronic
conduction. Note that an opposite statement may be valid for MIECs.

. The tolerance factor should be relatively high, usually close to 0.96. This value often
provides a compromise between the necessity of an ideal cubic lattice reached at
tG¼ 1, and that of a large �free volume� which grows with decreasing tG.
The requirement of possible maximum symmetry is associated with achieving
energetic equivalence for all (or most) oxygen sites and an absence of geometric

Table 3.1 Comparison of the key features of superionic properties
of AgI and b-PbF2, as suggested in Ref. [41].

Compound AgI b-PbF2

Family Agþ and Cuþ chalcogenides
and halides

Fluorite-type halides and
oxides

Other examples CuI, CuBr, Ag2S, etc. CaF2, SrCl2, UO2, CeO2, etc.
Mobile species Cations Anions
Superionic transition 1st order structural (type-I) Gradual transition (type-II)
Structure under ambient
conditions

Zincblende, wurtzite, etc. Cubic fluorite

Structure in the superionic
state

bcc/fcc anion sublattice in
combination with �liquid-
like� cation sublattice

Fluorite structure and
dynamic anion Frenkel-type
defects

bcc¼ body-centered cubic; fcc¼ face-centered cubic.
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constraints; the maximum free volume is necessary to increase the space available
for O2� diffusion.

Examples of the oxide perovskites which essentially satisfy these criteria are
acceptor-doped BaCeO3 and LaGaO3; the behavior of their derivatives is analyzed
in Chapters 9, 12 and 13. As an example, Figure 3.12 compares the conductivities of
several solid oxide electrolytes, including one representative of the lanthanum
gallate-based family, La0.9Sr0.1Ga0.8Mg0.2O2.85. One should note separately that the
incorporation of dopants with a lower valence into both B- and A-sublattices leads to
an increase of oxygen vacancy concentration due to the electroneutrality condition
and, as a consequence, to the promotion of ionic conductivity at lower temperatures.
The latter is the case when the dopant ionic radii are similar to those of the host
cations. Moreover, the oxygen nonstoichiometry (d) in an ion-conducting perovskite
ABO3�d was shown to have optimum values close to 0.15–0.25, due to growing
tendencies to vacancy interaction and clustering above this level.
The ionic transport properties of fluorite-type oxide phases (see Chapter 2), another

important family of solid electrolytes, are also discussed in subsequent chapters.
Briefly, for the well-known zirconia electrolytes, Zr4þ itself is too small to sustain
the fluorite structure at moderate temperatures; doping with divalent (Ca2þ ) or
trivalent (e.g., Y3þ , Sc3þ , Yb3þ ) cations stabilizes the high-temperature polymorph
with the cubic fluorite-type structure. Due to the electroneutrality condition, anion
vacancies are formed:

Y2O3 �!ZrO2 2Y=
Zr þ 3O�

O þV ..

O ; ð3:133Þ

Figure 3.12 Conductivity of selected solid oxide electrolytes. 8YSZ
and 10ScSZ correspond to 6mol.% yttria- and 10mol.% scandia-
stabilized zirconias.
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which allow oxygen anions tomigrate through the lattice and cause a substantial ionic
conductivity at temperatures above 900–1000K, whilst the electronic transport is
sufficiently low. Owing to these properties being combined with a high thermome-
chanical stability, yttria-stabilized zirconia (YSZ) ceramics find important applications
in SOFCs and oxygen sensors. As for the perovskites, all stabilized zirconias exhibit
maxima in the conductivity versus dopant concentration dependencies, which is often
explained by the interaction between the acceptor cations and charge-compensating
oxygen vacancies. The origin of such an interaction is believed to bemore complicated
than simply a coulombic attraction, and is attributed to the elastic strain of the lattice
due to a mismatch between the sizes of the host and dopant cations. Therefore, the
best ion conductors in the fluorite-type systems are found among those in which
the dopant and host cation radii fit each other to a maximum extent. Examples are
(Zr1�xScx)O2�x/2 (ScSZ) and Ce1�xGdxO2�x/2 (CGO).

3.4.2
Examples of Defect Chemistry in Electronic and Mixed Conductors

For any solid electrolyte, the contribution of electronic transport to the total conduc-
tivity should be negligible (normally <1%). Even a very low concentration of the
electronic charge carriers may promote significant electronic conductivity, as the
mobility of electronic carriers is much higher compared to that of ionic species. For
this reason, most oxygen ion-conducting materials are in fact mixed conductors.
However, theMIECswith a high level of both ionic and electronic transport find their
own applications, particularly in the electrodes of fuel cells and batteries, in various
sensors, and in dense gas-separation membranes. For high-temperature electro-
chemical cells, significant attention is focused on the perovskite and perovskite-
related MIECs. For instance, the perovskite-type solid solutions derived from
lanthanum cobaltite LaCoO3�d and manganite LaMnO3�d are widely considered
for SOFC cathodes due to their electrocatalytic activity and high conductivity (see
Chapters 9 and 12). Again, necessary properties are provided by extensive doping in
both cation sublattices. The substitution of alkali earth cations (e.g., Sr or Ca) in the A
sites leads to increasing hole concentration

Sr�La þB�
B ¼ B.

B þSr=La ð3:134Þ

and/or oxygen vacancy formation

2Sr�La þO�
O ¼ 2Sr=La þV ..

O þ 1
2
O2 ð3:135Þ

which is accompanied with an impressive growth of the electronic and ionic
conductivities. A high reducibility of the 3d transition metal cations in the
B-sublattice also favors vacancy formation at elevated temperatures

2B.

B þO�
O ¼ 2B�

B þV ..

O þ 1
2
O2 ð3:136Þ
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It is noteworthy that the ionic conductivity in heavily doped La1�xSrxCoO3�d (LSC)
and its derivatives is comparable to, or even higher than, that of most oxygen ionic
conductors. In contrast, La1�xSrxMnO3�d (LSM) has a relatively low ionic conduc-
tivity as compared to La1�xSrxCoO3�d; however, the thermal expansion of LSM is
compatible with that of YSZ (aL¼ (10–12)� 10�6 K�1), whereas the CTEs of
La1�xSrxCoO3�d are excessively high (>20� 10�6 K�1). Numerous efforts are there-
fore made to reduce thermal expansion of cobaltites, particularly via B-site doping.
In both perovskite- and fluorite-type phases, the ionic transport occurs by the

anion-vacancy migration-based mechanism. Other mechanisms involving oxygen
interstitials are known for perovskite-related oxides, such as K2NiF4-type A2BO4þ d,
where A corresponds to rare-earth or alkaline-earth cations and B¼Ni, Cu, Co, and
so on. In the latter structure, perovskite-like ABO3 sheets are separated by rock-salt
layers AO. Such lattices are able to incorporate an oxygen excess into the rock-salt
layers; a network of interstitial positions can be partly occupied due to either: (i)
oxygen uptake from environment; or (ii) via the intrinsic Frenkel mechanismwhen a
vacancy is formed in the oxygen octahedron nearest to a given interstitial position.
The first mechanism is often essentially relevant for the oxygen transfer along the
rock salt planes; the secondmechanismgoverns, in particular, anionmigration in the
perpendicular direction. The oxygen ionic conductivity in such phases has, therefore,
an anisotropic character, unlike that of perovskites.
Perovskite-like oxides serve as the conventional example to illustrate how electrical

properties can be varied from insulating via a pure oxygen-ion conductivity towards
predominant electronic transport, depending on the nature of the B cations within
the framework of the same crystal structure. An example of the electronically
conducting phases refers to the materials derived from lanthanum chromite
LaCrO3�d, where the p-type electronic transport dominates over a very wide range
of oxygen partial pressures, for example, �16� log(PO2, atm) � 0 at 1270K. This
group of materials finds applications for SOFC current collectors and high-stability
electrodes in sensors; another promising area relates to the developments of oxide
SOFCanodes, but where the use of chromites is hampered due to low electrocatalytic
activity. The holes localized on chromium cations (Cr4þ ; or Cr.Cr in the Kr€oger–Vink
notation) are formed due to acceptor-type doping, similar to Equation (3.134).
However, the substitution of La for an alkaline-earth metal does not lead to the
reaction analogous to Equation (3.136), as the enthalpy of B4þ formation from B3þ

for B¼Co orMn cations is quite comparable to theDH values for the oxygen vacancy
formation in LSC and LSM; in lanthanum chromite, the enthalpy of the latter
process is significantly higher with respect to the oxidation Cr3þ ! Cr4þ . Thus,
La1�xAxCrO3 perovskites remain essentially oxygen-stoichiometric, even at relatively
low oxygen chemical potentials and elevated temperatures. For instance, La0.9Ca0.1-
CrO3 retains its oxygen stoichiometry at 1273K and a PO2 of�10�12 atm. The defect
structure associated with the Cr3þ ! Cr4þ transition gives rise to an almost pure
electronic conductivity provided by the hopping of small polarons Cr.Cr in the
chromium sublattice, with a typical activation energy of 0.1 eV. As an example, the
electronic conductivity of La0.8Ca0.2CrO3�d increases from 10 S cm�1 at room
temperature to approximately 100 S cm�1 at 1273K in air. The ionic conductivity
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remains very low; for comparison, the oxygen vacancy diffusion coefficient DVo in
La0.7Ca0.3CrO3�d is close to 10�10 cm2 s�1 at 1273K [43], whereas in undoped
LaCoO3 [44] a value of 3� 10�6 cm2 s�1 is achieved at the same temperature. Due
to the predominant electronic conduction and high stability under both oxidizing
and reducing conditions, acceptor-doped lanthanum chromites currently represent
state-of-the-art interconnect materials for SOFCs stacks, where a low oxygen
permeability is necessary in order to avoid power losses.
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4
Ion-Conducting Nanocrystals: Theory, Methods, and Applications
Alan V. Chadwick and Shelley L.P. Savin

Abstract

The aim of this chapter is to review the current state of knowledge in ionic materials
with crystallite dimensions less than 100 nm, systems which sometimes are referred
to as nanoionics. The chapter will detail the preparation, characterization and the
important applications of these materials, especially in sensors, solid-state batteries,
and fuel cells. Particular focus will be placed on ionic transport in these materials,
as this is a topic of considerable contemporary interest, andwhere conflicting reports
exist of enhanced diffusion in nanocrystals.

4.1
Introduction

Nanomaterials are systems that contain particles with one dimension in the nano-
meter regime. The past decade has witnessed a growing intense interest from
biologists, chemists, physicists, and engineers in the application of these materials –
the so-called �nanotechnology�, which is sometimes referred to as �the next industrial
revolution� [1]. The reasons for such interest are the unusual properties and potential
technological applications that are exhibited by these materials when compared to
theirbulkcounterparts [2–10]. Inthischapter,attentionwillbefocusedonrathersimple
ionic solids, where the interatomic attractions are predominantly coulombic forces,
and the dimensions are predominantly <100nm. Such systems have been termed
nanoionics [11, 12].
There are three dominant reasons for the study of these particular systems:

. The simplicity of the interatomic forces means that some of the generic features
and problems of nanomaterials should be tractable to theoretical and/or computer
modeling approaches for these particular systems.

. Many relatively simple ionic compounds, such as binary halides and oxides, in
their bulk form have important technological applications as electrolytes, catalysts,
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sensors, and ceramics, and there is the promise of improved performance by using
them in nanocrystalline form.

. Thesematerialswere among thefirst nanomaterials studied over two decades ago as
part of the pioneering investigations of Gleiter and coworkers [2, 3, 7], and there is
sound background information on their on their preparation and characterization.

The key property of these systems on which attention will be focused is the
transport of ions. This fundamental property underlies many of the important
processes and applications associated with ionic solids, and is still not fully under-
stood when the solids are in nanocrystalline form.
The origins of these unusual properties of nanomaterials are twofold:

. The fact that the dimensions of the particles approaches, or becomes smaller than,
the critical length for certain phenomena (e.g., the de Broglie wavelength for the
electron, the mean free path of excitons, the distance required to form a Frank–
Reed dislocation loop, thickness of the space-charge layer, etc.).

. Surface effects dominate the thermodynamics and energetics of the particles
(e.g., crystal structure, surface morphology, reactivity, etc.).

In nanostructured semiconductors it is the first of these factors which leads to
special electrical, magnetic, and optical properties and to the possibility also of
quantum dot (QD) devices. It is also an explanation of the unusual hardness,
sometimes referred to as �super-hardness�, of nanocrystals [13].
The second factor can lead to nanocrystals adopting differentmorphologies to bulk

crystals, with different exposed lattice planes leading to an extraordinary surface
chemistry and catalytic activity [14]. The importance of surfaces and boundaries
in nanocrystalline systems is demonstrated in Figure 4.1, which shows the fraction of
atoms in these regions as a function of grain size.
The earliest experimental studies of self-diffusion in nanocrystalline metals

yielded diffusion coefficients which were many orders of magnitude higher than
the values found for bulk diffusion in single crystals [3, 15, 16], and even higher than
the values found for grain boundary diffusion, which is usually regarded as the
fastest diffusion process in a solid. The phenomenon has been regarded as generic
to nanocrystals and independent of the interatomic bonding. An early explanation of
the origin of this unusually fast atomic transport was that the interfaces between
the grains in a nanocrystalline compact were highly disordered in comparison to the
normal grain boundaries found in normal solids. The two types of interface are
illustrated in Figure 4.2. The model assumed for a nanocrystalline sample is drawn
schematically in Figure 4.2a, with extensive disorder in the interface that is several
atoms in width. In this figure, the black circles represent atoms in the grains
and the open circles are the atoms in the interfaces. In some of the early studies on
nanocrystals this was intuitively assumed to be the case, and the interfaces
were referred to as either �gas-like� or �liquid-like�. This structure would clearly
account for rapid diffusion in nanocrystalline samples. More recently, however,
an alternative view has emerged in which the nanocrystalline interface is similar to
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a grain boundary in normal bulk materials, as shown in Figure 4.2b. In this case, the
interfaces would exhibit usual behavior, although they would be present in unusu-
ally large numbers, and therefore the compacted nanocrystalline sample would
show a higher diffusivity than would a coarse-grained counterpart. As many of
the applications of ionic materials are based on their ability to transport charge, the
use of nanocrystalline samples represents an obvious approach to improving
performance.
The aim of this chapter is to present an overview of the current state of understand-

ing of the structure and transport in ion-conducting nanocrystals. Interest here is at a
fundamental level and, although a number of unusual architectures have recently
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Figure 4.1 Percentage of atoms in grain boundaries as a function
of grain size, assuming boundary widths of 0.5 and 1 nm.
Reproduced with permission from Ref. [8].

Figure 4.2 Two possible models for the interface between
nanocrystalline grains.(a) A disordered interface [2]; (b) A
�normal� grain boundary, a boundary in a ZnO bicrystal [17].
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been developed for ionic and semi-ionic systems (e.g., nanowires [18], nanobelts [19],
nanotubes [20], etc., and a range of nanocomposites), attention will be restricted to
simplenanocrystals. This overviewwillfirst provide a surveyof themodels proposed to
explain the reported unusual transport in nanoionic systems, after which the potential
applications of thematerials, notably in sensors, batteries, and fuel cells, aredescribed,
together with details of their preparation and characterization. A review is also
provided of the experimental data acquired relating to transport in nanomaterials,
in addition to an overview of the current state of knowledge and suggestions for future
developments in this field.

4.2
Theoretical Aspects

Although the intuitive model of disordered interfaces between nanocrystals has
provided an explanation of the reported high diffusion coefficients in these samples,
it will be seen later that this is unrealistic. The nature of the interfaces depends on
the method of sample preparation, and these can be highly ordered, akin to grain
boundaries in bulk samples. Thus, other explanationsmust be sought and, in the case
of ionicmaterials, these have been based on surface space-charge and surface texture
approaches.

4.2.1
Space-Charge Layer

This is specifically a model that is applied to ionic crystals, and to outline the model
it is necessary to begin with a brief description of basic defect thermodynamics
and diffusion theory.
All real crystals above 0 K contain point defects which are thermodynamically

inherent [21, 22]. In amonatomic crystal, the simplest defects are the vacancy, a lattice
site that is empty, and the interstitial atom, an atom on an interstitial site in the lattice.
The equilibrium concentration of these defects is thermally controlled and has
an exponential dependence on temperature. For example, the site fraction of
vacancies, cv, in a pure monatomic crystal is given by:

cv ¼ exp
�gv
kT

� �
ð4:1Þ

Here gv is the Gibbs free energy to form a vacancy, k is the Boltzmann constant, and
T is the temperature. Diffusion in a crystal lattice occurs by motion of atoms via
jumps between these defects. For example, vacancy diffusion – the most common
mechanism in close-packed lattices such as face-centered cubic ( fcc) metals, occurs
by the atom jumping into a neighboring vacancy. The diffusion coefficient, D,
therefore will depend upon the probability that an atom is adjacent to a vacancy, and
the probability that it has sufficient energy to make the jump over the energy barrier
into the vacancy. The first of these probabilities is directly proportional to cv, and the
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second is dependent on the energy of migration of the atom, Dgm. Diffusion follows
an Arrhenius law, that is

D ¼ Do exp
�Q
kT

� �
; ð4:2Þ

where Do is the pre-exponential factor and Q is the activation energy. For vacancy
diffusion it follows that

Q ¼ gv þDgm: ð4:3Þ
The same defect thermodynamics and diffusion theory can be applied to ionic

crystals with one important proviso, which is the need to account for the charges on
the ions (and hence effective charges on the defects), and that the crystal must remain
electrically neutral overall. This means that the defects will occur as multiplets to
satisfy this later condition. For example, in a MX crystal they will occur as pairs: the
Schottky pair– a cation vacancy and an anion vacancy; the cation-Frenkel pair– a cation
vacancy and an interstitial cation; and the anion-Frenkel pair – an anion vacancy
and an interstitial anion. The concentrations of the defects in the pair are related
by a solubility product equation, which for Schottky pairs in an MX equation takes
the form:

cþ � c� ¼ KS ¼ exp
�gS
kT

� �
ð4:4Þ

Here, cþ and c� are the site fractions of the cation and anion vacancies, respectively,
KS is the equilibrium constant for the formation of the Schottky pair, and gS
(¼ gþ þ g�, the sum of the individual defect formation energies) is the Gibbs free
energy to form the pair. In the bulk of a pure crystal, the condition of electrical
neutrality demands that the concentrations of each defect in the pair are equal; that is:

cþ ¼ c� ¼ KS
1=2 ¼ exp

�gS
2kT

� �
ð4:5Þ

The condition of electrical neutrality will not apply at the surface of a crystal, and
since gþ is not equal to g� there will be an excess of one of the defects. This effect,
which is referred to in the early literature as the Frenkel–Lehovec space charge layer–
results in an electric potential at the surface of the crystal [23–25]. In this instance, the
surface will not simply be the external surface but will also include internal surfaces
such as grain boundaries and dislocations. The effect decays away in moving from
the surface to the bulk, and can be treated by classical Debye–H€uckel theory [26–29].
This leads to a Debye screening length, LD, given by:

LD ¼ ere0kT
2q2cb

� �1
2

ð4:6Þ

Here, eo and er are the permitivities of free-space and the sample, respectively, and
cb is the concentration of the bulk majority carrier with charge q. For a solid with
e� 10 and cb� 1022m�3 and T� 600K, this leads to a Debye length of� 50 nm and
a space charge width of approximately twice that value. The qualitative effect on the
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relative concentrations of the two defects of the pair, zo, is shown schematically in
Figure 4.3 as a function of grain size. Clearly, this increased defect concentration
will translate into enhanced ionic diffusion and conductivity in the space-charge
region – that is, in the plane of the interface. If the grains are sufficiently small this
can dominate the ionic transport in the sample and far outweigh the transport in the
bulk of the grains.
The space-charge layer region described above applies to a sample made purely of

small grains of one ionic compound. There will also be space-charge layers at the
interfaces between ionic crystals and other materials, such as other ionic crystals,
insulators, semiconductors, and metals. The theoretical treatments of the effects
in these systems can be found in an extensive review [28]. There is a difference in the
details for each situation, although essentially there will be a difference in
the electrochemical potential of the ions across all the interfaces, leading to an
imbalance in the relative defect concentrations in the surface of the ionic crystal and
the generation of a space-charge layer. The approach was particularly successful in
explaining the high ionic conductivity of materials known as �composite electro-
lytes�, �heterogeneous electrolytes�, or �dispersed second phase electrolyte� [30].
These materials consist of an ionic conductor mixed intimately with a fine-
powdered insulator, such as alumina, silica, and titania. The ionic conductivity can
be increased by up to two orders of magnitude compared to that found in the pure
ionic material. This increased conductivity is due to an enhanced conductivity in the
interfacial region, arising from the increase in charge-carrying defects in the ionic
component. A combination of the space-charge layer approach and percolation theory
has provided quantitative models of the dependence of the conductivity on composi-
tion, grain size of the insulator, and temperature [28]. Clearly, a similar approach can
be applied to thinfilms of an ionic conductor laiddownonan insulating surface,where
an enhanced conductivity is possible due to the space-charge layer at the interface.

Figure 4.3 Defect profiles in structures with dimension, d. The
bulk defect concentration is not reached when d< < 4LD, where
LD is the Debye length. Reproduced with permission from
Ref. [26].
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4.2.2
Surface Texture and Mismatch at Surfaces

The very earliest experimental investigations of diffusion in solids noted that
diffusion along the surface and grain boundaries of solids differed from that in the
bulk (a historical review can be found in Ref. [31]). In general, diffusion was found to
occur faster in the grain boundaries [32], although the situation was complicated in
some systems when impurities were segregated at the boundaries and blocked the
diffusion. Although this phenomenonwas identified in all types of solids, it wasmost
widely studied in metals and hence the effect was shown not to be due to a space-
charge layer at the interface. In simple terms, the origin of a faster diffusion in the
grain boundaries was that the point defects responsible for diffusion (vacancies in
the case of metals) had a lower formation and migration energy in the disordered
interface region, where there were variations of lattice spacing and a high lattice
strain. Thus, diffusion not only occurs faster in the grain boundaries but also has
lower activation energy, Q. As an example, in the widely studied case of nickel oxide
in comparison to lattice diffusion, both nickel and oxygen were seen to diffuse faster
by several orders ofmagnitude in high-angle grain boundaries [33]. In some extreme
cases, however, the high strain was seen to result in the formation of a different
polymorph of the material. In recent years, studies of grain boundary diffusion have
become more sophisticated [34]. Many of the early studies were performed on
samples with an ensemble of grain boundaries and a range of orientations, whereas
more recent studies of oriented metal bicrystals have been performed such that
data now exist linking the dependence of diffusion on the mismatch tilt angle of the
grain boundary. The results of these studies showed that, when a large mismatch
occurred at the grain boundary (incoherent interface), diffusion was significantly
faster than when there was a good match (coherent interface).
These effects can clearly be quite diverse and very sample-dependent. For example,

in a compacted sample of nanocrystals of a single ionic compound therewill be awide
variety of interfaces; moreover, even if these are like grain boundaries in the bulk
samples, there will be a range of mismatch angles. Thus, the enhanced diffusion or
conductivity that is measured will be an average over all the types of interface in the
sample. In cases where the nanomaterial is prepared as a thin film on a substrate,
the degree of mismatch at the interface will be a crucial factor in determining the
atomic transport in the interfacial region. At a later date, these variations in interfacial
structure led to problems when different research groups attempted to compare
measurements of the same basic system (see below).

4.3
Applications and Perspectives

The obvious physical advantages of using nanomaterials to create devices relate to
reductions in both size and mass. Consequently, increasing effort is being applied
to build devices, at both the microscale and nanoscale, that can be applied to the new
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generation of microelectromechanical systems. Yet, surprisingly, these advantages
arise basically from changes in architecture and scale rather than from any benefits
accrued from the specific properties of nanomaterials, which form the focal point of
this section.

4.3.1
Nanoionic Materials as Gas Sensors

Metal oxides have been investigated extensively as possible sensing materials for
a wide range of gases [35, 36]. For example, tin oxide has been shown to respond
to a range of flammable gases, including carbon monoxide [37–39], hydrocarbons
[39–41], hydrogen [42, 43], as well as other pollutant gases such as hydrogen
sulfide [44, 45] and oxides of nitrogen [38, 46]. In this role, these metal oxide
solid-state gas sensors exploit the inherent properties of these materials, and notably
that of semiconductivity.
Although the fact that significant changes occurred in the resistance of a semi-

conductor when a gas was adsorbed onto its surface was first reported over 55 years
ago [47], the use of a metal oxide semiconductor was not suggested until 1962 [48].
Since that time, many commercial devices exploiting this phenomenon have been
developed [49], and whilst several different oxides [47, 50–58] have been investigated
in the role, tin oxide has been the most widely used.
When metal oxide semiconductors are exposed to oxidizing or reducing gases,

a change is observed in their electrical resistance, and this forms the basis of their use
as a sensor material. The mechanisms involved in the detection of flammable gases
and vapors usingmetal oxide-basedmaterials relate principally to the oxide�s surface,
where defects will not only modify the electronic properties but also act as catalytic
sites for the combustion of flammable gases. Although, several models have been
postulated to explain the observed response of tin oxide to flammable gases in
particular [59–61], one important factor in the response of a material to a gaseous
species is its morphology, as this will affect the distribution of the gas throughout
the bulk of the solid. For example, if a material has regions of closed porosity, then
its interior may be inaccessible to the gas in question, and only the conductivity of its
exterior surface will respond to changes in the ambient atmosphere.
Ideally, sensormaterials should exhibit a fast reversible response to a specific target

gas; that is, they should be both sensitive and selective to the gaseous species in
question. Many metal oxide materials respond not only to a wide range of gases and
vapors (whichmeans that they are essentially nonselective) but also to environmental
factors such as oxygen concentration, pressure and humidity. Consequently, a range
of techniques, such as doping or the addition of catalysts, have been investigated
to improve both sensitivity and selectively. The most widely used catalysts in tin
oxide-based materials are the noble metals Pd [39, 62–64], Pt [39, 64, 65], Au [39, 66],
Rh [67], and Ru [65, 67]. The use of a catalyst results in an increase in the sensitivity
and speed of the response to flammable gases at low temperatures, while the high-
temperature response is diminished [68]. However, the selectivity is generally not
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improved as the catalysts will oxidizemost gases and vapors, butmay also offer some
resistance to poisoning by water vapor.
The use of other metal oxides or cations as dopants has been widely reported.

The addition of a second metal oxide may provide unique adsorption sites on the
surface, and thus allow the catalysis of specific reactions. The incorporation of
dopants will modify the electronic properties of the material by creating discrete
donor or acceptor levels within the band gap. The presence of a dopant may also
introduce defects that affect the conductance, and perhaps also alter the morphology
of the material. A range of dopants investigated in tin oxide-based sensing materials
is provided in Table 4.1, along with the target gases and the effect of the dopant on
both the sensitivity and/or selectivity of the material. It should be noted that many
reports for improving both sensitivity and selectivity for different gases use the same
dopant. However, these differences may result from the preparation and sample
history, or simply because the response to only one gas was investigated.
It can be seen from the above discussion that the use of nanoionicmaterials for gas

sensors is a natural extension to the findings already reported. Nanosized materials
offer advantages in terms of improved sensor response due to the much higher
surface areas available. However, the definition of a nanoionic sensormaterial can be
very broad; the nanoionic component of the sensormaterial might refer to the �bulk�
majority phase, but alternatively it could refer to a dispersed catalytic or dopant phase,
or even a combination of both.

Table 4.1 The range of dopants added to tin oxide-based sensing materials, and their effects.

Target gas Dopant Effect of dopant

H2S CuO Improves sensitivity [44, 69]
ZrO2 Improves sensitivity and selectivity over H2 [45]

Ethanol La2O3 Improves sensitivity [69, 70]
Cd Improves selectivity over CO, H2, and i-C4H10 [71]

CO Si Improves response [72]
MoOx Reduces response [38]
Bi Improves selectivity relative to CH4 [73]
CuO Reduces optimum operating temperature [74]

VOCs Cr Improves sensitivity [75]
NO2 Si Improves response [72]

In Improves sensitivity [76]
MoOx Improves response of materials annealed at high temperature [38]
Al Improves sensitivity [76]

NO CuO Improves sensitivity [77]
CH4 Os Lowers optimum operating temperature [78]

Ca Improves sensitivity [41]
H2 Cd Improves selectivity over CO and i-C4H10 in absence of ethanol [71]

ZnO Increases selectivity over CO [74]
ThO2 At temperatures >250 �C, resistance decreases;

at temperatures <80 �C, resistance increases [43]
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In the case of tin oxide-based sensors, the most widely recognized method for
enhancing sensitivity is to use nanocrystalline tin oxide [42, 69, 79]. The sensitivity of
tin oxide-based gas sensors has been shown to be enhanced for grain sizes of the
order of 2LD (i.e., ca. 5 nm), as the depletion layer becomes more dominant [42, 79].
This is in agreement with the results of Hall effect measurements which showed
that, for a porous tin oxide thin film, the Debye length is approximately 3 nm at
300 �C [80]. While it is relatively easy to obtain both pure and doped nanocrystalline
tin oxide with grain sizes of<5 nm, the high operating temperatures required for the
combustion reactions with flammable gases tend to induce the growth of nanocrys-
tals, and this will result in problems with both the sensitivity and reproducibility of
the sensing materials. For example, grain growth in nanocrystalline tin oxide has
been observed at temperatures as low as 400 �C [81], well within the typical operating
temperatures, but this leads to a corresponding decrease in the gas sensitivity [82]
due to a reduction in the surface area. While several methods have been investigated
to overcome this limitation when using nanocrystalline tin oxide, two main
approaches have been taken. The firstmethod is to reduce the operating temperature
of the sensor material by introducing secondary metal oxides or metal particles as
surface catalysts [66, 78]. The secondmethod is to physically inhibit the grain growth
by introducing a secondmetal oxide such as SiO2 [83, 84], Bi2O3 [85], or In2O3 [86] in
the case of tin oxide. An added advantage of this approach is that the second metal
oxide phase may not only inhibit grain growth but also improve the selectivity of the
sensing material to a given species. For example, nanocrystalline TiO2 has been
investigated for its response to CO and NO2 [87]. The introduction of either Ga2O3

or Er2O3 was also shown to inhibit the anatase-to-rutile transformation of the TiO2

nanocrystals and to retard grain growth. The best sensitivity to CO was obtained
when Ga2O3 was used, whereas the presence of Er2O3 resulted in the best sensitivity
to NO2 at 200 �C.
Despite many investigations having been carried out in the past on the use of

nanocrystalline tin oxide in sensors, extensive research is continuing in this area.
One recently developed method for obtaining a tin oxide-based sensor for hydro-
gen [88] which operates at 100–130 �C (rather than 350–400 �C [89]) involved
combining a porous nanocrystalline thin film, prepared via a sol–gel route, with
a pulse heating mode. This combination of low temperature and pulse heating also
reduced the effects of humidity on sensor behavior, and improved the selectivity of
the sensor to hydrogen over CO. Other approaches for improving the sensitivity and
selectivity of nanocrystalline tin oxide-based sensors have included the use of surface
modification to inhibit the response to moisture [90], thus improving the response
to methane. The incorporation of other nanomaterials, such as single-walled
carbon nanotubes (CNTs) has also been investigated [91]. The sensitivity of this
nanocomposite sensor to hydrogen was greatly increased when compared to a pure
nanocrystalline tin oxide sensor at 250 �C. This effect was attributed to the hollow
CNTs allowing a much greater diffusion of the hydrogen to the bulk of the tin oxide
film. Whilst the expected linear relationship between hydrogen concentration and
sensor response was not achieved over the entire concentration range examined,
this was considered due to issues with the desorption of hydrogen from the CNTs.
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The resistance of the nanocomposite film was also greater than that of the pure tin
oxide film, most likely because the presence of the CNTs had led to the introduction
of pores. Nonetheless, this illustrates the potential of these nanocomposite-type
materials – where both phases are nanocrystalline – in the field of gas sensors.
An alternative approach, in the case of nanocrystalline tungsten oxide and

molybdenum oxide, is to improve the selectivity to a given analyte through careful
control of the crystalline polymorph used [92]. For example, nanocrystalline thin
films of hexagonal-WO3 were prepared by spin coating with crystallite sizes of
30–50 nm [93]. These films were found to provide a linear response over a concen-
tration range of 50–500 ppm ammonia at 300 �C.When the response of nanocrystal-
line hexagonal-tungsten oxide to NO2 was investigated [94], the response to NO2 was
found to be optimal at 250 �Cbut to decrease to zero at room temperature. In contrast,
the inclusion of a low concentration of metal-containing (Ag, Au) CNTs into the
tungsten oxide matrix resulted in a sensor material that exhibited a response to NO2

at room temperature. Again, this illustrates the potential of these materials in the
field of gas sensors.
Other, simple binary oxides which exhibit semiconductivity have also been widely

investigated. For example, when monitoring the effect of the thickness of nanocrys-
talline films of CdO on the response to liquefied petroleum gas (LPG), the response
was seen to be governed by a combination of film thickness, particle size, film
morphology, and operating temperature [95]. At the optimumoperating temperature
of 698K, a maximum response was exhibited for a 1.5mm-thick film, which also
showed the most uniform morphology and offered the highest surface area for
interaction with the LPG. While the response of thinner films was shown to depend
on the crystallite size, the response decreased for thicker films.
Although the above-described examples have all been based on relatively simple

nanocrystallinemetal oxides, additional phasesmight have been introduced. The use
of more complex metal oxides has also been investigated, with nanocrystalline thick
films of both barium titanate [96] and cobalt titanate [97] having been considered as
possible sensor materials. When the response of such barium titanate films doped
with 10%CuO and 10%CdOwas studied with respect to CO, LPG,H2S, andH2 [96],
sensor selectivity was improved for LPG over the other gases at 250 �C. However,
the addition of 0.3wt% Pd resulted in an even greater selectivity to LPG at a lower
temperature, of 225 �C.
Nanocrystalline CoTiO3 thick films doped with La, Sm, Gd, Ho, Li, Na, K, Pb,

and Sb at 2 atom% were shown to exhibit p-type semiconductivity and to respond to
both ethanol and propylene [97]. Both, the particle size and response also depended
on the dopant used, with the undoped material showing no pronounced selectivity
to ethanol. The temperature ofmaximumselectivity was also shown to depend on the
dopant used. La-doped CoTiO3 was investigated further as it exhibited the greatest
ethanol sensitivity, along with good response and recovery times. In contrast tomany
tin oxide-based sensors, this material showed a minimal response to changes in
humidity, which suggests that it might be effective as a sensor material.
Finally, complex nanocrystalline oxide-basedmaterials such asGd0.9Sr0.1CoO3 [98]

and La0.7Pb0.3Fe0.4Ni0.6O3 [99] have also been studied. In both cases, the response
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of the pure material to CO2 and O2 for the former, and to H2S for the latter, were
improved by the addition of Ag or Pd, respectively.
These examples illustrate the wide range ofmaterials and target gases investigated

using nanoionic sensors. However, in order to fully exploit this field, much remains
to be done in terms of optimizing not only the sensitivity and selectivity of the
material but also the fabrication of the devices, as well as acquiring a basic
understanding of the sensing mechanisms.

4.3.2
Nanoionics as Battery Materials

In this section, attention will be focused on the rechargeable lithium ion batteries
that are now commonplace, and power many types of portable electronic device.
Nonetheless, research in this area remains extensive, as demonstrated by the
numerous reports and reviews that have appeared during the past few years
[100–106] (see also Chapters 5 and 7). The current research can be grouped into
three broad categories: (i) to acquire an understanding of the fundamental mechan-
isms observed in lithium ion batteries; (ii) the exploration of new and improved
materials for both the electrode and electrolyte components of the batteries; and
(iii) the investigation of new and improved routes for the fabrication of battery
materials. Nanoionicmaterials have roles to play in all three categories, and examples
of each will be briefly discussed here.
Nanoionic binary oxides, such as CoO, NiO, and Co3O4 have been shown as

interesting candidates for the negative electrode of lithium ion batteries when fully
discharged to near-zero voltage versus Li [107–110]. They offer a new concept, in
that they involve conversion reactions rather than intercalation or insertion at the
positive electrode. The processes which use a nanoparticle CoO positive electrode
are summarized in Figure 4.4. The electrochemical reduction of the transition
metal elements to the metallic state occurs simultaneously with the formation of
lithium oxide. The partial reversibility of the reduction process in cobalt oxides has
been attributed to the nanosize Co particles which are produced during reduction
and dispersed in the lithium oxide matrix. These nanosize Co particles possess
an enhanced reactivity, while the complex Li2O/Co system is surrounded by a solid
electrolyte interface [110]. The electrochemical processes that occur during the
charge/discharge cycles have been the focus of significant interest, in particular
the use of in situ experiments carried out on prototype lithium batteries [111–114].
For example, X-ray absorption spectroscopy (XAS) has been used to investigate the
insertion/extraction of lithium in NiCo2O4 spinel oxide [115]. Reversible capacities
of approximately 884mAh g�1 versus Li [116] have been observed when NiCo2O4

spinel oxide has been used as the active electrode material in lithium cells. XAS
spectra were collected on composite electrodes consisting of nanocrystalline
NiCo2O4 mixed with polyvinylidene fluoride (PVDF) and carbon black supported
on a copper foil and used as the positive electrode in Li- and Na-anode cells.
The normalized Co K-edge spectra of the as-prepared and used electrodes show
a very weak absorption pre-peak representing the transition of the 1 s electron to
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an unoccupied eg orbital of cobalt ions with a low-spin electronic configuration,
and was ascribed to the presence of tetrahedral cobalt in the structure of NiCo2O4,
which is commonly described as an inverse spinel [117]. The main absorption peak
has been ascribed to the transition of a 1 s core electron to an unoccupied 4p bound
state with t1g symmetry, and thus is electric dipole-allowed for both tetrahedrally
and octahedrally coordinated cobalt atoms. A comparison of the X-ray absorption
near edge structure (XANES) spectra of NiCo2O4 and Co3O4 shows that they are
virtually identical, but with a very slight shift indicating that the Co oxidation states
are the same in both (i.e., 8/3 or 2.667). Hence, the charge on the Ni is also 2.667,
which suggests that some Ni3þ might be present.
The changes in the Co K-edge XANES spectra of the NiCo2O4 electrodes show the

displacement of the edge to lower energies from the start of the discharge process;
this indicates an immediate cobalt reduction process in NiCo2O4, resulting in
metallic cobalt on approaching to zero volts. In addition, a progressive loss of signal
intensity is observed, which can be related to the loss of p character in the 1 s ! 4p
transition, due to d-p mixing, as a consequence of the conversion to metal cobalt
particles absorbing X-rays at the lower energy values. The reversibility of the
reduction process after lithium extraction up to 1.5 V is shown by the fact that the
spectra recovery partially their shape. However, the maximum oxidation state of
the cobalt atoms is not fully recovered, which is in agreement with the non-recovered
irreversible capacity. In addition, the changes in oxidation state of the nickel atoms
were also followed using X-ray absorption spectroscopy. The extended X-ray absorp-
tion fine structure (EXAFS) results for the fully lithiated spinel, NiCo2O4 þ 9 Li are
particularly interesting. The Fourier transform shows that, while the electrode has
clearly been converted to metallic nickel, the intensity of the plots is significantly

Figure 4.4 Schematic of the conversion reaction process showing
both the formation of Co nanoparticles and of the gel-like
polymeric layer, as well as their evolution upon subsequent
charges/discharges [110].
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attenuated compared to the nickel metal foil. This could be attributed to the presence
of small or disordered particles. A detailed analysis showed that the particles would
have to be extremely small (i.e., �1 nm) for this attenuation to be due to solely to
particle size. The presence of very disordered Co/Ni alloy particles would not be
surprising as they are being formed in a disordered mixture of Li and lithium
oxide and, as a result, the attenuation observed was attributed to a combination of
these two possibilities.
Currently, new materials and adaptations to existing materials and their use in

lithium ion batteries, are also undergoing extensive investigation. For example,
the surface modification of cathode materials such as LiCoO2, LiNiO2 and LiMn2O4

with oxides such as MgO, Al2O3, ZnO, SnO2 and ZrO2 have been studied [118].
These coatings have been shown to act in a variety of ways, such as improving
structural stability, reducing any phase transitions, and decreasing the disorder of
cations in the crystal lattice, in addition to simply preventing direct contact with the
electrolyte solution. These have the effect of improving the reversible capacity,
the coulombic efficiency, the cycling behavior, and the high rate capability of these
materials. However, our understanding of the different actions of different coatings
and the mechanisms of these coatings remains incomplete.
Other types of positive electrodematerials include LixNi2(MoO4)3,where 0� x� 4,

have also been investigated [119]. In this case, good discharge/charge profiles
with a reversible capacity of 170mA h g�1 over the potential window of 3.5–1.5 V
after the first cycle were observed. However, it was found that the discharge capacity
deteriorated slowly upon repeated cycling, this being tentatively attributed to a
disproportion reaction. Nanocrystalline Li4Ti5O12 has been investigated as a possible
anode material [120], and showed an exceptional retention capacity at a discharge
rate as high as 10C in Li-test cells. In addition, carbon nanocoatings on Li4Ti5O12

and TiO2 investigated as cathodematerials have been shown to result in a significant
increase in the electron conductivity and a very large increase (>100%) in the
reversible capacity at a C/3 rate [121]. It was also found that the gradual deterioration
in the reversible capacity of TiO2 could be prevented by using this type of carbon
coating.
Finally, the use of various synthetic routes, including the sol–gel process [122],

rheological phase [123], precipitation/decomposition [124], hydrothermal [125]
sonochemical [126] and combustion reactions [121], are all currently being
widely investigated for the production of nanoionic materials for use in lithium ion
batteries.

4.3.3
Nanoionic Materials in Fuel Cells

Although fuel cells are not yet as widely used as lithium ion batteries, their potential
commercial applications are finally being realized [127–130]. The basic fuel cell
consists of an anode compartment (with the fuel), an electrolyte membrane, and
a cathode compartment (with the oxidant). The systems of interest for this chapter
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are the solid oxide fuel cells (SOFCs), as these utilize a number of components that
are ionic in nature (see Chapter 12). As with sensors and batteries, the application of
nanoionic materials to SOFC research is of major interest, and can be grouped into
two areas: (i) the design of new and improved materials for both the electrode and
solid electrolyte components of the cells; and (ii) the investigation of new and
improved routes for the fabrication of cell materials.
The most commonly used electrolyte materials in SOFCs are based on zirconia

and ceria doped with a suitable cation, normally a rare earth (see Chapter 9). The
properties that make these two materials attractive for use in fuel cells are discussed
in Section 4.4.4, and it is sufficient to note that the most important feature is that
they are good oxygen ion conductors. We will focus here on some recent investiga-
tions of these materials, with emphasis placed on their methods of preparation.
A reduction in the particle sizes of zirconia and ceria has been reported as resulting
in an increase in conductivity, which is considered important for improving
the performance of SOFCs. Many methods have been developed to synthesize
nanocrystalline ZrO2 and CeO2, and a brief review of the syntheses and the
grain size dependant conductivity has recently been published [131]; hence, only
a few examples will be provided here to illustrate the range of investigations being
carried out.

. Homogeneous Ce0.8Sm0.2O1.9 powders were prepared using a carbonate copreci-
pitation route to provide particles of approximately 12 nm [132]. The powders
were found to possess a high sinterability, high conductivity, and a low activation
energy, andwere used in both the anode and electrolyte in single cells. The powders
also showed promise for use in low-temperature (600 �C) SOFCs, with amaximum
power density of 400mWcm�2.

. An alternative method for producing ceria-based nanocrystalline powders is
that of urea-combustion [133]. In this case, the combustion synthesis of
(CeO2)0.92 (Ln2O3)0.04(CaO)0.04 systems, where Ln¼Y, Gd or Sm is described,
but no investigation into their use in fuel cells was reported.

. A third technique used to prepare both Gd-doped CeO2 and NiO/YSZ powders is
that of aerosol flame deposition [134, 135]. In the case of NiO/YSZ powders used
for the anodes (see Chapter 12), nanosized spherical particles were obtained and
the particle size distribution could be limited by controlling the processing
parameters [135]. Subsequently, the electrical conductivity of 70% NiO/YSZ
was found to be 10�1 S cm�1 at 700 �C, with the material exhibiting typically
metallic behavior.However, the use of suchmaterials in fuel cells was not reported.

An example of the use of nanoionic materials as the cathode in a SOFC is that
of nanotubes of La0.6Sr0.4CoO3 and La0.6Sr0.4Co0.2Fe0.8O3 [136]. These perovskite-
type mixed oxides (see Chapters 9 and 12) are widely used as cathode materials,
and the nanotubes were prepared by denitration, microwave irradiation and calcina-
tion at 800 �C. The shape and size of the nanotubes was controlled by the porous
template used, although their application in a fuel cell was not reported.
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4.4
Experimental Methods

In this section, attention will be focused on the preparation and characterization of
nanocrystals, paying particular attention to methods that probe the microstructure
and the atomic transport. It should be noted that an excellent review of the chemistry
of nanocrystalline oxides, together with coverage of many of the characterization
methods employed, is available [137].

4.4.1
Preparation of Nanoionic Materials

Numerous methods have been used to prepare nanoionic materials, and only the
more generally employedprocedures are considered here. Initially, themethods used
to produce relatively large quantities of powdered sample will be considered.
Spray pyrolysis has been widely used to prepare nanocrystalline metal oxides

such as Al2O3, ZnO, and ZrO2 [138], and involves dispersing a solution of a chemical
precursor as an aerosol. The droplets are transported to a hot zone where they
decompose to form the required nanocrystalline oxide particles.
In contrast, inert gas condensation (IGC) has been used to prepare both nanocrystal-

line metallic and metal oxide materials [139]. In this case, the metal is evaporated
inside an ultrahigh vacuum chamber, filled with an inert gas at low pressure. The
vapors from the hot source migrate into the cooler gas, and eventually nucleate into
a large number of clusters that grow, via coalescence and agglomeration. The
clusters, entrained in the cooling gas, are then transported to a liquid nitrogen
finger from which they can be scraped off and compacted. A schematic representa-
tion of the IGC set-up is shown in Figure 4.5. This technique enables the production
of powders with a well-defined, narrow size distribution [2, 139]; however, as only
small amounts of material are produced, several modifications have been developed
aimed at increasing the yield [140–143].
Sol–gel methods, which offer control over both the composition at the molecular

level and the structure [144, 145], have been used for many years. Typically, a metal
alkoxide, M(OR)x, undergoes replacement of the OR group by OH via controlled
hydrolysis. This results in the formation of very small colloidal particles (the sol),
which then form a gel via condensation reactions. The gel is then dried to produce
an oxide (as in the case of silicon tetraethylorthosilicate), a hydroxide (zirconium
iso-propoxide), or a mixed methoxy-hydroxide (magnesium methoxide). Finally,
calcination at high temperatures is required to produce the oxide. This final step
is difficult to control andpresents twomajor problems, as illustrated by recent studies
with ZrO2 [146]. A sufficiently high calcination temperature is required to ensure
that all of the residualOHare removed from thematerial; however, if the temperature
is too high, the particle will grow and result in a loss of the nanocrystalline material.
The surface energy of nanocrystals is such that this can occur at relatively modest
temperatures (ca. 400 �C in the case of most nanocrystalline oxides, where measur-
able grain growth is observed after a fewminutes [81]). This growth can be restricted
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by introducing a dispersion of very small particles of a second phase (in the case
of oxides, an inert oxide such as silica or alumina) to stabilize the highly curved
surface of a nanoparticles; this effect is known as Zener pinning [147]. The second
phase can be introduced at the sol–gel stage by adding the corresponding alkoxide
of the inert material. This method has proved very successful for a wide range of
oxides [83, 84, 148, 149].
Finally, mechanical attrition has been widely used to produce all forms of nano-

crystals. Typically, a high-energy ball mill is used to reduce the grain size of the bulk
material [150–153], which means that almost every material is accessible. A further
advantage is that control of the final grain size can be achieved by the careful choice

Figure 4.5 Inert-gas condensation facility for the synthesis of
nanocrystalline particles. Reproduced with permission from
Ref. [2].
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ofmilling time. In addition, large amounts ofmaterial can readily be produced, while
the use of double decomposition reactions [154, 155] makes it possible to produce
materials in situ. However, a careful choice of the milling vial and balls is required
as contamination can occur through abrasion of the milling media. One significant
disadvantage of this system is that themilling can result in the presence of significant
quantities of amorphous debris. This has been illustrated in recent studies on ball-
milled Al2O3, where the sample was shown to consist of nanocrystalline grains
embedded in an amorphous material [156].
In general, these methods are used for the production of nanocrystalline powders

which may be further compacted via techniques such as hot-pressing [157, 158] or
magnetic pulsed compaction [159, 160]. In addition, other types of nanoionic
material maybe prepared, such as nanometer-thin films, using techniques including
molecular beam epitaxy [161], pulsed laser deposition [162] or spin-coating meth-
ods [163]. Novel structures, such as core-shell [164–166] and multi-layered [167, 168]
(so-called onion structures) materials, may also be produced in this way.

4.4.2
Determination of Particle Size and Dispersion

The most important measurement for any nanocrystalline compound – and one
which is invariably the first to be undertaken after synthesis – is to determine the
grain (crystallite) size, since this is fundamental to understanding the material�s
properties. Many techniques have been used to determine to characterize nano-
crystallite size and shape, including optical absorption spectroscopy, dynamic light
scattering (DLS), small angle X-ray scattering (SAXS), dark-field electronmicroscopy,
low-frequency inelastic Raman scattering, proton-induced X-ray emission (PIXE),
X-ray diffraction (XRD), transmission electron microscopy (TEM), and gas adsorp-
tion surface area measurements. The latter three methods will be discussed here,
as they are: (i) the most commonly used; (ii) readily available in most laboratories;
and (iii) relatively simple measurements to perform and analyze. Whilst each of
these methods has its advantages and disadvantages, a number of well-known
problems and artifacts are also encountered, and these will be highlighted along
with the results of some studies conducted to compare and assess the different
techniques.

4.4.2.1 Transmission Electron Microscopy
TEM images result from the direct observation of the particles, and provide
information on both particle shape and size. In addition, high-resolution (HR) TEM
images will reveal the degree of crystallinity of the particles and the presence of
amorphousmaterial in the sample. A good example of this is the study of nanocrystal-
line ball-milled lithium niobate, which shows an amorphous region on the surface
of the crystallites [169]. The main disadvantage of the TEM techniques is that to
obtain a statistical average andmonitor the dispersion of the particle size can be very
time-consuming, as typically the dimensions of several hundred particles must be
determined. In some cases, a lack of contrast or particle overlap may also blur the
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boundaries between particles, such that an elaborate sample preparation procedure
is often required.

4.4.2.2 X-Ray Based Methods
Both, SAXS and XRD, are indirect methods but offer the advantage of providing
reliable statistical information on particle size. XRD is particularly attractive as it can
be performed on a very basic laboratory-based powder diffractometer, and for this
reason is the most commonly used method. The technique involves measuring
the peak broadening of the diffraction lines which, for perfect crystals, would be
sharp except for a very small inherent broadening due to the uncertainty principle
(i.e., there is not an infinite number of diffracting planes). In practice, however,
these are broadened due to the instrumental optics and crystallite size. The most
common approach to determining the crystallite size is to use the Scherrer relation-
ship [170–172]:

dV ¼ kl
b � cos q ð4:7Þ

where, k is a constant that depends on the shape of the grain (k varies between 0.89
and 1.39, and for spherical crystal is near unity), l is the wavelength of the X-ray
source, b is the width of the peak (full width at half maximum; FWHM) after
correcting for instrumental broadening and measured in radians, and q is the
Bragg angle of the diffraction peak. The crystallite size, dV, is a volume-weighted
average domain size; that is, it is the mean crystallite size in the direction perpen-
dicular to the crystals planes that are causing the diffraction. Thus, some information
on the shape of the grains is available from the measurement of dV for different
diffraction peaks. There can be an additional broadening of the diffraction peaks
due to microstrain, eS, in the crystallites which can be expressed as [173]:

be ¼ 4eS � tan q ð4:8Þ
The two broadening effects can be separated by using a Williamson–Hall plot [174],
which combines Equations (4.7) and (4.8) to give:

b cos q ¼ l
dV

þ 4eS � sin q ð4:9Þ

This assumes that the two broadening effects are simply additive, and a plot of
b� cos q versus sin q will yield eS and dV from the slope and intercept, respectively.
The assumption of linear additivity of the broadening effects assumes that both have
a Lorentzian shape (Cauchy approximation). The three other cases, Gauss–Gauss,
Gauss–Cauchy and Cauchy–Gauss, have each been considered (see for example
Ref. [175]). It is usually found that eS increases with decreasing crystallite size. One
common problem with XRDmeasurements of particle size is that they may provide
a false impression of the sample if there is amorphous material present that will not
diffract [176].
The surface areas of powders, SBET, are commonly measured for catalysis by the

adsorption of nitrogen gas at 77 K and applying the Brunauer–Emmett–Teller (BET)
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analysis (see, for example Ref. [177]). Fully automated systems are now available
for the determination of SBET. Classically, the area is related to the particle size, dBET,
by the relationship [178]:

SBET ¼ 6
rd � dBET

ð4:10Þ

where, rd is the density of the solid and the factor of 6 applies to spherical and
cubic-shaped particles. If there is a large dispersion of particle size, then the BET
method will overweigh the larger particles as they have a small surface area but
contribute a major part of the mass.
Whenmaking a relative comparison of the sizes of particleswithin a givenmaterial

prepared by different routes, it clearly does not matter which of these methods is
used. However, a more positive note is that in cases where different methods have
been applied to the same samples (albeit rather idealized systems), there has been
a reasonable consistency in the particle sizes determined. For example, when
measuring batches of anatase TiO2 nanoparticles with sizes ranging from 12 to
120 nm, TEM, XRD and BETshowed a satisfactory agreement [175]. Similarly, a good
agreement between TEM and XRD measurements was found for anatase TiO2

particles ranging from 3 to 35 nm [179]. Likewise, a good agreement between SAXS,
TEMandXRDwas found for highlymonodisperse alloy nanoparticles of 5 and 8 nm.
Clearly, if the sample has a high dispersion of sizes, and/or the shapes of the
crystallites are not simple (e.g., platelets, needles, etc.), then the only reliable method
would be TEM.

4.4.3
Characterization of Microstructure

Microstructure is the key to the important properties of nanocrystalline materials.
It was noted earlier that simple geometric considerations lead to the conclusion that
a large fraction of the atoms in a nanocrystal are in the surface (see Figure 4.1).
However, the crucial questions involved here are first, the nature of the surface
(in terms of the level of atomic order), and second the structure of the interface
between grains. In the case of nanocrystalline films the interface between the grains
and the substrate is equally crucial to the properties. Two extreme possibilities for
the intergrain structure were shown in Figure 4.2, and discussed previously (see
Section 4.1). In this section, attention will be focused on the techniques available
to characterize the interfaces between grains.
High-resolutionTEMcanbe used to provide themicrostructural details in a simple

pictorial manner, and example micrographs of nanocrystalline lithium niobate [169]
are shown in Figure 4.6. The high-resolution (HR) TEM image in Figure 4.6b shows
that the surfaces of the sol–gel prepared sample are highly ordered, whereas
in Figure 4.6a the ball-milled material of similar grain size has a clearly visible
amorphous region that is a few nanometers in thickness. This dependence of
microstructure on the preparative route is a recurring theme, and in general,
materials prepared using �soft� routes, such as IGC or chemical methods, such as
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sol–gel synthesis, showno evidence of any highly disordered interfaces. For example,
TEM measurements on both IGC- and chemically prepared nanocrystalline ceria
showed the �10 nm grains to have a high degree of perfection and to be separated
by sharp boundaries [180]. Unfortunately, as very few data are available from
HRTEM studies, other structural techniques have had to be used to explore the
microstructure, such as electron diffraction [181], positron annihilation spectro-
scopy [182], EXAFS measurements [183–186] and nuclear magnetic resonance
(NMR) spectroscopy [187, 188].
In an X-ray absorption experiment the absorption coefficient, mA, is measured as

a function of incident photon energy as the energy is scanned across the value
required for the emission of a core (K or L shell) electron; this known as the absorption
edge. A typical spectrum is shown in Figure 4.7, where the data are for the Ti K-edge
absorption in Ti2O3. The EXAFS represents oscillations beyond the absorption
edge [189–191]; these oscillations arise when the emitted photoelectron wave is
backscattered by neighboring atoms and interferes with the outgoing wave. The
simplest case to consider here is backscattering by the shell of nearest-neighbor
atoms. If the two waves are in phase, there will be constructive interference, a lower
final state energy, and a higher probability for absorption. But, if the waves are out of
phase, there will be destructive interference, a higher final state energy, and a lower
probability for absorption. As the incident photon energy increases, so too does the
energy of the emitted photoelectron, with consequential changes on its wavelength.
As the distance between the target atom and its neighbors is fixed, there will be
shifts in and out of phase, and hence the observation of the EXAFS oscillationswould
be a simple sine wave. There would also be backscattering from other shells of
neighbors, and the EXAFSwould show a combination of sine waves. The intensity of
the oscillations would depend on the number and type of neighbors giving rise to the

Figure 4.6 (a) HRTEM image of nanocrystalline
LiNbO3 prepared by ball milling for 32 h, with an
averageparticle size of ca. 20 nm.A large amount
of amorphous LiNbO3 can be seen; (b) HRTEM
image of nanocrystalline LiNbO3 prepared

chemically via complete hydrolysis of the lithium
niobium double alkoxide. Although the grain
boundary regions are somewhat disordered,
very little amorphous material can be detected.
Reproduced with permission from Ref. [169].
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backscattering and an EXAFS Debye–Waller factor (an uncertainty in the distance
between target and scattering atoms arising from both static and dynamic disorder).
EXAFS does not rely on long-range order and is sensitive to the local environment
of the target atom out to 5A

�
. The Fourier transform of the EXAFS yields a partial

radial distribution function in real space, with peak areas proportional to the average
coordination numbers and the Debye–Waller factors. One final point to note here is
that all of the target atoms in the sample would contribute to the EXAFS analysis
which would, therefore, measure the average environment of the target atom.
For a nanocrystalline sample, the EXAFS signal might be attenuated for two

reasons: (i) the particle is so small that the average coordination numbers for the
neighboring shells is reduced; or (ii) there is sufficient static disorder in the sample
(e.g., at the interfaces) that the Debye–Waller factors are increased. At first sight it
would appear that EXAFS has little to offer as a microstructural probe, although in
order for condition (i) to be operative the particle size must be very small (typically
<5 nm). Thus, at least in principle, EXAFS can be used to probe disorder in the
interfaces of nanocrystals. However, the results obtained have been very confusing
and the subject of much discussion. The EXAFS data for ZrO2 represent a typical
example, with such studies of this system having been conducted which claim
evidence for disordered interfaces in nanocrystalline samples – that is, an attenuation
of the EXAFS for the Zr–Zr correlation [192, 193]. However, similar measurements

Figure 4.7 The raw Ti K-edge XAS spectrum of Ti2O3. The division
of the spectrum into XANES and EXAFS regions is indicated. The
figure also shows (schematically) the effect of the interference of
the outgoing photoelectronwave from the target atom (A) and the
backscattered wave from a neighboring atom (S).
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on carefully prepared films, with particle sizes down to 6 nm, found the EXAFS to be
indistinguishable from the bulk [194], and great care must be taken to ensure that all
hydroxyl species are removed from the sample. In contrast, the EXAFS of ball-milled
ZrO2, with a grain size of 15 nm (too large to show any reduction of the average
coordination number) showed a marked reduction in the Zr–Zr correlation [195]
(see Figure 4.8). This was interpreted as the presence of amorphous material in the
ball-milled sample, analogous to the study of ball-milled Al2O3 [195]. Similar effects
were observed in the EXAFS analyses of other ball-milled oxides, for example
LiNbO3 [169, 196]. In general, the EXAFS analysis of sol–gel-prepared nanocrystal-
line oxides (ZrO2, SnO2, CeO2, ZnO) showed no evidence of excessive disorder [185].
It is worth noting here that the EXAFS studies of nanocrystalline metals have also
been controversial [197], although again sample preparation has been shown to be
important. For example, the EXAFS studies of 13 nm grain size Cu, with a sample
that had not been machined, showed a spectrum that was not attenuated and close
to that for bulk Cu [197]. This provided evidence for interfaces that were similar to
normal grain boundaries.
Today, magic-angle spinning (MAS) NMR is becoming an increasingly important

spectroscopic tool for the characterization of solids. This is a spectroscopic technique
that offers a localprobeof theenvironmentof a targetnucleusbasedon the interactions
between the nuclear spins. The versatility of the NMR approach is that it is possible to
tune to various NMR interactions, such as the chemical shift (dC), the scalar coupling
( Jc), thedipolar interaction (Dint), and thequadrupolar interaction (Qint).MAS-NMR is

Figure 4.8 The Fourier transform of Zr K-edge EXAFS of bulk and
ball-milled monoclinic ZrO2 at 17 K. The Fourier transform has
been corrected with the phase shift of the first shell. The solid line
(– –) is the bulk sample (110 nm); the dotted line ( � � � � � � ) is the
ball-milled sample (13 nm).
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now a well-established technique for characterizing zeolite catalysts and monitoring
their synthesis using the 29Si and 27Al nuclei [198, 199]. However, a wider range of
nuclei arebecomingaccessible, including17O [200],which isparticularly important for
nanoionic materials. These techniques are also becoming increasingly sophisticated
[201, 202].
One relatively straightforward application ofMAS-NMR is tomonitor the signal of

a target nucleus during synthesis of the nanocrystals. As the position of the resonance
line depends on the local environment of the site, and the intensity of the line is
proportional to the number of nuclei on that site, the evolution of thematerial can be
followed. In this way it was possible to use 17O NMR to show that the conventional
method of producing nanocrystalline zirconia – by heating amorphous zirconium
hydroxide (produced by the reaction of an aqueous solution of a zirconium salt with
ammonia) and calcining at 500 �C – produces material that still contains hydroxyl
entities and not pure zirconia [146]. A number of nanocrystalline oxides undergo
phase changes during their production and subsequent growth, and these can be
followed by using NMR. Good examples of this include the evolution of phases in
nanocrystalline gallium oxide using the 71Ga nucleus [188], and in nanocrystalline
alumina using the 27Al nucleus [203]. The 17O NMR study of the synthesis of 2–3 nm
nanocrystalline anatase phase titania from alkoxide precursors was particularly
informative, as it was possible to differentiate between the bulk and surface
O species. Today, these MAS-NMR techniques are becoming even more powerful
and will undoubtedly in time play a major role in characterizing nanocrystalline
materials, especially oxides.

4.4.4
Transport Measurements

A very wide range of techniques can be used to probe atomic transport in solids,
and these have been detailed in various books [204–208] and reviews [21, 209–212]
(see also Chapters 13, 8, 11 and 12). The most commonly used are tracer methods,
ionic conductivity, and NMR measurements. Less commonly used (but more
specialized) techniques include creep, quasi-elastic neutron scattering (QENS), and
M€ossbauer spectroscopy (MS). An elegant survey of themethods that have been used
on nanoionic materials has been made by Heitjans and Indris [210]. The principles,
procedures, and limitations of the more common techniques are outlined in the
following sections.
Some general comments might be useful, however, before considering the

individual methods. First, the techniques may be divided into: (i) macroscopic
methods, which are used to measure the effect of long-range motion of atoms; and
(ii)microscopicmethods, which are used tomeasure the effect of jump frequencies of
atoms [210, 212]. In principle, for a simple jump process via point defects in a solid,
the two are interconnected by the classical Einstein–Smoluchowski equation [204]:

D ¼ 1
6
a2

tc
ð4:11Þ
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where D is the diffusion coefficient, a is the length of a jump, and tc is the motional
correlation time (the time between diffusive jumps). The ranges of D and tc
accessible to the various techniques are summarized schematically in Figure 4.9.
First, although Equation (4.11) appears very simple, great care must be exercised
when comparing transport data from different techniques, and how the raw data
from any given technique are interpreted. Second, the diffusion coefficient in a
crystalline solid by a single jump process is expected to show Arrhenius behavior
(see Equation 4.2). In practice, however, most experimental methods will yield
reasonably accurate values of the activation energy (Q) from the temperature
dependence of a given property. This can be extremely useful in an ionic solid,
as Q can be directly related to the energy of migration of the ions via point defects
and/or the energy of formation of the point defect.

4.4.4.1 Tracer Diffusion
Tracer diffusion is the classical macroscopic technique [204–208], and is regarded as
the most reliable method for obtaining diffusion coefficients. In these experiments,
an isotopic tracer (usually a radioisotope) of the atom under study is diffused into the
sample for a known time, and at afixed temperature. Sections are then removed from
the sample, the sections analyzed for the tracer concentration, the penetration profile

Figure 4.9 Typical ranges of the diffusivityD and
motional correlation time tc of some
macroscopic and microscopic methods,
respectively, for studying diffusion in solids.
FG-NMR ¼ field gradient NMR; b-NMR ¼ b-
radiation-detected NMR; QENS ¼ quasi-elastic

neutron scattering; MS ¼ M€ossbauer
spectroscopy. The hatched bar indicates the
transition from the solid to the liquid, where the
motional correlation time is reduced by about
two orders of magnitude. Reproduced with
permission from Ref. [210].
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determined, andD determined from the boundary conditions to Fick�s second law of
diffusion [213]. The simplest situation is when the tracer is deposited as a very thin
layer on the surface and allowed to diffuse into the sample, without reaching the
opposite face – this is termed the infinitely thin layer on a semi-infinite solid situation.
In this case the appropriate solution is:

cðx;tÞ ¼ Mtffiffiffiffiffiffiffiffiffiffiffiffiffi
pD� � tp � exp �x2

4D� � t
� �

ð4:12Þ

where c(x,t) is the concentration of tracer at distance x into the sample after an
annealing time t, Mt is the initial surface concentration of the tracer, and D� is the
tracer diffusion coefficient. Hence, D can be obtained from the penetration profile,
a plot of ln[c(x,t)] versus x2. For penetration depths exceeding 1mm, mechanical
sectioning can be employed along with a radiochemical analysis of the sections.
By contrast, secondary ion mass spectrometry (SIMS) profiling is applicable for
penetration depths less than 1mm. Here, the surface of the specimen is bombarded
with a beam of primary ions, which results in a continuous atomization of the
sample; the sputtered secondary ions can then be detected usingmass spectrometry.
For many elements there is a suitable radiotracer that is available, the notable
exceptions being oxygen and lithium, given the current interest in oxides and lithium
ion conductors. However, 18O is readily available and has been widely used in SIMS
experiments [214]. Clearly, all or part of the sample is destroyed by the sectioning,
and this is a disadvantage of the method. A further disadvantage is that the
experiment is very time-consuming, with annealing times of the order of months
for sampleswith very low diffusivity; indeed, it is this factor that sets the lower limit of
the measurable D�.
For a single-crystal specimen, D� is proportional to the diffusion coefficient of

atoms through thebulk lattice, usually designated asDB, and sometimes referred to as
the volume diffusion coefficient; the proportionality coefficient is usually referred to
as the Haven ratio (see below). One advantage of the radiotracer technique is that,
since the profile is determined, it is often possible to separate out different diffusion
processes (e.g., bulk, grain boundary, dislocation. surface diffusion, etc.), provided
that they have sufficiently different diffusivities [215, 216]. The various pathways
through which an atom may move in a compacted nanocrystalline sample are
illustrated in Figure 4.10. In addition to bulk lattice diffusion, there will be contribu-
tions to the profile from diffusion along the grain boundary (characterized by
diffusion coefficient, Dgb, and grain boundary width, d) and from inter-agglomerate
diffusion (characterized by diffusion coefficient, DA, and the separation between
agglomerates, dA). In principle, by varying the grain size, d, and the annealing time, t,
it is possible to separate out the various diffusion coefficients, particularly if the
specimen can be prepared without agglomerates and pores. However, problemsmay
occurwithgraingrowthandgrainboundarymigration,whichcanperturb theprofiles.

4.4.4.2 NMR Spectroscopy Methods
NMR spectroscopy offers a range of methods for studying diffusion in the solid
state which span an exceptionally large range of diffusivity [217, 218] (see Figure 4.9).
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These methods are nondestructive, and are particularly useful for atoms that have
no – or only very short-lived – radioisotopes. There is a requirement for an isotope
with a suitable nuclear spin, sensitivity and abundance, of which 19F and 7Li are
important examples. These methods divide essentially into two classes: (i) relaxation
time experiments, where the diffusivemotion of spins results in the loss the coherence
of the spins; and (ii) field gradient experiments, where the nuclear spin is used as a label
on the atom, in a similar manner to a tracer experiment.

4.4.4.2.1 Relaxation Time Experiments In a relaxation time experiment, an external
magnetic field (Bo) is applied to the sample and the spins distribute themselves
among the available quantum levels set by the field (the Zeeman levels); thus, the
samplehas anetmagnetization along theBo direction. Apulse of radiofrequency (RF)
radiation is then applied which perturbs the equilibrium of the spin system, causing
the excitation of some spins froma lower to a higher quantum state. Following theRF
pulse the spin systemwill return to equilibriumas the spins return from the higher to
a lower quantum state and the magnetization is recovered. This relaxation is a
resonance process, and requires interaction with an oscillating magnetic field at the
frequency corresponding to the separation between the upper and lower quantum
states for the spins, the Larmor frequency,wo. The diffusivemotion of the atoms,with
their nuclear spins, in the sample gives rise to an oscillating local magnetic field with
a range of frequencies, the spectral density. There will be a component of the spectral
density at the Larmor frequency, causing relaxation, and this component will depend
on temperature. At a low temperature (slowmotion), there will mostly low-frequency
components, while at high temperatures (fastmotion) there will be components over
a wide range of frequencies.

Figure 4.10 A schematic model for tracer diffusion in a
compacted nanocrystalline sample.DB is the bulk lattice diffusion
coefficient, Dgb is the grain boundary diffusion coefficient, DA is
the inter-agglomerate diffusion coefficient, d is the grain size, d is
the width of the grain boundary, and dA is the separation between
agglomerates.
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The characteristic time for the relaxation process described here is referred to as
T1 (the spin-lattice relaxation time), as the spin system returns to equilibrium with
the external surroundings. The idealized temperature dependence of T1 is shown
in Figure 4.11; this emphasizes the importance of a minimum in T1, since at this
temperature the diffusion correlation time tC is approximately equal to the Larmor
frequency.
Other relaxation times that can be determined are: T2 (the spin-spin relaxation

time, the characteristic time for the spin system to come equilibrium following
a perturbation); T1r (the spin-lattice relaxation time in the rotating frame); and T1D
(the spin-lattice relaxation time in the local dipolar field). The importance of the latter
two times is that themagneticfields aremuch smaller than theBofield; consequently,
the separation between the quantum levels is smaller and the measurements
are sensitive to slower motions (i.e., lower diffusion coefficients). The relationship
between these relaxation times and temperature is shown inFigure 4.11. Afinal point
is that the line-width of the resonance line in a conventional NMR spectrum is
inversely proportional to T2, and hence is affected by diffusion. In a solid, the
resonance line is very broad, but as the nuclei begin to diffuse with increasing
temperature the line becomes narrowed; this is referred to as motional line
narrowing. Thus, the line width is inversely proportional to D, while the measure-
ments provide a simple and direct means of studying diffusion.
The exact relationship between the relaxation times and the diffusion coefficient

is complex, due to temporal and spatial correlation effects, and has only been
solved and tested thoroughly for a cubic system (i.e., BaF2 single crystals [219]).
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Figure 4.11 A schematic representation of the temperature dependence of NMR relaxation times.
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Thus, although themeasurements provide accurate activation energies for diffusion
they are difficult to correlate precisely with diffusion coefficients obtained with
other techniques. However, the measurements are very rapid, the relaxation times
being the order of seconds or less, and if there are two diffusion mechanisms
operative with coefficients differing by an order of magnitude or more then they will
have relaxation times that can be separated.

4.4.4.2.2 Field Gradient Methods Field gradient (FG) NMR experiments rely on a
different principle from the relaxation time experiments. Onemethod of measuring
the T2 relaxation time involves the spin-echo procedure [220]. This involves using an
RFpulse at the Larmor frequency to align the spins along a particular direction at 90�

to the Bo field, waiting a short time, t, during which the spins will de-phase and the
net magnetization decays, and then flipping the spins through 180� with another RF
pulse; thismeans that theywill then re-phase to produce an echo in themagnetization
after time 2 t. The magnitude of the echo compared to the original magnetization
will be diminished by the natural T2. However, if the spins are in a gradient of
magnetic field and are diffusing within the sample during time t, then the echo will
be further attenuated. Essentially, the diffusion of a particular spin to another point
in the sample with a different value of Bo means that the 180� pulse will not be on
resonance for that spin, the spin will not be flipped by 180�, and it will not contribute
to the echo.
An alternative method is the pulsed-field gradient (PFG), in which short pulses of

a magnetic field gradient are applied after each RF pulse to de-phase and re-phase
the spins. Again, translation diffusion of the spins will result in an attenuation of the
echo and hence the nuclear spin is effectively being used as a tracer label for the atom.
The extent of the attenuation can be directly related to the diffusion coefficient, and
themeasurements can be �calibrated� bymeasuring the echo attenuation in a system
with an accurately known diffusion coefficient. This technique is used extensively
in the study of liquids [221, 222], where diffusion is fast but can be extended to a
slower diffusion (D> 1013m2 s�1), as found in solids near their melting point, by
using large field gradients [223, 224].
For ionic solids, measurement of the ionic conductivity, si, has long provided

a method for studying their atomic diffusion [25, 209, 225, 226] (see also Chapter 3).
The measurements are usually made with an alternating current (AC) bridge
operating at a fixed frequency, f (typically >1 kHz), to avoid polarization effects.
The early studies were restricted tomeasurements on single crystals, and in this case
si and the tracer diffusion coefficient were seen to be related by the Nernst–Einstein
equation [25]:

D� ¼ HrsikT
Niq2i

ð4:13Þ

where Hr is the Haven ratio, Ni is the particle density, and qi is the charge of the
mobile ion. Equation (4.13) assumes that only one of the ions in the crystal is mobile,
and that there is only one mechanism of migration. In this case, the Haven ratio is
related to the degree of correlation of the ionic jumps, the correlation factor, fc [227].
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For jumps involving single point defects, fc is accurately known for the different
crystal structures. Ionic conductivity measurements, coupled with other diffusion
measurements, have proved to represent a very powerful method for identifying
diffusion mechanisms. However, the requirement for single-crystal samples proved
to be very restrictive in terms of the materials that could be investigated, and the
approach has been used successfully only for very simple systems. Examples include
the combination of conductivity and diffusion in the study of alkali and silver
halides [226], and the combination of conductivity and NMR in the study of barium
fluoride [219].
Electrical conductivity measurements using AC remain the dominant technique

for studying ionic transport, and for single crystals the precision is 1 part in 104.
However, as the majority of contemporary measurements are performed on poly-
crystalline samples, which frequently are sintered compacts, the simple approach
for single-crystal samples with a fixed frequency bridge is not applicable. Currently,
themost frequently used approach is that of complex-plane impedance analysis [212,
228–230]. For this, the application of a small, sinusoidally oscillating potential
DE sinwt with angular frequency w (¼ 2pf ) across the electrodes will give rise to
a current Di sin (wt þ q) that is phase-shifted by an angle q. The impedance Z can be
characterized by a combination of the ratio DE/Di and the phase angle q. It is
convenient to represent Z at a given w as a complex function, and hence by a point
on the complex impedance plane, where the y-axis is the imaginary component, Z00,
and the x-axis is the real component, Z0. Thus, |Z| is the length of the line from the
origin to the point, while q is the angle between this line and the x-axis. The locus of
Z asw is varied will depend on the components in the circuit between the electrodes.
The advantage of the complex impedance representation is that a series combination
of elements can be described by the vectorial addition of individual components.
The situation is more complicated for a parallel combination of elements. For
example, a simple combination of resistanceR and capacitanceC leads to a semicircle
in the complex–impedance plot. The ideal plot for a ceramic pellet, as shown in
Figure 4.12, consists of three semicircles, one from each component of the sample:
the interior of the grains (the required bulk or lattice conductivity); the grain
boundaries; and the sample electrode interface. For a parallel combination of
elements it is often more useful to plot the admittance Y (¼ 1/Z) in the complex
plane – that is, the imaginary part B (the susceptance) versus the real part G (the
conductance). All of these parameters are interrelated, and it is possible to present
the basic measurement of |Z|, w, and q in a variety of formats; in fact, such inter-
conversion is a built-in feature of some modern commercial impedance analyzers.
The problems in many studies are, first, to identify the equivalent circuit that
corresponds to the measurements, and second to identify the circuit elements with
physical features or chemical processes in the electrode-sample arrangement.

4.4.4.2.3 Creep Measurements Creep measurements are basically very simple and
involve measurement of the strain rate, _e, at a fixed applied extensive or compressive
stress, sS. Depending on the sample morphology, the applied stress, strain rate and
temperature, one or more processes can be responsible for the creep, including
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grain boundary sliding, grain boundary diffusion, dislocation climb and bulk lattice
diffusion via point defects. The main focus is normally the steady-state creep region
where the strain rate is constant and very often follows a power law of the form:

_e ¼ CS �sn
S ð4:14Þ

where n is between 4 and 5. At high temperatures (above half of the melting
temperature) and low stresses, steady-state creep occurs by diffusion of the vacancies
in the sample.Here, the grains change shape by themigration of atoms via vacancies,
and the term CS is directly dependent on the diffusion coefficient. Such diffusional
creep can arise from two possible mechanisms. First, the diffusion occurring
through the bulk lattice, known as Nabarro–Herring creep [231, 232], when the
strain rate depends on Db. Second, the diffusion occurring along the grain bound-
aries, known as Coble creep [233], when the strain rate depends on Dgb. Whichever
process is fastest will become dominant. However, in an ionic material the diffusion
of cations and anions will be coupled as the system must maintain electrical
neutrality. Hence, diffusional creep will be controlled by the slowest moving ion.

Figure 4.12 (a) Polycrystalline solid electrolyte with contacts;
(b) Equivalent circuit with contributions from (the bulk of) the
grains, the grain boundaries and the electrodes; (c) Impedance
plot for the case wb	wgb	we. Reproduced with permission
from Ref. [210].
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Exact relationships between creep rate anddiffusion coefficients have beenproposed,
such as the Bird–Dorn–Mukherjee equation:

_e ¼ ASDGSb
kT

b
D

� �p sS

GS

� �n

ð4:15Þ

whereAS is a dimensionless constant,GS is the shearmodulus, b is themagnitude of
the Burgers vector, p is the inverse grain size exponent, and n is the stress exponent.
For Nabarro–Herring creepD¼Db,A¼ 28, p¼ 2 and n¼ 1, whereas for Coble creep
D¼Dgb, A¼ 33, p¼ 3 and n¼ 1 [234]. Clearly, whilst it would be difficult to extract
accurate diffusion coefficients from creep experiments, the temperature dependence
of the strain rate readily provides activation energies for the diffusion. In practice,
however, it can be very complicated to differentiate which of the two mechanisms is
operative and dominant. In addition, pores and impurities in ceramic materials can
mask intrinsic effects [13, 234].
The QENS and MS techniques of measuring diffusion have much in common in

terms of the underlying principles [235, 236]. In both cases. the energy broadening of
a resonance line is due to incoherent atomicmotion. In QENS, the elastic line comes
from the scattering of neutrons, whereas for MS the elastic line is the resonance line
due to nuclear emission or resonant absorption of a gamma quantum. For QENS,
a quantumof energy is transferred to theneutron,whereas forMS the quantum is the
energy difference between the source and absorber. Both, QENS and MS measure
the self-correlation function in time and space; hence, studies yield the jump
frequency (1/tc), and from investigations with single crystals the jump vector can
be derived. Although these techniques can, in principle, both provide fundamental
mechanistic information, they each have their limitations. While both are currently
limited to solids where the diffusion is relatively fast (see Figure 4.9), MS is limited
to the study of very few elements, with only Fe and Sn being readily accessible. The
fact that more elements are accessible via QENS experiments, coupled with recent
developments in both instrumentation and analysis, suggest that this technique will
be used increasingly in the future.

4.5
Review of the Current Experimental Data and their Agreement with Theory

4.5.1
Microstructure

Based on the techniques described in Section 4.4 that are used to characterize these
materials, it is clear that the microstructure of nanocrystalline ionic materials is
heavily dependent on the method of synthesis. In the case of powdered samples, the
�gentler� synthetic methods of spray pyrolysis, sol–gel and IGC tend to produce
nanocrystals which are internally highly ordered, as well as surfaces that are ordered.
The evidence for this is derived from a range of techniques, notably using HRTEM
and EXAFS. In contrast, high-energy ball-milling produces materials with highly
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disordered surfaces, as well as a large fraction of amorphous material. A good
example of the differences between the microstructures of sol–gel and ball-milled
samples can be seen in the HRTEM images of lithium niobate in Figure 4.6 [169].
Although, the preparation of highly ordered nanocrystalline grains is relatively

straightforward, for most transport experiments (e.g., tracer and conductivity
measurements) they must be compressed into a dense pellet. Unfortunately, the
densification process presents problems, most notably the removal of pores. Like-
wise, in procedures that involve annealing at elevated temperature there will also be
grain growth. The question then arises as to the nature of the interfaces between the
crystallites, as the grains will have virtually random orientations on compression.
This will create grain boundaries with a range of angles of mismatch. An example of
the microstructure of freshly prepared and annealed nanocrystalline pellets can be
seen in calcium fluoride [237] and zirconia [238]. Given the wide range of mismatch
between the grains, it is difficult to assess the detailed nature of the interfaces
(dislocation content, lattice spacing, etc.) and the degree of strain. This is a very
important point when interpreting transport data in these samples.
Recent transport measurements have been carried out on nanocrystalline thin

films – either as single layers on an inert substrate or as multilayers – and in these
cases the interfaces were more well-defined than in compacted samples. The
examination of interfaces using TEM is also simpler to interpret, as the samples
are generally more uniform. However, there is normally a lattice mismatch between
the film and the substrate, or between alternating layers, such that the degree of
mismatch may be large and lead to disorder and strain in the interface. The nature
of the interface is therefore very dependent on the lattice parameters of the layers
and the preparation conditions. These points must be borne in mind when discuss-
ing the transport results.

4.5.2
Transport

Although the emphasis here will, by necessity, be placed onmore recent data, several
key reviews of transport in nanocrystalline ionic materials have been presented, the
details of which will be outlined first. An international workshop on interfacially
controlled functional materials was conducted in 2000, the proceedings of which
were published in the journal Solid State Ionics (Volume 131), focusing on the topic of
atomic transport. In this issue, Maier [29] considered point defect thermodynamics
and particle size, and Tuller [239] critically reviewed the available transport data
for three oxides, namely cubic zirconia, ceria, and titania. Subsequently, in 2003,
Heitjans and Indris [210] reviewed the diffusion and ionic conductivity data
in nanoionics, and included some useful tabulations of data. A review of nanocrystal-
line ceria and zirconia electrolytes was recently published [240], as have extensive
reviews of the mechanical behavior (hardness and plasticity) of both metals and
ceramics [13, 234].
The approach taken here is to consider data according to the type of material and,

within each type, to discuss the results in terms of experimental method – that is,
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tracer, conductivity, and NMR. Attention will be focused on relatively simple
materials, although for details of composite electrolytes the reader is referred to
more recent reviews and summaries [210, 241, 242].

4.5.2.1 Simple Halides

4.5.2.1.1 CalciumFluoride This simplefluoride, inwhich themobile species are the
fluoride ion, has been extensively investigated by Heitjans and coworkers using
samples prepared with IGC and employing 19F NMR [243] and AC impedance
spectroscopy [237, 244]. The NMR relaxation times revealed a highly mobile fluoride
ion in the virgin sample at low temperatures, with an activation energy which was
only 20% of that found in single crystals [243]. In addition, there was a narrow
component in the line width due to the fast diffusion. On thermal cycling, the fast
component diminished and the activation energy increased. These data were
explained by fast fluoride ion diffusion along the interfaces which became less
dominant as the grains grew on annealing. For the conductivity measurements, the
powder was compressed into pellets of 96% theoretical density by the application of
2GPa pressure, and Ag electrodes were applied [237]. The high-frequency compo-
nent of the impedance spectrum, which represents conduction through the bulk and
the grain boundaries, is shown in Figure 4.13, and is some four orders of magnitude

Figure 4.13 Temperature dependence of the conductivities of
nanocrystalline andmicrocrystalline CaF2. The line represents the
estimated conductivity assuming a pronounced space-charge
effect. Reproduced with permission from Ref. [237].
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higher than for coarse-grained material. The increased conductivity was ascribed to
a space-charge layer effect with an increased vacancy concentration in the interfaces.
This would not be the extreme case where the space charge layers dominated (where
d
 4LD, as seen in Figure 4.3), as the level of sodium impurity (which creates
fluoride ion vacancies) reduces LD to�1 nm,much less than the 9 nm grain size. On
thermal cycling the high conductivity was reduced, while TEM revealed considerable
grain growth and the formation of large pores in the sample.

4.5.2.1.2 Calcium Fluoride-Barium Fluoride Much of the current interest in nanoio-
nic systems has resulted from the seminal work of Maier and coworkers on
alternating thin layers of calcium and barium fluoride produced by molecular beam
epitaxy (MBE) on silica and alumina substrates [245, 246]. The periodicity and
thickness of the layers was varied systematically, and the conductivity measured
parallel to the layers by using AC impedance spectroscopy. The essential features of
the conductivity data are shown in Figure 4.14. As the period (twice the layer
thickness) decreased down to �100 nm, the conductivity increased in proportion
to the number of heterojunctions. This was consistent with the space-charge layer
model in which there is a redistribution of the fluoride ions across the interfaces
inducing the generation of defects. When the period was in the range 15–100 nm,
there was a more rapid increase in the conductivity ascribed to the layer thickness

Figure 4.14 Arrhenius plots of the electrical conductivities of
BaF2–CaF2 heterostructured thin films (.,*), and thin films
of BaF2 (&), CaF2 (~) and their mixture Ba0.5Ca0.5F2 (þ ).
The numbers in the figure give the BaF2/CaF2 period. The inset
shows the conductivity dependency on individual thickness of
heterostructures. Reproduced with permission from Ref. [246].
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being less than theDebye length, assessed as approximately 60 nm; that is, the space-
charge layers were overlapping in the layer and penetrated the heterolayer package.
For a spacing<5 nm, the conductivity was decreased due to a lack of continuity of the
films. The detailed structure of the three heterolayers was studied later [247], with
TEMrevealing that sampleswith a layer spacing of 80 nmhad interfaces that could be
regarded as ideal, with regular arrays of misfit dislocations and their Burgers vectors
on the interface. For a layer spacing of 10 nm, the interfaceswerewavywith additional
dislocations and Burgers vectors at �73� to the interface; there were also drastic
changes in the lattice parameters close to the interface. It was noted that these
unusual interface structures could provide conduction processes in addition to the
effect of the space-charge layer effect, and that further investigation was required to
clarify this point. Heterolayers were also prepared on a range of substrates with
different crystallographic orientations which produced layers with different orienta-
tions [248]. It was then possible to eliminate the effects of the interface at the
substrate. In addition, layers with different orientations and a periodicity of 25 nm
had the same conductivity, which indicated that the enhanced conductivity at this
periodicity was not due to interfacial mismatch but could be explained by the space-
charge layer model. Further support for the space-charge layer model was derived
from conductivity measurements of the heterolayers perpendicular to the interfaces.
For large interfacial spacings (>50 nm), the conductivity was limited by the higher-
resistance layers of calcium fluoride. However, at very small spacings (<30 nm), the
conductivity increased steeply and tended towards a saturation value, corresponding
to the space-charge overlap situation andwith an overall value that could be attributed
to fluoride ion interstitials accumulated in the calcium fluoride.
Recently, a conductivity study of a nanocomposite of calcium fluoride (70mol%)

and barium fluoride (30mol%) was reported which showed a similar feature to the
heterolayers [249]. The sample was prepared by quenching the molten mixture,
and consisted of randomly oriented thin lamellae (<100 nm) of Ba0.96Ca0.04F2 and
Ca0.97Ba0.03F2. The ionic conductivity of the composite at 500 �Cwas 25- and 330-fold
higher than those of the parent BaF2 and CaF2, respectively. As the cations were
isovalent, this could not have been a doping effect. Rather, the authors suggested that
the enhanced conductivity was due to the heterojunctions, and that the explanation
might be similar to that proposed for the MBE heterolayers. These studies point the
way towards simple preparation methods for bulk samples.

4.5.2.2 Oxides

4.5.2.2.1 Lithium Niobate Lithium niobate (LiNbO3) is widely used as a photonic
material, and has a wide range of applications in lasers, nonlinear optics, optical
communications, optical memories, and diffractive optics [250]. It is not generally
considered as an ionic conductor. However, since 7Li NMR measurements first
revealed a rapid Li ion motion in nanocrystalline powders prepared by ball-mill-
ing [251], thematerial has attracted considerable interest and has proved to be a good
model system [169]. As stated earlier, it is nowknown that the ball-milledmaterial has
a considerable amorphous content, as shownby EXAFS [169, 252] andHRTEM [169],
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and the fast Li ion transport in the samples was due to ionsmoving in the amorphous
phase. Nevertheless, 7Li NMR line width measurements indicated that there was
some enhanced Li ion motion in sol–gel-prepared samples [252]. Heitjans and
coworkers [169] have reported a definitive study of the microstructure (EXAFS and
HRTEM) and transport (7Li NMR and AC complex impedance spectroscopy) of
nanocrystalline LiNbO3 prepared by ball-milling and sol–gel techniques. The con-
ductivity data are summarized in Figure 4.15. Although the sol–gel and ball-milled
samples have similar grain sizes of 27 and 24 nm, respectively, the latter has a
conductivity which is similar in magnitude and activation energy to that of the
amorphous sample. The sol–gel-prepared sample had a much lower conductivity,
but this was still two orders of magnitude higher than that of either a large-grain
powder or single crystals. The origin of this enhanced conductivity still originates
from ions migrating in the interfacial regions; however, evidence obtained from the
range of techniques was that these were more akin to grain boundaries in bulk
samples rather than being heavily disordered or amorphous.

4.5.2.2.2 Zirconia Zirconia (see alsoChapter 9) is one of themost important ceramic
oxides due to its applications as both a structural and functional material. The
structural applications of zirconia rely on it being both exceptionally hard and tough,
especiallywhen transformation-toughened [253], and it has a low thermal conductivity.

Figure 4.15 Temperature dependence of the DC
conductivity of various nanocrystalline LiNbO3

samples. The amorphous sample was prepared
via the sol–gel route. The sample nano (16 h)was
a ball-milled sample with crystallite 23 nm.
The other nano samples were prepared via the
sol–gel route and then annealed at the stated

temperature for the time shown. Samples nano
773 K (1 h) and nano 973K (6 h) had crystallite
sizes of 27 and �100 nm, respectively. The data
on the line with activation energy of 0.93 eV are
for a microcrystalline sample. Reproduced with
permission from Ref. [169].
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Thus, it used extensively as a coating in areas such as engines [254] and bio-
implants [255], where the use of nanomaterial offers increased hardness and super-
plasticity [13, 234]. The functional applications rely on thehighoxygen ion conduction,
with uses not only in oxygen sensors [256] but also in SOFCs [127, 257]. The major
interest in this nanomaterial, however, has been to gain an improved conductivity. It is
important to note that in both structural and functional applications, zirconia is doped
with aliovalent cations. Pure, large-grained zirconia at atmospheric pressure has three
polymorphs: an ambient temperature monoclinic phase which transforms at 1170 �C
to a tetragonal, and then at 2370 �Cto a cubicfluorite phase.Dopingwith lower-valency
cations (e.g., Ca2þ , Mg2þ , Y3þ or trivalent rare earth ion) at low concentrations
stabilizes the tetragonal phase and, at higher concentrations, also the cubic phase. For
example, 3mol% yttria forms tetragonal crystals, while 10mol% yttria forms cubic
crystals. Since the intrinsic point defects in zirconia are anion-Frenkel pairs, the
doping increases the concentration of oxygen ion vacancies, which in turn enhances
theoxygen transport. Thehigh surface energy ofnanocrystalline zirconia stabilizes the
tetragonal phase in undopedmaterial, with a transformation to themonoclinic phase
when the particle size reaches �30nm [258, 259].
Recently, extensive studies have been conducted of atomic transport in bulk

zirconia, including tracer diffusion studies of both cations [260] and anions [261],
as well as conductivity measurements [262]. It is clear that the best oxygen ion
conductors are those where the doping level is just sufficient to stabilize the cubic
phase, and it has long been known that the grain boundaries are �blocking�; that is,
the conductivity is lower in the boundaries due to segregation of the silica
impurity [263–266]. However, by reducing the grain size in high-purity 15mol
% CaO-stabilized ZrO2, the effect of silica was segregation was eliminated [266],
despite the resultant grain boundary conductivity being two orders of magnitude
lower than that of the bulk conductivity. A low grain boundary conductivity was also
found in a study of microcrystalline 8mol% Y2O3-stabilized ZrO2, and accounted
for by the oxygen vacancy depletion in the grain boundary space-charge layer [267].
In a conductivity study of nanocrystalline 1.7 and 2.9mol% Y2O3 tetragonal
stabilized ZrO2 with average grain sizes of 25–50 nm, the grain boundary con-
ductivity was also less than that for the bulk material [268]. An earlier conductivity
study of yttria-doped tetragonal zirconia polycrystalline ceramics with an average
crystallite size<200 nm also found no enhancement; rather, the authors concluded
that smaller grain sizes might be required to produce such an effect [269]. Thus,
the majority of the early conductivity studies of nanocrystalline materials showed
no evidence of enhanced transport in zirconia.
The group of Kosacki and coworkers was the first to demonstrate a nanocrystal-

line effect on the conductivity of zirconia [270, 271]. The group measured the
conductivity of 1mm thin films of 16mol% Y2O3-stabilized ZrO2 nanocrystals on
sapphire and alumina substrates prepared by a polymer spin-coating proce-
dure [271]. The conductivity parallel to the surface of the film was found to increase
with decreasing grain size of the film; ultimately, a grain size of 20 nm had a
conductivity which was two to three orders of magnitude higher than that of coarse-
grained samples and single crystals, and also a lower activation energy (0.93 eV
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compared to 1.23 eV). The impedance spectroscopy data suggested that the higher
conductivity might have been due to an increased grain boundary conductivity.
However, these data were clearly at variance with those of earlier studies, and it was
suggested that the thin films might be affected by the preparation technique, or
perhaps be more susceptible to contamination and humidity that might be affecting
the results [239]. These criticisms proved to be less important to a subsequent
conductivity study of thin epitaxial films of 9.5mol%-Y2O3-stabilized ZrO2 nano-
crystals prepared by pulsed laser deposition on MgO single crystals [272]. Here, as
the film thickness decreased, the conductivity parallel to the film surface increased,
and it was concluded that the enhancement was due to the increasing importance
of conduction along the YSZ-MgO interface. At a film thickness of 15 nm the
conductivity was approximately two orders of magnitude higher than for the bulk
material (see Figure 4.16). It was argued that the conductivity in the interface region,
the thickness of which was estimated at about 1.6 nm, was some three orders of
magnitude higher than the bulk conductivity. The results of these studies led to a
plethora of conductivity investigations with nanocrystalline zirconia in relation to
the interfacial effects.
Azad et al. [273] measured the conductivity of alternating MBE-deposited layers of

Gd2O3-doped CeO2 and ZrO2 on single crystal alumina substrates; this was a similar
experiment to that using CaF2-BaF2 multilayers [245]. Conductivity was seen to

Figure 4.16 Temperature dependence of the electrical
conductivity determined for epitaxial YSZ thin films with different
thicknesses [272].
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increase with decreasing layer thickness, down to an individual layer thickness of
15 nm, and the conductivity was higher than that in either of the two bulk compo-
nents. Space-charge effects were ruled out as an explanation of the data, as the Debye
length in these systems was on the order of 0.1 nm. The enhancement was assigned
to a combination of lattice strain and extended defects due to lattice mismatch
between the heterogeneous structures. Recently, a systematic conductivity study
wasmade of pulsed laser-depositedmultilayers of 8.7mol%CaO-stabilizedZrO2 and
Al2O3 on single-crystal alumina substrates [274]. As the thickness of the layers was
decreased from 0.78mm to 40 nm, conductivity parallel to the layers was increased
and shown to be proportional to the number of interfaces (see Figure 4.17). Again,
the enhancementwas not due to space-charge effects, as in this highly doped zirconia
the Debye length was on the order of 0.1 nm. The most likely explanation for this
strong change in conductivity and activation energy was found to be a high ionic
mobility in the interface core regions due to a strong structural mismatch between
the zirconia and Al2O3 layers.
Radiolabel tracer measurements using 18O and SIMS analysis have been

reported for a number of nanocrystalline zirconia samples [238, 275, 276]. The
first measurements were for pure monoclinic zirconia samples, the nanocrystalline
powders being prepared by direct current (DC) sputtering zirconium, oxidizing,
and compressing into pellets with a relative mass density of 95–97% and a particle
sizes of 80 or 300 nm. The results showed that the grain boundary diffusion was
three to four orders of magnitude higher than for bulk diffusion, with activation
energies of 1.95 and 2.29 eV, respectively. The same group reported analogous
measurements for cubic 6.9mol% Y2O3-stabilized ZrO2 samples with grain sizes of
65–99 nm and a relative mass density of 96% [274, 275]. Again, the results showed
the grain boundary diffusion to be about three orders of magnitude higher than for

Figure 4.17 Total conductivity CSZ/Al2O3 multilayer systems at
575 �C as a function of the reciprocal thickness 1/d of the ionic
conducting layers [274].
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bulk diffusion, with activation energies of 0.91 and 1.11 eV, respectively. This was
clearly not consistent with the existing conductivity data [263]. It has been pointed
out that, when comparing diffusion and conductivity data via the Nernst–Einstein
equation, the same samples must be used for both experiments [276]. The most
recent 18O diffusion measurements have been for cubic 8mol% Y2O3-stabilized
ZrO2 samples consolidated by spark plasma sintering [277]. The relative mass
density was >99.9% and the grain size �50 nm. The study results showed no
enhancement of diffusion along the grain boundaries, and the conclusion was
drawn that the earlier studies on less dense samples had been affected by porosity
and microcracks. These diffusion data are shown in Figure 4.18. In fact, this study
yielded a grain boundary diffusion which was less than that in the bulk and was
consistent with the conductivity data and diffusion data measured for isolated grain
boundaries [278].

4.5.2.2.3 Ceria Ceria (CeO2) is similar to zirconia and, in pure form, has the fluorite
structure (see Chapters 2 and 9). The dominant point defects are anion Frenkel pairs
and, like zirconia, ceria can be doped with rare earth cations to increase the
concentration of anion vacancies and increase the oxygen ion conductivity. There
is considerable interest in the application of ceria in SOFCs, as it has a higher
conductivity than zirconia and can therefore operate at lower temperatures [127].
Unlike zirconia, ceria is readily reduced at elevated temperatures, resulting in the loss
of oxygen and the reduction of Ce4þ to Ce3þ . The overall effect is to increase n-type
electronic conductivity [279].

Figure 4.18 Tracer diffusion coefficients of
oxygen, D�, in YSZ as a function of inverse
temperature. A,D�

B single crystal 9.5mol%Y2O3-
doped [261]; B, D�

B single crystal 9.5mol%
Y2O3-doped [275]; C, D�

B single crystal 6.9mol%
Y2O3-doped [275]; D,D�

B compacted nanocrystal
6.9mol% Y2O3-doped [275]; E, D�

B compacted
nanocrystal 8mol% Y2O3-doped [277]; F, D�

gb

[lower limit] compacted nanocrystal 8mol%
Y2O3-doped [277]; G, D�

gb [upper limit]
compacted nanocrystal 8mol%
Y2O3-doped [277]. The grain size and relative
density in Dwere 65–100 nm and 96%. The grain
size and relative density in E, F, and G were
�50 nm and >99.9%, respectively.
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Early complex impedance conductivity studies of pure ceria pelletswith a grain size
of �10 nm identified a substantially increased electrical conductivity, but it was
subsequently realized that this was due to an increase in electronic rather than in
ionic conductivity [180]. It was proposed that the origin of this effect was based on
a lowering of the reduction energy in the nanocrystals, as well as a lowering of the
point defect formation energies at the surface. To date, several studies have been
conducted with pure and lightly doped ceria that have confirmed the increased
conductivity to be electronic in nature [280–283]; the phenomenon has also been
successfully modeled in terms of a space-charge layer [281, 284, 285].
The effect of doping ceria with rare earth oxides is to reduce the susceptibility

to reduction, and hence reduce the electronic conductivity to negligible levels at
normal oxygen partial pressures. Several experimental conductivity studies of
heavily doped (�10mol% rare earth oxide) nanocrystalline ceria (crystallite sizes
�10 nm) have been reported, including measurements on thin films of 20mol%
Gd2O3 samples [163, 286, 287], on 10mol% Y2O3 and Sm2O3 pellets [288], on
20mol% Gd2O3 pellets [289], and on 30mol% Sm2O3-doped pellets [290]. The
results were rather confusing, with some groups reporting (orders of magnitude)
increases in conductivity as the crystallite size decreased, while others reported no
significant difference from the microcrystalline counterparts. The situation has
also been complicated by the variety of different preparation procedures employed,
notably the pressing and sintering procedures for pellets which lead to grain growth
during processing. The system is quite complex, with several techniques having
shown there to be very significant segregation of the dopant at the surface of
crystallites [286, 288, 291]; indeed, it is this effect which reduces the grain growth in
ceria by Zener pinning [287]. Thus, one explanation of an increased conductivity in
the nanocrystalline samples is that there is an enrichment of the dopant in the grain
boundaries, which in turn substantially lowers the grain boundary resistance and
hence increases the total conductivity [286]. At a high level of doping the space-
charge layer should be very thin compared to the crystallite size. In the case of
pressed pellets, the situation is unclear as witnessed by two recent reports. In one of
these studies, 10mol% rare earth oxide-doped pellets were sintered by fast-firing
under high pressure to produce samples with crystallite sizes 25–65 nm and a
relative density of 92–94% [288]. This resulted in an enhanced conductivity, as
shown in Figure 4.19, which was higher than the bulk conductivity in large-grained
material. This effect was attributed to an increased diffusion of oxygen ions along
the grain boundaries [292]. In contrast, measurements on 30mol% Sm2O3-doped
ceria prepared by spark plasma sintering, with a crystallite size of 16.5 nm and a
relative density >99%, showed the total conductivity to be close to the bulk
conductivity [290]. The study results showed that decreasing the crystallite size
reduced the grain boundary resistance to the extent that only one semi-circle was
seen in the complex impedance spectra, and this was attributed to the bulk
conductivity. However, there was no significant conductivity enhancement. The
differences between the two studies indicated that processing plays a major role in
the resultant transport behavior of pellets, with the most obvious effects being the
role in grain growth and dopant segregation.
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4.5.2.2.4 Titania Titania has three commonpolymorphs, anatase, rutile, and brookite,
and is widely used as a white pigment. The technological applications are as a
photocatalyst [293], the removal of organic pollutants from water, and in photovoltaic
devices [294] which convert light to electricity. Bulk titania is a n-type semiconductor,
the conductivity of which can be enhanced by either reduction or doping.
Most electrical measurements for titania concern the rutile phase, which is the

stable phase for coarse-grained samples. Titania is readily prepared as nanocrystals in
the anatase phase by a variety of techniques, one commonprocedure being the sulfate
route [295]. An early conductivity study was reported for a nanocrystalline anatase
ceramic with a grain size of 35 10 nm [296]. An unusual result was the discovery
of a domain of ionic conductivity at high oxygen partial pressures, but this was
attributed to space-charge layer effects [28]. These created defects at the grain
boundaries and at those boundaries providing fast diffusion paths, although proton
conductionmight represent another explanation [297]. An interesting pointmight be
to explore the effect of grain size on the extent of the ionic domain in titania ceramics.

Figure 4.19 Arrhenius plots of CeO2 10mol% Y2O3 (a) and CeO2

10mol% Sm2O3 (b) ceramics, for different grain sizes. The
numbers are the grain sizes (nm). Reproduced with permission
from Ref. [288].
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4.6
Overview and Areas for Future Development

In the foregoing sections we have presented the available information on the
structure and transport in ion-conducting nanocrystals, and shall now attempt to
summarize and assess the present state of knowledge.
In general, good progress has beenmade in our understanding of the microstruc-

ture of these materials. The dominant factor in determining the level of disorder in
the systems is the method of preparation, and a range of techniques has shown that
aggressive preparation methods (e.g., mechanical attrition) produce highly disor-
dered samples with disarray at the interfaces together with a significant fraction of
amorphous material. These samples are equivalent to the early pictures of nano-
crystalline materials, in which the interfaces were considered as either �gas-like�
or �liquid-like�. In contrast, the �softer� preparation methods, such as IGC and
sol–gel procedures, produce samples with highly crystalline grains, with the inter-
faces between grains being comparable to the grain boundaries in bulk samples.
The extensive studies on lithium niobate represent good examples of the link
between a preparation method and microstructure [169, 252].
Although samples of nanocrystalline materials can be prepared with interfaces

comparable to normal grain boundaries, the results of recent studies have indicated
that the interfaces must be considered in even more detail. The degree of mismatch
between the crystallites and the resultant strain may be an important factor in
determining properties, especially those involving atomic transport. This is particu-
larly true for heterostructures, such as nanocrystalline films on substrates or
alternating nanocrystalline film of different materials, with differences in the lattice
parameters leading to disordered incoherent interfaces [274]. A second concern for
doped materials, such as the rare earth-doped ceria and zirconia, is the degree of
dopant segregation to the interfaces that occurs when the nanocrystals are pressed,
with heating, to form pellets. Such segregation has been well-documented in earlier
studies [291], and could well play a significant role in the transport properties.
The only way to rationalize the transport data for nanocrystalline ionic materials is

to consider the systems separately, from the viewpoint of the level of defects in the
crystals and the nature of the samples. In the case of lowly defective systems, such as
the alkaline earth fluorides, there is good evidence for a conductivity enhancement,
and the data can be explained in terms of models based on the space-charge layer.
A key experiment here was the observation of enhanced conductivity in very thin
alternating CaF2/BaF2 layers when measured perpendicular to the layers [298].
Thiswas explained as being due to the space-charge layers overlapping and saturating
the layers. However, this observation is difficult to explain in terms of a model based
on surface mismatch.
Although extensive data are available on ceria and zirconia systems, the results

have shown wide variations in behavior. In heavily rare earth-doped systems, the
point defect concentrations are high and the Debye lengths are on the order of
A
�
ngstroms, which in turn makes the space-charge layer effects negligible. Thus, the

enhanced conduction observed in thin films of these materials is best explained in
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terms of surface mismatch. This suggests that the magnitude of the enhancement
will depend heavily on the preparation conditions – that is, the extent of lattice
mismatch between layers or layer and substrate, the rate of deposition of the film,
and so on. In the case of compacted pellets the data may be confused with reports of
enhanced transport and no marked effect. The studies of heavily doped ceria and
zirconia include results fromdiffusion and conductivitymeasurements. There is also
an important difference between samples in terms of their relative densities. In
studies where an enhanced diffusion in zirconia has been observed (e.g., Ref. [276])
and an enhanced conductivity in ceria (e.g., Ref. [288]), the relative densities were
�98%.However, diffusion studies performedwith pellets of nanocrystalline zirconia
prepared by spark plasma sintering and with relative densities �99.9%, yielded no
overall enhancement [277]. Similarly, the conductivity studies of spark plasma-
sintered, heavily doped ceria with a relative density >99% showed no enhanced
conductivity, but only a reduction in grain boundary resistance [290]. The difference
in these diffusion studies can be rationalized as the less-dense samples providing
pathways for the anomalous penetration of the tracer. The differences in conductivity
studies may lie in different levels of surface segregation of the dopants in samples
due to different levels of grain growth during sintering. Another possibility that
has been suggested is a contribution from proton conduction [277], which is always
an underlying concern in the study of oxides [299].
Ideally, the ambiguity in the data for sintered pellets of oxides as discussed above

should be resolved, and at this point we make some suggestions, albeit tentative, to
help with this dilemma. One problem here is that the studies have predominantly
involved measurements of the conductivity and so are subject to difficulties in
interpretation. Experiments which would be fruitful would be combined diffusion
and conductivity studies of the same samples, as this would eliminate any differences
in sample composition andmicrostructure. In addition, theywould allow the realistic
use of the Nernst–Einstein equation, and hence some insight into the transport
mechanisms that are operative would be possible. It would also be useful to extend
the measurements to smaller grain sizes, if possible to those <10 nm. To date,
surprisingly few NMR diffusion studies have been conducted with nanocrystalline
oxides, although 18O studies of bulk oxides have proved fruitful in the case of
coarse-grained samples [300–302]. The advantages of this technique, as outlined
elsewhere [169], is that the measurements are less sample-dependent and if there
are two separate mechanisms of transport – that is, along the boundaries and in the
bulk crystallite – then these should be observable as different resonance lines or
relaxation times.
The application of nanocrystalline metal oxides in sensor devices is now well-

established, and should produce benefits in terms of improved sensitivity and speed
of response. On a similar note, nanomaterials have become increasingly important
in battery technology, particularly in the development of lithium solid-state
batteries [106, 303, 304]. Nanocrystalline oxides offer many advantages in SOFCs,
primarily by increasing the surface area of the materials and hence the catalytic
activity [305, 306], and this is especially important for lowering the cell�s operating
temperature. Overall, however, it remains clear that further research into the
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applications of nanocrystalline ionic materials will identify a much wider usage for
these devices.
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The Fundamentals and Advances of Solid-State
Electrochemistry: Intercalation (Insertion)
and Deintercalation (Extraction) in Solid-State Electrodes
Sung-Woo Kim, Seung-Bok Lee, and Su-Il Pyun

Abstract

Over several decades, solid-state electrodes inwhich reversible intercalation (insertion)
anddeintercalation (extraction) of cationicguest atomsoccur alongwith accompanying
electron flowwithout any change of their crystal structure, have attracted great interest
in fundamental and practical perspectives for improving the performance of recharge-
able batteries. This chapter provides comprehensive reviews of principle and recent
advances especially in thermodynamic and kinetic approaches to lithium intercalation
into, and deintercalation from, transition metals oxides and carbonaceous materials.
Thermodynamic properties such as chemical potential, entropy and enthalpy of
lithium intercalation/deintercalation are first discussed, based on a lattice gas model
with various approximations. Lithium intercalation/deintercalation involving an
order–disorder transition or a two-phase coexistence caused by strong interaction of
lithium ions in solid-state electrodes is explained, based on the lattice gas model and
with the help of computationalmethods. Second, the kinetics of lithium intercalation/
deintercalation is treated in detail on the basis of a �cell-impedance-controlled� model.
Anomalous features of potentiostatic current transients obtained experimentally
from transitionalmetal oxide and carbonaceous electrodes, which are hardly explained
under a �diffusion control� model, are readily analyzed by the �cell-impedance-
controlled� lithium transport concept, with the aid of computational methods.

5.1
Introduction

When cationic guest atoms such as lithium, hydrogen, and sodium reversibly
enter or leave the host oxide crystal, along with an accompanying electron flow but
without any change in crystal structure, the reaction is referred to as intercalation/
deintercalation as follows [1, 2]:

dAþ þ deþMO2 $ AdMO2 ð5:1Þ

j133



where Aþ may represent a monovalent cation and M a transition metal. The metal
oxide phaseMO2 canbegenerally replaced by carbonphaseC, such as graphite.Here,
the forward reaction is called intercalation (insertion, charging), while the backward
reaction is termed deintercalation (desertion, extraction). Intercalation and deinter-
calation proceed reversibly in opposite directions. While insertion or extraction is a
more general term to describe the reaction, whatever the crystal structure, intercala-
tion or deintercalation is limited to expressing either insertion or extraction reactions,
respectively, and is associated with layered and spinel structures.
The change of guest atom composition in the matrix atom is accompanied by

an intercalation reaction within the same crystal structure of the matrix atom. The
characteristic feature of intercalation/deintercalation is, first, that the reaction
proceeds not only at the interface between electrolyte and host intercalation com-
pound electrode but also even in the interior of the electrode.
Electrons participating in the intercalation/deintercalation reaction (Equation (5.1))

can be represented by a current-producing system. Second, it is characteristic
that the current-producing system reversibly operated by a self-driven (galvanic)
cell (discharging the battery) performs the electrical useful work DG¼�zFE
(where E is the EMF of the cell), because electrical potential difference is
spontaneously developed between two electrodes. By contrast, when the cell is
short-circuited – that is, when the two electrodes are not separated from each
other but are directly in electrical contact – electrons do not appear explicitly but
rather participate in corrosion (or permeation in the case of solid electrolyte
cells). They perform no electrical useful work because the two electrodes have the
same electrical potential.
It is possible to differentiate a current-consuming system from a current-produc-

ing system, which can be reversibly operated by an externally driven (electrolysis)
cell (charging the battery). The current-producing system is composed of an anode
(a negative electrode) and a cathode (a positive electrode)which are spatially separated
by, for example, a lithium ion-containing nonaqueous electrolyte, whereby the for-
ward intercalation reaction (Equation (5.1)) by lithium ions occurs spontaneously, not
only into the cathode at the cathode/electrolyte interface, but also within the cathode.
In contrast, the backward deintercalation reaction proceeds spontaneously, not only
from the anode at the anode/electrolyte interface but also within the anode. The
charging cell reverses the direction of the electron flow and the direction of the
intercalation and deintercalation reaction (Equation (5.1)) occurring at the positive
and negative electrodes [3].
In the current-flowing condition of the cell – which includes both the current-

producing and current-consuming systems – the direction of electron flow across a
planar (film) electrode is always just reverse to that of the lithium ion flow during the
intercalation and deintercalation reaction (Equation (5.1)), regardless of the dischar-
ging and charging cell [4]. In contrast, a self-discharge may irreversibly occur in an
open-circuit condition of the cell, which corresponds to corrosion.
Since the 1970s, the thermodynamics, kinetics and mechanism of lithium

intercalation into, and deintercalation from, transition metal chalcogenides, transi-
tion metal oxides and carbonaceous electrodes have been of great importance in
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fundamental and practical perspectives. This has been the case in particular for
improving the performance of lithium rechargeable batteries in terms of energy
density, power density, and cycle life. Many reviews have described the various
aspects of lithium intercalation compounds, such as the crystal structures, synthetic
methods and their electrochemical performance, and many general overviews of
design concept of lithium and lithium ion batteries are available [3, 5–9]. Whilst
earlier reviews focused on the transition metal chalcogenides [5, 6], more recent
reports have documented more the transition metal oxides and carbonaceous
materials [3, 7–9]. Selected data on crystal structures and transport properties of
these materials can be found in Chapters 2 and 7.
In this respect, this chapter details the fundamentals andmost important advances

in the research activities on lithium intercalation into and deintercalation from
transitionmetals oxides and carbonaceousmaterials, especially from thermodynam-
ic and kinetic points of view, including methodological overviews. The thermody-
namics of lithium intercalation/deintercalation is first introduced with respect to a
lattice gas model with various approximations, after which the kinetics of lithium
intercalation/deintercalation are described in terms of a �cell-impedance-controlled�
model. Finally, some experimental methods which have been widely used to explore
the thermodynamics and kinetics of lithium intercalation/deintercalation are briefly
overviewed.

5.2
Thermodynamics of Intercalation and Deintercalation

Consider an electrochemical cell with a solid host MO2 as one electrode, an alkali
metalA as the other electrode, and an electrolyte in which themonovalent cationAþ

is dissolved. The intercalation/deintercalation between the host MO2 and the guest
ion Aþ is given by Equation (5.1). On the other hand, the redox reaction between
A and Aþ may be written as

Aþ þ e� $ A: ð5:2Þ
As described previously, the main aspect of intercalation/deintercalation from
a thermodynamic view point is that the concentration of the guest ion can
change, without any change in the space group and lattice parameter of the host
structure. Under electrochemical equilibrium conditions, therefore, the galvanic
potential difference between two electrodes – that is, the cell voltage – can be
derived as:

E ¼ ðfAdMO2�fAÞ ¼ � 1
F
mAdMO2
A ; ð5:3Þ

where fAdMO2 and fA is the galvanic potential of AdMO2 and A, respectively, mAdMO2
A

is the chemical potential of A in AdMO2, and F is Faraday�s constant. As shown in
Equation (5.3), one advantage in the investigation of the thermodynamics of the
insertion compounds is that mAdMO2

A can be measured experimentally from the cell
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voltagewhen the alkalimetal or a buffermixturewith known chemical activity of the
potential-determining component is used as the reference electrode.

5.2.1
Simple Lattice Gas Model

In order to explore the thermodynamic properties, and especially the chemical
potential of the intercalation compounds, a lattice gas model [10] has been adopted
under the assumption that intercalated ions are localized at specific sites in the host
lattice, with no more than one ion on any site, and that local and global electro-
neutrality is observed and there is no strong interaction between the electrons
and the intercalated ions. It should be noted that, in solid-state chemistry, this
model is often referred to as �ideal solution approximation� when used to describe
the thermodynamics of nonstoichiometric compounds. According to this model,
the chemical potential of A in AdMO2 in Equation (5.3) can be divided into two
terms as

E ¼ � 1
F
mAdMO2
A ¼ 1

F
mAdMO2
e � 1

F
mAdMO2
Aþ ; ð5:4Þ

where mAdMO2
e and mAdMO2

Aþ are the chemical potential of electrons and the interca-
lated ion Aþ , respectively. In the case of metallic intercalation compounds, the
chemical potential of electrons can be arranged as essentially constant because
electrons added by intercalation should be located within kT of the Fermi energy.
The chemical potential – that is, the change in the Gibbs free energy G with the

number of the intercalated ions (n) – can be divided into two parts related to the
enthalpy (H) and entropy (S) variations:

m ¼ qG=qn ¼ qH=qn�TqS=qn: ð5:5Þ
The simplest way to approach the intercalation thermodynamics based on the lattice
gasmodel is to assume that the intercalated ions donot interact with one another, that
the available sites are equivalent and occupied by the ions at random, and that the
chemical potential of electrons are constant. The entropy of distributing ions
randomly on a fraction d of the available sites (N) in the intercalation compounds is

S ¼ �kN½dlogdþð1�dÞlogð1�dÞ�; ð5:6Þ
where k is Boltzmann�s constant. Then, the partial entropy is

qS=qn ¼ �klog½d=ð1�dÞ�: ð5:7Þ
In the simplest lattice gasmodel, where the sum of the energy increments associated
with the ion site occupation and the chemical potential of electrons is denoted as E0,
Equation (5.4) is written as

E ¼ E0�RT
F

ln
d

1�d

� �
; ð5:8Þ

where R is a gas constant and T represents the absolute temperature.
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5.2.2
Consideration of Ionic Interaction Using the Lattice Gas Model

Formost insertion compounds, the interaction of intercalated ionswith each other in
the host lattice is not negligible. In order to simply consider the contribution of ionic
interaction in Equation (5.8), it is often assumed that each ion experiences a mean
interaction or energy field from its neighboring ions, based on a mean-field
theory [10]. According to this approximation, the contribution to the chemical
potential is proportional to the fraction of sites occupied by the ions d, and hence
the interaction term is introduced into Equation (5.8) as

E ¼ E0�RT
F

ln
d

1�d

� �
þ Jðd�0:5Þ; ð5:9Þ

where J is the interaction parameter between the intercalated ions.
The relationship betweenE and d at various J values is shown in Figure 5.1. If there

is no interaction (J¼ 0), repulsive interaction (J< 0), or small attractive interaction
(0< J< 4RT/F) between the intercalated ions, the intercalation/deintercalation
occurs in a single phase. Interestingly, in the framework of this approximation the
larger value of J than 4RT/F (at which the slope of E versus d curve, dE/dd, is zero at
d¼ 0.5) might lead apparently to a minimum and a maximum in the E versus d
dependencies (the dashed line in Figure 5.1). When two phases with different
compositions are in equilibrium, the chemical potential is constant according to
Gibbs� phase rule. Therefore, the E versus d curve should be constant in this two-
phase region (the solid line in Figure 5.1).
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calculated at various values of interaction parameter J.
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5.2.3
Application to Lithium Intercalation/Deintercalation

As mentioned in Section 5.1, lithium intercalation compounds have for several
decades attracted much interest for their application in advanced batteries with high
power and energy density. Among these compounds, transitionmetal oxides such as
LiCoO2, LiNiO2, LiMn2O4, and LiNixCo1�xO2, and carbonaceous materials such as
graphite, hard carbon and soft carbon, are currently used commercially in the
production of rechargeable lithium batteries.
Figure 5.2a–d shows the electrode potential versus lithium content curves for

Li1�dNiO2 [11, 12], Li1�dCoO2 [13, 14], Li1�dMn2O4 [15–17], and graphite [18]
electrodes, respectively, including the changes in the equilibrium phase composition
as lithium intercalation/deintercalation occurs. For details concerning the chemical
and physical properties of the equilibrium phases, the reader should consult the
appropriate references. In Figure 5.2, it is clearly apparent that none of the electrodes
shows a simple electrode potential versus lithium content curve. This is mainly
attributed to a complexity in the arrangement of lithium ions interacting with each
other in the lattice, which cannot be simply expressed by Equation (5.9). Conse-
quently, many research groups have concentrated on analyzing the lithium interca-
lation/deintercalation involving phase transitions caused by interaction between
lithium ions, with the aid of computational methods.

5.2.3.1 Application of Lattice Gas Model with Mean Field Approximation
In order to model the thermodynamics of lithium intercalation/deintercalation
accounting for the ion interaction, a lattice gas model based on the mean field
theory with several approximations for transition metal oxides [15, 19–23] and
graphite [24] was applied. First, a Bragg–Williams approximation [19] was used for
the structural analysis of LiNiO2 including an order–disorder transition caused by a
strong interaction between cations in the lattice. By using similar approximations,
the electrode potential versus lithium content curves were also calculated for
Li1þ xMn2�xO4 [20] and LiNixMn2�xO4 [21] which had not been fully explained by
Equation (5.9).
Recently, Pyun et al. simulated independently the thermodynamics of lithium

intercalation into Li1�dMn2O4 [15]. In their model, the cubic-spinel structure of
LiMn2O4 forming a diamond lattice was regarded as two interpenetrating face-
centered cubic sublattices separated by 1/4, 1/4, 1/4 (as shown in Figure 5.3). The
interaction between lithium ions wasmodeled by considering that each lithium ion
had four nearest neighbors in the other sublattice and 12 neighbors in the second
coordination sphere of the same sublattice. Based on the lattice gas model with
Bragg–Williams approximation, the chemical potentials of lithium ions in the
entire lattice (mLi) and in both these sublattices (mLi,1 and mLi,2, respectively) were
derived as

mLi ¼ mLi;1 ¼ ½U þ 4J1ð1�dÞ2 þ 12J2ð1�dÞ1��Tfkln½d1=ð1�dÞ1�g
¼ mLi;2 ¼ ½U þ 4J1ð1�dÞ1 þ 12J2ð1�dÞ2��Tfkln½d2=ð1�dÞ2�g

;

ð5:10Þ
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whereU is the site energy for a lithium ion in 8(a) site, (1� d)i lithium content in the
i-th sublattice, and J1 and J2 represent the two-body interactions due to the nearest
neighbors and the second-nearest neighbors, respectively.
By considering that mLi,1�mLi,2¼ 0 from Equation (5.10), one can iteratively

calculate (1� d)1 and (1� d)2 by a bisectionmethod [25]. Consequently, the electrode
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potential E and total lithium content (1� d) in Li1�dMn2O4 are obtained from
E¼ –mLi/e and (1� d)¼ [(1� d)1 þ (1� d)2]/2, respectively. The partial molar en-
thalpy and entropy can also be derived from the first and second terms in Equa-
tion (5.10), respectively, given by

D ~HLi ¼
X
i

D ~HLi;i½dð1�dÞi=dð1�dÞ�=2; ð5:11Þ

D~SLi ¼
X
i

D~SLi;i½dð1�dÞi=dð1�dÞ�=2; i ¼ 1; 2: ð5:12Þ
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The procedures of derivation and calculation of the above thermodynamic quantities
are described in detail elsewhere [15].
Figure 5.4 represents the electrode potential versus lithium content curve and

the plots of (1� d)1 and (1� d)2 with respect to (1� d) calculated for the case of
U¼�4.12 eV, J1¼ 37.5meV (repulsive interaction), J2¼�4.0meV (attractive inter-
action), and T¼ 298K for Li1�dMn2O4. The theoretical electrode potential curve
shows a steep potential drop at (1� d)¼ 0.5, which is typical for ordering of lithium
ions due to their strong interaction [15, 20, 22, 23]. The order–disorder phase
transition occurs at the boundaries where (1� d)1 and (1� d)2 begin to deviate
severely from (1� d) values of approximately 0.15 and 0.85.
The theoretical plots of the partial molar enthalpy and entropy versus lithium

content for LiMn2O4 are given in Figure 5.5a and b, respectively, with the calculated
quantities being very consistentwith experimental values. All partialmolar quantities
determined by the differentmethods showed a negative deviation below (1� d)¼ 0.5
and a positive deviation above (1� d)¼ 0.5 from the values calculated for the ideal
solution. Based on the lattice gasmodel with the Bragg–Williams approximation, it is
clearly envisaged that the abrupt rises in the partialmolar quantities at (1� d)¼ 0.5 in
Figure 5.5a and b are indeed traced back to lithium ordering in the LiMn2O4

electrode.
Even though the mean field theory is known to be best suited for systems with

long-range interaction of ions, the theory has been shown to successfully predict
the thermodynamics of intercalation compounds with short-range interaction of
guest ions, especially when the guest cations have homogeneous interactions with
their neighbors throughout the lattice. Hence, the short-range interactions can be
averaged.

Figure 5.3 Schematic illustration of a cubic-spinel LiMn2O4 structure with a space group Fd3m.
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5.2.3.2 Application of Lattice Gas Model with Monte Carlo Simulation
Although the mean field theory discussed in Section 5.2.3.1 is well fitted for long-
range interaction, the Monte Carlo method is best suited to short-range interactions
(see Chapters 2 and 7). For transition metal oxides with a layered structure, Dahn
et al. [19, 26, 27] first focused on an understanding of crystal structures by taking
into account the short-range interaction between lithium ions using a Monte Carlo
simulation. In the case of transition metal oxides with a cubic-spinel structure, Pyun
et al. [16, 28] and Newman et al. [29] individually approached the analysis of
intercalation-induced variations in thermodynamic properties (e.g., electrode poten-
tial, entropy, and enthalpy) by using the Monte Carlo method.
Considering the interaction of lithium ions as shown in Figure 5.3, the Hamilto-

nian H and the internal energy U of Li1�dMn2O4 are defined as [16]:

H ¼ J1
X
ij

cicj þ J2
X
ik

cick�ðeþmLiÞ
X
i

ci ð5:13Þ

and

U ¼ J1
X
ij

cicj þ J2
X
ik

cick�e
X
i

ci; ð5:14Þ

respectively, where J1 and J2 are the effective pair-wise interaction parameters for the
nearest and next-nearest neighbors, respectively; e is the effective binding energy
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between lithium ion and manganese oxide matrix; ci is the local occupation number
of the site i; and cj and ck represent the local occupation numbers of the nearest and
next-nearest neighbor sites, respectively. Here, ci, cj or ck¼ 1 if the site is occupied by
lithium ion, and ci, cj or ck¼ 0 otherwise. As J1, J2, and e cannot simply represent the
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direct interaction between the lithium ions and the oxide matrix, the effective
values of these parameters should be determined by fitting the electrode potential
versus lithium content theoretically calculated from the Monte Carlo simulation to
the experimental dependence, under the assumption that these parameters are
independent of the lithium content.
The simulation is performed in a grand canonical ensemble (GCE) where all

microstates have the same volume (V), temperature and chemical potential under the
periodic boundary condition to minimize a finite size effect [30, 31]. For thermal
equilibrium at a fixed mLi, a standard Metropolis algorithm is repetitively employed
with single spin-flip dynamics [30, 31]. When equilibrium has been achieved, the
lithium content (1� d) in the Li1�dMn2O4 electrode at a given mLi is determined from
the fraction of occupied sites. The thermodynamic partialmolar quantities of lithium
ions are theoretically obtained by fluctuation method [32]. The partial molar internal
energy ~ULi at constant V and T in the GCE is readily given by [32, 33]

~ULi ¼ CovðU;NÞ
VarðNÞ ; ð5:15Þ

where Cov(U,N) is the covariance ofU and N, and Var(N) represents the variance of
N. ~ULi can be regarded as the partial molar enthalpy of lithium ions at constant
pressure (P) and temperature, because only the useful work of the lattice can be done
during the intercalation exclusive of the PV work. On the other hand, the partial
molar entropy ~SLi at constant V and T is written as

~SLi ¼ 1
T

CovðU;NÞ
VarðNÞ �m

� �
: ð5:16Þ

The detailed simulation procedures and derivation of above thermodynamic quanti-
ties have been described elsewhere [16].
Pyun et al. [16] reported the electrode potential E versus lithium content (1� d)

curve and the plots of (1� d)1 and (1� d)2 with respect to (1� d), theoretically
obtained by the Monte Carlo simulations with J1¼ 37.5meV (repulsive interaction),
J2¼� 4.0meV (attractive interaction), e¼ 4.12 eVand T¼ 298K for Li1�dMn2O4, as
shown in Figure 5.6. As the lithium content increases, the theoretical electrode
potential curve shows a steep potential drop at (1� d)¼ 0.5, typical for lithium
ordering [15, 20, 22, 23]. This ordering can be envisaged by considering the difference
between (1� d)1 and (1� d)2 at the same (1� d) (Figure 5.6), with the aid of
local cross-sectional snapshot of the equilibrium configuration of the cubic lattice
(Figure 5.7).
For the thermodynamic second-order transition it might be expected that the

susceptibility of the lattice gas, which is strongly related to Var(N), diverges at
the transition points [34], and hence it is possible to establish the phase diagram for
the order–disorder transition in LiMn2O4, as shown in Figure 5.8. As the intercala-
tion proceeds along the isothermal line at T¼ 298K (dotted line in Figure 5.8), the
disorder to order transition occurs at (1� d)tr(1), after which disordering takes place
at (1� d)tr(2). Similar phase diagrams for the order–disorder transition were also
reported in other intercalation compounds, such as LiTaS2 [35] and LiCoO2 [36].
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The simulated plots calculated from Equations (5.15) and (5.16) are shown in
Figure 5.5a and b, respectively. The partial molar quantities determined from the
Monte Carlo simulation are in a good agreement with experimental results. It is
noteworthy that a similar conclusion was drawn from results obtained when using
the mean-field approximation based upon the lattice gas model in Section 5.2.3.1.
Another interesting thermodynamic phenomenon caused by the strong interac-

tion of lithium ions is a two-phase coexistence during lithium intercalation and
deintercalation; that is, when intercalation/deintercalation proceeds in equilibrium
between the Li-depleted and Li-rich phases (see Section 5.2.2). Pyun et al. also
applied the Monte Carlo method to determine the mechanism of lithium intercala-
tion into Li1þ d[Ti5/3Li1/3]O4 in the two-phase domain [28]. For the cubic-spinel
Li1þ d[Ti5/3Li1/3]O4, both 8(a) and 16(c) sites are occupied by lithium ions; each 8(a)
site is adjacent to four first-nearest 16(c) and four second-nearest 8(a) sites, and each
16(c) site is surrounded by two first-nearest 8(a) and six second-nearest 16(c) sites.
According to the model [28], the lattice Hamiltonian is defined as

H ¼ J1
X
ij

cicj þ J2
X
ik

cick þ J3
X
jl

cjcl�ðeij þmLiÞ
X
ij

cij; ð5:17Þ

where J1 is the effective pair-wise interaction parameter between the first-nearest
neighboring lithium ions in the 8(a) and 16(c) sites, J2 is the interaction parameter
between the 8(a) ions located in the second coordination sphere, J3 is the same
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Figure 5.6 Electrode potential E versus lithium content (1� d)
curve (.) and the plots of (1� d)1 (?) and (1� d)2 (4) with
respect to (1� d), theoretically obtained from the Monte Carlo
simulation with J1¼ 37.5meV, J2¼�4.0meV, e¼ 4.12 eV, and
T¼ 298 K. The value of (1� d) at the points (a), (b), and (c) are
equal to 0.2, 0.5, and 0.8, respectively. (Reproduced with
permission from Ref. [16].)
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146j 5 The Fundamentals and Advances of Solid-State Electrochemistry



parameter for the 16(c) sites, ei and ej are the effective binding energies of
lithium ions in the 8(a) site i and the 16(c) site j, respectively, with titanium oxide
matrix; and ci, cj, ck, and cl represent the local occupation numbers of the
corresponding sites.
Figure 5.9a compares the experimental E versus (1 þ d) dependencies (open

and closed circles) and the curve calculated by the Monte Carlo method (solid line),
taking J1¼ 0.110, J2¼ 0.105, J3¼ 0.005, ei¼ 1.777, and ej¼ 1.677 eV at T¼ 298K for
Li1þ d[Ti5/3Li1/3]O4. The theoretical curve shows a wide potential plateau in the range
of (1 þ d)¼ 1.06� 1.94, which coincides well with the experimental data. Figure 5.9a
also shows that the theoretically calculated lithium content in the 8(a) sites, (1 þ d)8(a),
decreases with increasing (1 þ d) in the potential plateau region, whereas lithium
content in the 16(c) sites (1 þ d)16(c) increases.
In order to explain the variations of (1 þ d)8(a) and (1 þ d)16(c) in terms of the phase

transformation between lithium-poor and lithium-rich phases, Figure 5.9b illustrates
the local cross-sectional snapshot of the lithium ions configuration at (1 þ d)¼ 1.50,
as simulated by the Monte Carlo method. It is clear that the b phase existing in
equilibrium with a phase, is sporadically embedded in the a matrix. Here, the a
phase means the Li-poor region where lithium ions mainly reside in the 8(a) sites,
while the b phase represents the Li-rich region where most lithium ions occupy the
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(Reproduced with permission from Ref. [16].)
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16(c) sites, so as to avoid the repulsive interaction between lithium ions that increases
the ensemble energy of the lattice.

5.2.3.3 Application of Ab Initio (First Principles) Method
As noted in Section 5.2.1, most thermodynamic approaches to lithium intercalation
have been focused on the analysis of the chemical potential of lithium ions, under the
assumption that the chemical potential of electrons is constant in the metallic
intercalation compounds.When the electrons generated by the intercalation reaction
are localized, however, the compound remains semi-conducting as intercalation
proceeds. In this case, it is necessary also to take into account the coulombic in-
teraction between electrons and ions.
In order to consider the contribution of electrons to the chemical potential of

intercalation compounds, several groups have applied an ab initio or first principles
calculation method to analyze the thermodynamics of lithium intercalation [37–44].
A typical ab initio (first principles) calculation for lithium intercalation consists of two
steps: (i) energy calculation at 0 K to determine the ground states and relative energy
difference between crystal structures; and (ii) the construction and calculation of a
free energy model to determine the phase stability at non-zero temperature. Dahn
et al. [37], Ceder et al. [38] and Benco et al. [41] all reported that the electrode potentials
of transition metal oxides could be very well predicted by this method. In addition,
Ceder et al. constructed (on a theoretical basis) the phase diagram of LiCoO2 [40, 42,
43] andLiMn2O4 [44] during lithium intercalation involving the order–disorder phase
transition, again in a good agreement with experimental findings. However, a two-
phase coexistence in LiCoO2 cannot be readily predicted by this model. Ceder
et al. [40, 42] claimed that this originates from the metal–insulator transition around
the two-phase region, and implied that the model should be improved further to
consider varying interactions between the electrons and ions as lithium intercalation
proceeded.

5.3
Kinetics of Intercalation and Deintercalation

The kinetics of lithium transport through transition metal oxides and carbonaceous
materials has been extensively studied due to its great importance in the high-power
applications of rechargeable batteries and to improve their charging and discharging
rate. In most cases, the kinetic studies have been performed assuming a �diffusion
control� concept [45–52], namely, that the diffusion of lithium in the electrode is very
sluggish,whereas other reactions (including interfacial charge transfer) are too fast to
affect the kinetics of lithium transport. Hence, lithium diffusion in the electrode
would become a rate-controlled process of lithium intercalation.
However, various types of anomalous behavior of lithium transport have been

reported in many current transients (CTs) and voltammetric curves obtained for a
number of transition metal oxides and carbonaceous materials. Many research
groups have attempted to disclose these atypical phenomena in various ways: (i)
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under the above �diffusion control� concept, combined with the effects of irregular
geometry [53–55], electric field [48, 56], intercalation-induced stress [57–59], growth
of anewphase in the electrode [56–63], and so on; and (ii) fromother viewpoints, such
as charge transfer-limited mechanisms [64–72] and trapping mechanisms [73–76].
Recently, itwas reported byPyun et al. that theCTs of transitionmetal oxides such as

Li1�dCoO2 [14, 77–79], Li1�dNiO2 [11, 12], Li1�dMn2O4 [17, 80, 81], Li1þ d[Ti5/3Li1/3]O4

[11, 28], V2O5 [11, 55] and carbonaceous materials [18, 82–84] hardly exhibit a typical
trend of �diffusion-controlled� lithium transport – that is, Cottrell behavior. Rather, it
was found that the current–potential relationship would hold Ohm�s law during the
CT experiments, and it was suggested that lithium transport at the interface of
electrode and electrolyte was mainly limited by internal cell resistance, and not by
lithium diffusion in the bulk electrode. This concept is referred to as �cell-impedance-
controlled� lithium transport.

5.3.1
Diffusion-Controlled Transport

Diffusion-controlled lithium transport involves the following: the system is so kineti-
cally facile that the equilibrium concentration of lithium is quickly reached at the
interfacebetween the electrodeandelectrolyte at amoment ofpotential stepping forCT
experiments. The instantaneous depletion and accumulation in the lithium concen-
tration at the interface caused by the chemical diffusion away from and to the interface
(and to and away from the bulk electrode) is completely compensated by the supply and
release away from and into the electrolyte, respectively. This condition is referred to as
�realpotentiostatic constraint� at the interfacebetween theelectrodeand theelectrolyte.
If the electrode material is assumed to be homogeneous, then the concentration

gradient of lithium through the electrode is the only factor that drives lithium
transport. Hence, lithium will enter/leave the planar electrode only at the electrode/
electrolyte interface, and cannot penetrate into the back of the electrode. Under such
an impermeable (impenetrable) constraint, the electric current (I) can be expressed
by Equation (5.18) during the initial stage of diffusion, and by Equation (5.19) during
the later stage [45]:

IðtÞ ¼ FAeaðc1�c0Þ
~DLiþ

p t

� �1=2

ðCottrell relationÞ; t � l2

~DLiþ
; ð5:18Þ

IðtÞ ¼ 2FAeaðc1�c0Þ~DLiþ

l
exp � p2 ~DLiþ

4l2
t

� �
; t � l2

~DLiþ
; ð5:19Þ

where t is the injection/extraction time, Aea is the electrochemically active area of
the electrode, ~DLiþ is the chemical diffusivity of lithium ions, l is the thickness, and c1

and c0 represent the final and initial equilibrium concentrations of lithium in the
electrode, respectively.
By using Equations (5.18) and (5.19), a number of CTs have been analyzed. The

slopes of I(t) versus t�1/2 (or the values of I(t)�t1/2) and ln I(t) versus t curves have been
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determined in the initial and later stages of lithium injection/extraction, respectively,
to estimate the lithium chemical diffusion coefficients. However, it has been pointed
out [48, 68, 85, 86] that there is a major discrepancy between the values of the
chemical diffusivity as determined by CT technique using the �diffusion control�
concept and the data obtained with other electrochemical methods, such as the
galvanostatic intermittent titration technique (GITT) and electrochemical-imped-
ance spectroscopy (EIS). In addition, anomalous behaviors in CTs, which are difficult
to explain by using the conventional diffusion control concept, have been reported
from various transition metal oxides and carbonaceous materials [55–63].
Serious efforts have been made to explain the atypical lithium transport behavior

usingmodified diffusion control models. In thesemodels the boundary conditions –
that is, �real potentiostatic� constraint at the electrode/electrolyte interface and
impermeable constraint at the back of the electrode – remain valid, while lithium
transport is strongly influenced by, for example: (i) the geometry of the electrode
surface [53–55]; (ii) growth of a new phase in the electrode [56–63]; and (iii) the
electric field through the electrode [48, 56].

5.3.2
Cell-Impedance-Controlled Transport

5.3.2.1 Non-Cottrell Behavior
The primary abnormality of CTs is that of non-Cottrell behavior, and for this the CTs
of Li1�dNiO2 can be taken as an example. Figure 5.10a presents the cathodic CTs
obtained for the Li1�dNiO2 electrode, which show a simple decrease in logarithmic
current with logarithmic time for the potential drops above plateau potential 3.63V
(versus Li/Liþ ), whereas those curves are characterized by an inflexion point (or
quasi-current plateau) below 3.63V (versus Li/Liþ ). In order to analyze the curves
based upon the diffusion control concept, I(t)�t1/2 versus ln t plots of Figure 5.10b
were reproduced fromCTs of Figure 5.10a. Several groups [87–95] have proposed the
use of this type of plot, the plateau of which has been said to be extremely narrow and
to describe the semi-infinite planar diffusion that represents Cottrell behavior.
However, it is difficult to identify any region with Cottrell characteristics in

Figure 5.10b. In fact, even the flattest region (see the inset!) in the figure shows
only an upward convex shapewith a localmaximum.Under these circumstances, it is
very doubtful that the pseudo-plateau in Figure 5.10b would be caused by the semi-
infinite diffusion of lithium through the oxide. In other words, the physical meaning
of the pseudo-plateau has been overestimated. Rather, it is more reasonable to
suggest that the upward convex shape of the I(t)�t1/2 versus ln t plots simply reflects a
continuous decrease in current with time. The simplicity of CTs implies that lithium
transport runs without any critical transition in transport mechanism during the
entire lithium intercalation.
The above point is equally valid for CTs of other transition metal oxides and

carbonaceousmaterial (graphite). For example, I(t)�t1/2 versus ln tplots fromgraphite
electrode (Figure 5.11b) do not show any Cottrell region, as do the plots from LiNiO2

in Figure 5.10b.

5.3 Kinetics of Intercalation and Deintercalation j151



5.3.2.2 (Quasi-) Current Plateau
When one chooses the potential steps to encounter the plateau potential, the CTs
deviate severely from the simple shape of those of single-phase electrodes. For
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Li1þ d[Ti5/3Li1/3]O4, two phases with different lithium content coexist in the potential
plateau region, as shown in Figure 5.9a.
Figure 5.12a illustrates the cathodic CTs obtained from the Li1þ d[Ti5/3Li1/3]O4

electrode at the potential drops from 1.700V (versus Li/Liþ ) down to various lithium
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injection potentials below the plateau potential. The curves exhibit a three-stage
behavior, with the logarithmic current first decreasing slowly, then remaining almost
constant, and finally decaying steeply. To the present authors� knowledge, no reports
have yet been made available that provide any clear explanation for this three-stage
behavior, specifically the second stage – that is, the current plateau.
The onset time (solid circles)/end time (open circles) of the current plateau

were determined graphically as the times at which the tangent line of the first-/
second-stage curve intersects that of the second-/third-stage curve, as indicated in
Figure 5.12a. It is worth noting here that the values of cumulative charge corre-
sponding to the onset (solid circles in Figure 5.12b) and the end (open circles in
Figure 5.12b) of the current plateau almost equal the maximum solubility limit
of lithium in Li-poor a phase (solid triangle in Figure 5.12b) and the minimum
solubility limit of lithium in Li-rich b phase (open triangle in Figure 5.12b),
respectively, irrespective of the magnitude of the potential drop. This means that
the phase transformation of a to b occurs during the �current plateau� interval in
the CTs.
Bearing in mind that a �current plateau� implies a constant driving force

for lithium intercalation, it is unlikely that the phase transformation from a to b
is governed by diffusion-controlled lithium transport, where the rate of the phase
boundary movement (i.e., the current) decreases significantly with time [60–63].

5.3.2.3 Linear Relationship Between Current and Electrode Potential
Themost remarkable point worthy ofmention in relation to the physical aspect of the
CTs of transition metal oxides and graphite is the linear relationship between the
initial current level Iini and the potential step DE. In these studies, the term �initial
current level� indicates the value of current at a time of 2–10 s during the CT
experiments, rather than at a moment of application of potential step [96].
The solid circles in Figure 5.13a–e denote the initial current levels Iini at various

potential steps DE, calculated from the corresponding CTs. Invariably, all of the Iini
versus DE plots show a linear relationship. It should be mentioned that even
diffusion-controlled CTs can exhibit this type of linear relationship, in the case that
the electrode potential curves vary linearly with lithium stoichiometry, DE/ (c1� c0).
However, the linear relationship between Iini and DE is still valid for the electrodes
(e.g., Li1þ d[Ti5/3Li1/3]O4, Li1�dCoO2, LidV2O5 and graphite) where the electrode poten-
tial versus lithium stoichiometry curves deviate strongly from the linear relationship.
Theaboveargument, alongwith theevidencespresented inSections5.3.2.1–5.3.2.2,

indicates that other transportmechanisms thandiffusion-controlled lithium transport
may dominate during the CT experiments. Furthermore, the Ohmic relationship
between Iini andDE indicates that internal cell resistance plays a critical role in lithium
intercalation/deintercalation. If this is the case, it is reasonable to suggest that the
interfacial flux of lithium ion is determined by the difference between the applied
potential Eapp and the actual instantaneous electrode potential E(t), divided by the
internal cell resistance Rcell. Consequently, lithium ions barely undergo any �real
potentiostatic� constraint at the electrode/electrolyte interface. This condition is
designated as cell-impedance-controlled lithium transport.
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Figure 5.13 Dependence of instantaneous current level I on
potential step DE at various values of cumulative charge,
reproduced from the current transients of: (a) Li1�dNiO2;
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Now, let us examine the current–potential relationship with increasing lithium
intercalation/deintercalation time. For this purpose we obtained (as a function of
potential step) the values of current at the times when various amounts of cathodic or
anodic charges had passed (open symbols in Figure 5.13a–e). For example, in order to
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determine the open circle A in Figure 5.13a, the cumulative charge versus time plot is
first obtained from the CT (–in Figure 5.10a) for Li1�dNiO2 electrode at the potential
drop of 4.0 to 3.9 V (versus Li/Liþ ) (DE¼ 0.1 V). The time at which the cumulative
charge reaches 0.5 C is then estimated. Finally, the value of current on the CT is
determined just at time to 0.5 C.
Surprisingly, the linear relationship between current and potential (i.e., the Ohmic

relationship) is clearly visible Figure 5.13a–e, regardless of the amount of cumulative
charge or the intercalation/deintercalation time that has elapsed. This implies
that the interfacial flux is determined by [Eapp�E(t)]/Rcell, and that an infinite time
is required to reach the equilibrium concentration of lithium at the electrode/
electrolyte interface during the whole lithium intercalation/deintercalation; this is
in contrast to the case of diffusion-controlled lithium transport. It should be stressed
here that the validity of Ohm�s law is extended to the cumulative charge range of the
coexistence of two phases, indicating that lithium intercalation/deintercalation –

even during the phase transition – is also limited by [Eapp�E(t)]/Rcell.
For the sake of clarity of the above argument regarding cell-impedance-controlled

lithium transport, it is very useful to determine experimentally the internal cell
resistance as a function of the electrode potential, using EIS, and to compare this with
the cell resistance as determined with the CT technique. Pyun et al. showed that
internal cell resistances estimated via the Iini versus DE plot at various lithium
contents approximated satisfactorily values determined experimentally with EIS –

the sum of the resistances from the electrolyte and conducting substrate, the
resistance associated with the particle-to-particle contact among the oxide particles,
and the resistance related to the absorption reaction of adsorbed lithium ion into the
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oxide [12]. This comparison tells us explicitly that the flux of lithium ion at the
electrode/electrolyte interface is mainly limited by the internal cell resistance
throughout the whole lithium intercalation/deintercalation.

5.3.3
Numerical Calculations

5.3.3.1 Governing Equation and Boundary Conditions
The governing equation for cell-impedance-controlled lithium transport is Fick�s
diffusion equation. The initial condition (I.C.) and the boundary conditions (B.C.) are
given as

I:C: : c ¼ c0Liþ for 0 � r � R
	
at t ¼ 0 ð5:20Þ

B:C: : IðtÞ ¼ Eapp�EðtÞ
Rcell

ð��cell-impedance controlled constraint��Þ
for r ¼ R

	
at t > 0

ð5:21Þ

�zFAea ~DLiþ
qc
qr

¼ 0 ðimpermeable constraintÞ for r ¼ 0 at t 
 0;

ð5:22Þ
where r is the distance from center of the oxide or graphite particle, andR

	
represents

the average radius of the particles.

5.3.3.2 Calculation Procedure of Cell-Impedance-Controlled Current Transients
The model parameters are determined in the following manner: the functional rela-
tions E¼ f(1� d) andRcell¼ f(E), which are incorporated into B.C. of Equation (5.21),
are obtained by the polynomial regression analysis of the electrode potential curves
and the Rcell versus E curves determined from the Iini versus DE plots, respectively. It
should be borne in mind that (1� d) does not represent the average lithium content
in the electrode, but the lithiumcontent at the surface of the electrode. In otherwords,
the electrode potential E(t) in Equation (5.21) is the potential at the electrode surface.
As the relationship E¼ f(1� d) includes information about the phase transition, we
can consider the effect of phase transition on the theoretical CTwith the functional
relationship E¼ f(1� d), without taking any of the intercalation isotherm.
The chemical diffusivity of lithium ions ~DLiþ in the transition metal oxides and

graphite is taken as 10�8�10�9 cm2 s�1 [13, 97–100]; on the basis of scanning
electron microscopy (SEM) inspections, the average radius R

	
is estimated to be

1–10mm. The electrochemically active area Aea is calculated from the radius R
	
, and

the theoretical density of the particles considered assuming thatAea is identical to the
total surface area of the electrode comprised of the spherical particles.
The calculationprocedure ofCTs is as follows: at t¼ 0, the values of lithiumcontent

(1� d) over the electrode (or the electrode potential E) and of internal cell resistance
Rcell are first initialized to be those values at initial electrode potential Eini. When the
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infinitesimal time Dt has elapsed – that is, just after the potential step from Eini to the
final electrode potential Efin¼Eapp is applied – the flux at the electrode/electrolyte
interface r¼R

	
(or current I) is calculated by I¼ (E�Eapp)/Rcell (see Equation (5.21)).

Subsequently, the lithium concentration at the electrode surface is evaluated. Next, E,
Rcell and (1� d) inside the electrode are calculated and re-evaluated after Dt. The
above process is iterated until the desired time elapses.Ultimately, the theoretical CTs
are obtained in the form of a plot of I versus t.

5.3.3.3 Theoretical Current Transients and their Comparison with Experimental Values
Figures 5.14a and 5.15a depict, on a logarithmic scale, the theoretical CTs of
Li1�dNiO2 and graphite electrodes, respectively, determined from the numerical
solution to diffusion equations for the conditions of Equations (5.20)–(5.22), by
taking the values described in Section (5.3.3.2). The theoretical CTs of Figures 5.14a
and 5.15a agree fairly with experimentally acquired data (see Figures 5.10a and 5.11a,
respectively).
First, there is no Cottrell region during the whole lithium intercalation/

deintercalation, which is substantiated by there being no region with constant value
of I(t)�t1/2 in the I(t)�t1/2 versus ln t plots of Figures 5.14b and 5.15b. Moreover,
Figures 5.14b and 5.15b show the shoulders and local maximum ofmore than one at
the potential drops where the electrode undergoes the phase transition, in the same
manner as the experimental I(t)�t1/2 versus ln t plots (see Figures 5.10b and 5.11b,
respectively).
The theoretical CTs fromLi1þ d[Ti5/3Li1/3]O4 (Figure 5.16) feature the clear current

plateau during the phase transition when the potential steps encounter the plateau
potential, as did the experimental CTs in Figure 5.12. The same current plateaux
during the phase transitionwere observed in the cell-impedance-controlled CTs from
Li1�dNiO2 (Figure 5.14a) and graphite (Figure 5.15a). The occurrence of a current
plateau in the cell-impedance-controlled CTs is due to the almost invariable electrode
potential E or potential difference (Eapp�E) during the phase transition; that is, the
constant driving force for lithium intercalation/deintercalation during the course of
phase transformation. Nevertheless, it is noted that the current plateaux in the
theoretical CTs appearmore clearlywhen compared to those in the experimental CTs.
The most likely reason for this slight discrepancy is the size distribution of the oxide
and graphite particles.

5.3.3.4 Extension of Cell-Impedance-Controlled Lithium Transport Concept
to the Disordered Carbon Electrode
Now, we can consider the kinetics of lithium intercalation/deintercalation of amor-
phous carbon electrodes having different lithium intercalation sites, as compared to
graphite electrode in terms of cell-impedance-controlled lithium transport.
Figure 5.17 presents the electrode potentials obtained from galvanostatic inter-

mittent discharge curves measured on disordered carbons electrodes MCMB800,
MCMB1000, and MCMB1200 which have been heat-treated at 800, 1000, and
1200 �C, respectively. None of the electrode potential curves show any �potential
plateau�; rather they run continuously throughout the whole lithiumdeintercalation.
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Figure 5.14 (a) Logarithmic cathodic current transients of the
Li1�dNiO2 electrode, theoretically determined by means of
numerical analysis based upon the �cell-impedance-controlled�
lithium intercalation; (b) I(t) � t1/2 versus ln t plots reproduced
from panel (a). (Reproduced with permission from (a) Ref. [12];
(b) Ref. [96].)
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Figure 5.15 (a) Logarithmic anodic current transients of the
graphite electrode, theoretically determined by means of
numerical analysis based upon the �cell-impedance-controlled�
lithium deintercalation; (b) I(t) � t1/2 versus ln t plots reproduced
from panel (a). (Reproduced with permission from (a) Ref. [18];
(b) Ref. [96].)
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Thismeans that theMCMBwhich has been heat-treated below 1200 �Chas a very low
degree of crystallinity; consequently, lithium is deintercalated from the MCMB
particles, without the formation of any thermodynamically stable phase.
Figure 5.18a–c shows, on a logarithmic scale, the anodic CTs obtained experi-

mentally from the MCMB800 electrode at potential jumps of 0.3, 0.2, and 0.05V
(versus Li/Liþ ) to various lithium extraction potentials. Under the cell-impedance-
controlled constraint, it is generally accepted that an inflexion point – that is,
the �quasi-current plateau� – should be necessarily observed in the CT, only
when a �potential plateau� indicating the coexistence of two phases appears in the
electrode potential curve (as discussed in Section 5.3.3.3). Interestingly, the CTs of
Figure 5.18a–c exhibit inflexion points, even though the electrode potential curve
measured on the electrode does not show any potential plateau throughout the whole
lithium intercalation/deintercalation.
Pyun et al. [18, 82–84] have suggested that this abnormal behavior in CTs involving

the inflexion point could be reasonably explained in terms of the difference in the
kinetics of lithium deintercalation from two different lithium deintercalation sites
having different activation energies for lithium deintercalation. TheMcNabb–Foster
equation [101, 102] was modified to satisfy spherical symmetry and to represent
the coexistence of two different types of trap site, and was also used as a governing
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Figure 5.16 The logarithmic cathodic current transients of the
Li1þ d[Ti5/3Li1/3]O4 electrode at the potential drops from 1.70 V
(versus Li/Liþ ) to various lithium injection potentials below the
plateau potential, theoretically determined bymeans of numerical
analysis based upon the �cell-impedance-controlled� lithium
intercalation. (Reproduced with permission from Ref. [11].)
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equation for lithium transport as follows:

~DLi
2
R	

qc
qr

� �
þ q2c

qr2

� �
¼ qc

qt
þNI

qqI
qt

þNII
qqII
qt

ð5:23Þ

with the rate of reversible trapping into and escaping from the trap sites described by

qqI
qt

¼ kIcð1�qIÞ�pIqI ð5:24Þ

qqII
qt

¼ kIIcð1�qIIÞ�pIIqII; ð5:25Þ

where t is the deintercalation time,NI andNII are the concentrations of the trap sites
of I and II, respectively, qI and qII are the occupancy fractions of the trap sites of I and
II, respectively, kI and kII are the capture rates, and pI and pII represent the release
rates from the trap sites of I and II, respectively. I.C. and B.C. were formulated as
shown in Equations 5.20–5.22.

0 0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

1.2

I

III-2

II

III-1

 MCMB heat-treated at 800 oC
 MCMB heat-treated at 1000 oC
 MCMB heat-treated at 1200 oC

E
le

ct
ro

de
 P

ot
en

tia
l, 

E
 / 

(V
 v

s 
Li

/L
i+ ) 

δ in LiδC6 / -

Figure 5.17 The galvanostatic intermittent discharge (electrode
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Figure 5.18 The anodic current transient experimentally obtained
from the PVDF-bonded MCMB800 composite electrode at the
potential jumps of E¼ (a) 0.30, (b) 0.20, and (c) 0.05 V (versus Li/
Liþ ) to various lithium extraction potentials Eext, as indicated in
figure. The symbols & and ? denote inflexion points.
(Reproduced with permission from Ref. [82].)
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From the numerical solution to themodifiedMcNabb–Foster equation, the anodic
CTs determined at the potential jumps of 0.3, 0.2, and 0.05V (versus Li/Liþ ) to
various lithium extraction potentials Eext are illustrated in Figure 5.19a–c. The anodic
CTs theoretically calculated based upon the modified McNabb–Foster equation,
along with the cell-impedance-controlled constraint in Figure 5.19a–c, almost coin-
cide with experimental CTs (see Figure 5.18a–c). This strongly indicates that the
appearance of an inflexion point in the CT is due to the lithium deintercalation from
two different kinds of sites with clearly distinguishable activation energies.

5.3.4
Statistical Approach with Kinetic Monte Carlo Simulation

5.3.4.1 Calculation Procedure of Cell-Impedance-Controlled Current Transients
with Kinetic Monte Carlo Method
Recently, Pyun et al. applied a kineticMonteCarlo (KMC)method to explore the effect
of phase transition due to strong interaction between lithium ions in transitionmetal
oxides with the cubic-spinel structure on lithium transport [17, 28, 103]. The group
used the same model for the cubic-spinel structure as described in Section 5.2.3,
based on the lattice gas theory. For KMC simulation in a canonical ensemble (CE)
where all the microstates have equal V, T, and N, the transition state theory is
employed in conjunction with spin-exchange dynamics [104, 105].
Theflux of lithium ions at the electrolyte/electrode interface, which corresponds to

the number of lithium ions extracted from the electrode as well as within the
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Figure 5.19 The anodic current transient
theoretically calculated based upon the modified
McNabb–Foster equation at the potential jumps
of E¼ (a) 0.30, (b) 0.20, and (c) 0.05 V (versus
Li/Liþ ) to various lithium extraction potentials
Eext under the �cell-impedance-controlled�

constraint, by taking Aea¼ 1.56 cm2,
~DLi ¼ 2� 10�10 cm2 s�1, Rcell¼ 27.8 W, and
R

	 ¼ 5mm. Symbols & and ? denote inflexion
points. (Reproduced with permission from
Ref. [82].)
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electrode per unit Monte Carlo step (MCS) time, is theoretically calculated by solving
themaster equation as a discrete expression of the Fick�s diffusion equation given by:

qPðfcg; tÞ
qt

¼ P½Wtrðfc0g!fcgÞPðfc0g; tÞ�Wtrðfcg!fc0gÞPðfcg; tÞ�
¼ �P

jðfcg; tÞ ¼ �Jðfcg; tÞ
ð5:26Þ

under the cell-impedance-controlled constraint of transition probability at the
electrode/electrolyte interface

Wtr ¼ f jE�Eappj ¼ jE�Eappj
Rcell

; ð5:27Þ

where {c} and {c0} are a sequence of the lattice configurations generated one
after another, corresponding to a set of the local site-occupation numbers; that is,
{c}¼ {c1, c2, . . . ci, cj, ck . . .}, Wtr({c} ! {c0}) is the transition probability from the
configuration of lattice {c} to {c0}, P({c}, t) is the probability that the configuration of
lattice {c} occurs at tMCS time, J({c}, t) is theflux of lithium ions per unit jump length
in the lattice with the configuration {c} at tMCS time, and f represents the conversion
factor which is inversely proportional to Rcell.

5.3.4.2 Theoretical Current Transients and their Comparison with Experimental Data
Figure 5.20 shows the experimental anodic CTs of the Li1�dMn2O4 electrode at the
potential jumps of 3.90 V (versus Li/Liþ ) to various lithium extraction potentials.
None of the CTs ever follow the Cottrell behavior – that is, there is no linear rela-
tionship between logarithmic current and logarithmic timewith a slope of�0.5 in the
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early stage. Moreover, the CT obtained at the potential step that encounters the
disorder to order transition point of 4.01V (versus Li/Liþ ); that is, at the potential
jump of 3.90–4.10V (versus Li/Liþ ), shows an inflection point followed by an
upward, concave-shaped current drop. The CT obtained at the potential step across
both the disorder-to-order and the order-to-disorder transition points of 4.01 and
4.13V (versus Li/Liþ ), respectively – that is, at the potential jump of 3.90–4.30V
(versus Li/Liþ ) – exhibits two inflectionpoints divided by anupward, concave-shaped
current drop.
Figure 5.21a presents, on a logarithmic scale, the anodic CTs calculated on a

theoretical basis, with and without considering the interaction between lithium ions
in the Li1�dMn2O4 electrode under the cell-impedance-controlled constraint with the
conversion factor f¼ 0.2 at the potential step across the disorder-order and backward
transition points. In the case when no interaction is assumed, the theoretical CTdoes
not display any transition time, but rather shows a monotonic increase of its slope
from an almost flat value to one of infinity.
The theoretical CT calculated considering strong ion interaction shows two

inflection points (tT1, marked with an open circle and tT2, marked with an open
square), and exhibits an upward, concave shape in the time interval between t¼ tT1
and t¼ tT2. In Figure 5.21b, the CTcalculated at the potential jump of 3.90 to 4.30V
(versus Li/Liþ ) shows both inflection points tT1 and tT2, while only one inflection
point appears in the CT calculated at the potential jump of 3.90 to 4.10V (versus
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t
T1

tT1

t
T2

3.90 -> 4.30 V vs. Li/Li+
C

ur
re

nt
 / 

A

Time / s

10-2

10-3

10-4

10-5

10-6

101 1021

Figure 5.20 Anodic current transients on a logarithmic scale
experimentally measured on the Li1�dMn2O4 electrode at the
potential jumps of 3.90 V (versus Li/Liþ ) to various lithium
extraction potentials. (Reproduced with permission from
Ref. [17].)
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Figure 5.21 Anodic current transients
calculated: (a) At the potential step across the
disorder-to-order and the order-to-disorder
transition points, with and without considering
the interaction between lithium ions; (b) By
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Li/Liþ ) to various lithium extraction potentials,
considering the interaction between lithium ions
under the �cell-impedance-controlled�
constraint with f¼ 0.2. (Reproduced with
permission from Ref. [17].)
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Li/Liþ ). All CTs calculated theoretically and accounting for the interaction under
the cell-impedance-controlled constraint coincided well in shape with the experi-
mentally measured CTs.

5.4
Methodological Overview

5.4.1
Galvanostatic Intermittent Titration Technique (GITT) in Combination
with EMF-Temperature Measurement

The GITT is one of frequent methods to investigate steady-state or equilibrium
electrode potentials and diffusion coefficients as function of lithium content in a
lithium intercalation electrode. The detailed experimental procedures to determine
these thermodynamic and kinetic parameters have been well documented in previ-
ous studies [45]. From repeated coulombic titration processes of lithium in the
electrode, by application of a constant current with a low value and sufficient time
interval to reach equilibrium (i.e., to obtain uniform distribution of the lithium ions
throughout the electrode), it is possible to obtain the electrode potentials at various
lithium contents, as depicted in Figure 5.2.
In addition, when applying a sufficiently small current, the chemical diffusion

coefficient ~D can be also derived for an instantaneous planar source of diffusion
species with I.C.

cðx; tÞ ¼ c0 ð0 � x � tÞ at t ¼ 0; ð5:28Þ
with impermeable B.C.

qc
qx

� �
x¼l

¼ 0 ðt 
 0Þ at x ¼ l; ð5:29Þ

and with galvanostatic B.C.

�~D
qc
qx

� �
x¼0

¼ I0
zFAea

ðt 
 0Þ at x ¼ 0; ð5:30Þ

where c0 is the initial lithiumcontent at the electrode/electrolyte interface and I0 is the
applied constant current (the other quantities are explained in Section 5.3.1), By
solving Fick�s second equation, the chemical diffusion coefficient is written as [45]:

~D ¼ 4
p

Vm

FAea

� �2

I0
dE
dd

� �
=

dE

d
ffiffi
t

p
� �� �2

for t � l2=~D; ð5:31Þ

where Vm is molar volume of the intercalation compound, dE/dd the slope of the
coulometric titration curve, and dE=d

ffiffi
t

p
represents the slope of the straight line

obtained from the evolution of the relaxation potential versus
ffiffi
t

p
. This method has

been widely used to measure chemical and component diffusivities in various
transition metal oxides [106–108]
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In combination with GITT, the enthalpy and entropy of the intercalation can be
calculated when the temperature dependence of the electrode potential is measured
at a fixed composition after the electrode has reached equilibrium [15, 16, 109–111]
by using the known relationships between thermodynamic parameters, such as
D~GLi ¼ �FE, D ~HLi¼�F½E�TðqE=qTÞ� and D~SLi ¼ FðqE=qTÞ. On altering the tem-
perature of the electrode, the shift of the electrode potential is so rapid that it takes
generally about 1 h to stabilize the electrode potential at constant temperature. The
results of EMF-temperature measurements are known to be satisfactorily reproduc-
ible on heating and cooling for the lithium intercalation compounds.

5.4.2
Electrochemical AC-Impedance Spectroscopy

The diffusion coefficient of lithium ions in the intercalation electrodes also can be
measured, using EIS, by the analysis of Warburg impedance representing diffusion
through the electrode with I.C. in Equation (5.28), impermeable B.C. in Equa-
tion (5.29), and sinusoidal oscillation B.C.

cð0; tÞ ¼ Dc0expðjwtÞ ðt 
 0Þ at x ¼ 0; ð5:32Þ
where w is the angular frequency. By solving Fick�s second law under these
conditions, the Warburg coefficient sw can be expressed as [112]:

sw ¼ Vm

FAea

qE
qd

� �
1ffiffiffiffiffiffi
2~D

p
� �

: ð5:33Þ

TheWarburg coefficient can be experimentally determined from the average value for
theslopeoftheZ0versusw�1/2plot,andfortheslopeofthe–Z00versusw�1/2plot.Inmany
reports, the diffusion coefficients of lithium ions have been determined for various
transition metal oxides [13, 97, 113, 114] and graphite [59] electrodes by using EIS.

5.4.3
Potentiostatic Current Transient Technique

The potentiostatic current transient (PCT) technique has been known as the most
popular method to understand lithium transport through an intercalation electrode,
based on the assumption that lithium diffusion in the electrode is the rate-determin-
ing process of lithium intercalation/deintercalation [45]. By solving Fick�s second
equation for planar geometry with I.C. in Equation (5.28), impermeable B.C. in
Equation (5.29), and potentiostatic B.C.

cð0; tÞ ¼ cs ðt 
 0Þ at x ¼ 0; ð5:34Þ
where cs is lithium content at the electrode/electrolyte interface, the current can be
expressed as Equations (5.18) and (5.19) in Section 5.3.1. Using Equations (5.18)
and (5.19), a number of PCTs have been analyzed. The slopes of the I(t) versus t�1/2

and ln I(t) versus t curves have been determined in the initial and later stages of
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lithium intercalation/deintercalation, respectively, to estimate the chemical diffusiv-
ity in various lithium intercalation electrodes [45–52].
As discussed in Section 5.3, however, various types of anomalous behavior of

lithium transport have been reported in PCTs measured for many transition metal
oxides and carbonaceous materials [53–63]. Recently, Pyun et al. [11, 12, 17, 18, 28,
78–84, 96, 103] reported that those anomalies in PCTs are barely explained using the
conventional diffusion-controlled constraint, and attempted to interpret such beha-
viors under the cell-impedance-controlled lithium transport (see Section 5.3). More
recently, Pyun et al. applied PCT techniques to effectively elucidate the reaction
mechanisms of hydride-forming metal electrodes for rechargeable metal-hydride
(MH) batteries [115] and solid oxide electrodes for fuel cells [116, 117]. One of
the major advantages of the PCT technique is that the theoretical treatment involved
is simpler and easier than that for the cathodic potentiodynamic polarizationmethod
which is conventionally used in this research area. For instance, it is possible to
acquire information about the relative contributions of the migration and charge
transfer processes to total oxygen reduction kinetics under the constraint of the
oxygen migration coupled with charge transfer [115]. In fact, the oxygen reduction
mechanism on the Pt/C disk electrode [117] and on the dense (La0.85Sr0.15)0.9MnO3/
yttria-stabilized zirconia (YSZ) composite [118] and La1�xSrxCo0.2Fe0.8O3 [119]
electrodes were successfully investigated using the cathodic PCT technique.
In addition, the cathodic PCT technique offers an exceptionally powerful tool for

understanding the kinetics of the cathode reaction, in the casewhere electrochemical
reactions are self-enhanced over long periods of time (4 h) under the cathodic
polarization. In contrast to the cathodic potentiodynamic polarization curves with a
shortmeasuring time (10min), the cathodic PCTs allowobservation of variations in
the steady-state current with polarization time, which may provide valuable infor-
mation when analyzing the reaction rate under cathodic polarization [120].

5.5
Concluding Remarks

In this chapter we have summarized the fundamentals and recent advances in
thermodynamic and kinetic approaches to lithium intercalation into, and deinterca-
lation from, transition metals oxides and carbonaceous materials, and have also
provided an overview of the major experimental techniques. First, the thermody-
namics of lithium intercalation/deintercalation based on the lattice gas model with
various approximations was analyzed. Lithium intercalation/deintercalation involv-
ing phase transformations, such as order–disorder transition or two-phase coexis-
tence caused by strong interaction of lithium ions in the solid electrode, was clearly
explained based on the lattice gas model, with the aid of computational methods.
The chapter then detailed the kinetics of lithium intercalation/deintercalation

based on a cell-impedance-controlled model. Anomalous features of the experimen-
tal CTs from various transitional metal oxides and carbonaceous materials were
introduced, and the physical aspects of experimental CTs were discussed in terms of
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internal cell resistance. Based on the cell-impedance-controlled lithium transport
concept, it is possible to analyze, quantitatively, the CTs and to understand the
anomalous features that barely emerge under the diffusion-controlled concept.
Finally, a brief overview was presented of important experimental approaches,

including GITT, EMF-temperature measurement, EIS and PCT, for investigating
lithium intercalation/deintercalation. In this way, it is possible to determine – on an
experimental basis – thermodynamic properties such as electrodepotential, chemical
potential, enthalpy and entropy, as well as kinetic parameters such as the diffusion
coefficients of lithium ion in the solid electrode. The PCT technique, when aided by
computational methods, represents the most powerful tool for determining the
kinetics of lithium intercalation/deintercalation when lithium transport cannot be
simply explained based on a conventional, diffusion-controlled model.
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6
Solid-State Electrochemical Reactions of Electroactive
Microparticles and Nanoparticles in a Liquid Electrolyte
Environment
Michael Hermes and Fritz Scholz

Abstract

Many electrochemical conversions of solid compounds and materials, including for
example the corrosion of metals and alloys or the electrochemical conversions of
most battery materials, take place within a liquid electrolyte environment, with the
classic approach to investigation comprising macro-sized electrodes. However, in
order to obtain a comprehensive understanding of themechanismof these solid-state
electrochemical reactions, the simple technique of immobilizing small amounts of a
solid compound/material on an inert electrode surface provides an easy, yet some-
times exclusive, access to their study. In this chapter is presented a survey of the
recent developments of this approach, which is referred to as the voltammetry of
immobilized microparticles (VIM). Attention is also focused on progress in the field
of theoretical descriptions of solid-state electrochemical reactions.

6.1
Introduction

The electrochemical conversions of solid compounds andmaterials that are in direct
contact with electrolyte solutions or liquid electrolytes (ionic liquids), belong to the
mostwidespread reactions in electrochemistry. Such conversions take place in awide
variety of circumstances, including the majority of primary and secondary batteries,
in corrosion, in electrochemical machining, in electrochemical mineral leaching, in
electrochemical refining (e.g., copper refining), and in electrochemical surface
treatments (e.g., the anodization of aluminum).
The study of these reactions forms part of the main body of electrochemical

research conducted during the past 200 years. Naturally, the majority of the studies
were performed with macro-sized electrodes, mainly because the technical systems
were of such size, although an additional reason was that the experimental handling
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is normally much simpler than in experiments using microparticles and/or nano-
particles. However, a very serious issue here is that the kinetics may differ for
macroparticles and micro/nanoparticles, and in order to obtain a full understanding
of such systems it would be necessary to perform these experiments in both size
domains. As a consequence of this, very remarkable differences have been observed,
one example being the case of silvermetal oxidation and silver halide reduction [1, 2].
Experiments with single micro/nanoparticles, or assemblies of such particles on
inert electrodes, provide information that is not accessible with macroelectrodes,
mainly because the latter possess a much larger number of nuclei in nucleation-
growth processes. Another desirable feature of studies with micro/nanoparticles is
the small currents employed and the high conversion efficiency, which allows not
only amuch better signal resolution but also the application of faster measurements.
Consequently, experimental time spans required will be much shorter.
Only within the past two decades has the great potential of electrochemical studies

of single micro/nanoparticles (or of their assemblies) been truly realized, and
important advances have been made subsequently, both with respect to the experi-
ments aswell as to the theoretical basis of this topic.Among thedifferent experimental
approaches developed to assess the electrochemistry of micro/nanoparticles, that of
mechanically immobilizing assemblies of micro/nanoparticles onto inert electrodes
has proved to be especially advantageous, for the following reasons:

. The particles are freely accessible to the electrolyte solution, and are simulta-
neously in good electronic contact with the inert electrode material.

. The particles are not covered by any liquid binder (e.g., mineral oil), as in the case
of paste electrodes; neither are they in contact with any solid binder (as in case of
solid composite electrodes).

. The particles are very easy to prepare and to renew.

. The experiments can easily be combined with in situ spectroscopy.

. The experiments lend themselves to being applied in the analysis of very small
amounts of sample; a particular benefit is in the analysis of precious objects in the
areas of art and archeology.

Although the first reports of this approach involved studies with metal alloys [3]
andminerals [4], within a few years the technique has been extended to a wide variety
of research areas. As these findings have been summarized in several reviews [5–8]
and also in a monograph [9], attention will be focused here on more recent
developments, notably on the mechanical immobilization of particles on electrodes.
Today, a huge amount of information is available for electrochemical systems
comprising particles enclosed in polymer films or other matrices (see Refs [10–
16]). Originally, the main aim of such particle enclosure was to achieve specific
electrode properties (e.g., functionalized carbon/polymer materials as electrocata-
lysts [17, 18]; solid-state, dye-sensitized solar cells [19]), rather than to study the
electrochemistry of the particles. This situation arosemainly because the preparation
of these composites was too cumbersome for assessing the particles� properties. The
techniques also suffered from interference caused by the other phases that consti-
tuted the electrode.
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6.2
Methodological Aspects

The basic technique of mechanical immobilizing particles has been described in
detail elsewhere [7, 9], and needs not be repeated at this stage.
Here, we shall discuss some new developments relating to the quantitative

evaluation of data and, for the sake of completeness, also briefly mention previously
developed approaches. As the technique of mechanical immobilizing particles on
electrode surfaces does not allow the amount of deposited particles to be controlled,1)

the following approaches for quantitative evaluation have been developed:

i. When the peak potential (or any other characteristic potential) of an
electrochemical reaction of particles depends on the amount of particles, it is
possible to determine the peak potentials and to integrate the currents so as to
obtain a set of data �peak potential–charge�, where the charge can be converted to
amounts of substances via Faraday�s law. If this is done for a number of
deliberately different samples (electrodes with immobilized particles), it is
possible to compare chemically different samples by comparing the peak
potentials for the same charges. This provides the necessary standardization
to avoid any dependence on amounts. An example of this approach is the analysis
of a series of solid solutions of copper sulfide/selenides [20], and the
determination of transformation enthalpies of mineral phases [21].

ii. For the quantification of two-component alloys, the peak ratios can be used,
provided that standards for calibration are available [3]. Further examples are
described in Ref. [9].

iii. In the case of powder mixtures of two electroactive compounds, the peak ratios
can also be used. provided that standard mixtures have been measured for
calibration [22].

iv. A very skillful evaluation technique was recently devised by Dom�enech-Carbó
and coworkers [23], who applied the so-called H-point standard additionmethod
developed earlier by Bosch and Campins [24]. In short, the problem of
determining the amounts of two electroactive compounds A and B in a
mixture is solved by the admixture of a known amount of a third
electroactive compound, R, and by the standard addition of A. When all these
probes aremeasured, the concentrations of A andB in the primary sample can be
determined with very high precision. Bosch-Reig et al. [23] have applied the
H-point standard addition technique to the analysis of madder samples made
from alizarin and purpurin, and have used morin as the inner standard (R). For

1) If particles are immobilized by the evaporation
of a small volume (e.g., several microliters) of a
suspension, the amount of particles can be
controlled. However, it cannot be taken as
granted that all immobilized particles will re-
main on the electrode surface when the elec-

trode is introduced into the electrolyte solution.
Neither is it guaranteed that all particles, even if
they remain on the electrode surface, will have
such intimate contact with the latter that they
can react electrochemically.
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artificial mixtures of alizarin and purpurin, the deviations of analysis from the
given compositions did not exceed 0.7%; this is a low value indeed, bearing in
mind that the analysis was performed with trace amounts of the dye mixtures
(most likely some tens or hundreds of nanograms).

v. Thequantificationofoneelectrochemicalactivecomponent inanelectrochemically
inactivematrix can also be accomplished with the help of admixture of a standard.
In solid solutions (mixed crystals) of copper hexacyanoferrate (hcf) and
copper hexacyanocobaltate (hcc) (i.e., Cu(hcf)x(hcc)1�x), only the hcf system is
electrochemically active [with the exception of very high hcc contents, where the
copper(II)/(I)systemcanalsobeobserved].Thedependenceofthehcfpeakcurrents
on the composition of the mixed phases has been studied by adding nickel
hexacyanoferrate to all samples in a ratio of 1 : 1; that is, by preparing powder
mixtureswhichcontaintwophases,namelythesolidsolutionphaseandNi(hcf) [25].
The latter compound can be used as an inner standard because the hcf system of
Nihcf has a formal potential that is distinctly different from the formal potential
of thehcf systeminthecopperphases.Similarly, thedependenceofpeakcurrentsof
the hcf systemofmixed nickel hcf-hcc phases could be studied by adding a constant
amount of copper hcf.

6.3
Theory

Thevoltammetric behavior of surface-immobilizedmicroparticles of redoxactive solid
materials has been extensively studiedby the groups of Scholz (Greifswald,Germany),
Bond (Melbourne, Australia), Grygar (Rez, Czech Republic), Komorsky-Lovri�c and
Lovri�c (Zagreb, Croatia), Dom�enech-Carbó (Valencia, Spain), Marken (Bath, UK), and
others. Theoretical aspects, however, have been addressed only in some reports.
Recently, the Compton group (Oxford, UK) made several reports on the theory of
microparticle-modified electrodes, and these will mainly be discussed at this point.

6.3.1
General Theoretical Treatment

Independent of the nature of the respective solid electroactive crystal, it is a main
feature of these systems that the electron transfer takes place at the three-phase
boundarymicrocrystal | electrode | electrolyte, and the (frequently even electrochemi-
cally reversible) electron transfer is accompanied by the transfer of cations or
anions between the microcrystal and the electrolyte phase, in order to maintain
electroneutrality. This situation of a three-phase electrode, where the immobilized
electroactive solid phase is simultaneously in contact with an electron-conducting
phase (e.g., a metal or graphite) and also with an electrolyte solution phase, is
illustrated in Figure 6.1.
Assuming an insertion electrochemical reaction, the electron transfer between

Phases I and IImust be accompanied by an ion transfer between thePhases II and III,
as the respective net charge of the microparticle must be balanced to maintain the
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electroneutrality of Phase II. The formal thermodynamic treatment comprises an
overall equilibrium equation as follows:

Oxxþphase II þ ne�phase I þ nCþ
phase IIIKRedðx�nÞþ

phase II þ nCþ
phase II; ð6:1Þ

with the Nernst equation being:

E ¼ EN
Ox=Red=C þ

RT
nF

ln
aOxxþ

phase II
anCþ

phase III

a
Redðx�nÞþ

phase II
anCþ

phase II

: ð6:2Þ

Formally, two separate equilibria can be written, one for the transfer of electrons, and
one for that of ions:

Oxxþphase II þ ne�phase IKRedðx�nÞþ
phase II ð6:3Þ

and

Cþ
phase III $ Cþ

phase II: ð6:4Þ

The respective Nernst equations are:

EI=II ¼ EN
Ox=Red þ

RT
nF

ln
aOxxþ

phase II

a
Redðx�nÞþ

phase II

; ð6:5Þ

and

EII=III ¼ EN
C þ RT

F
ln
aCþ

phase III

aCþ
phase II

: ð6:6Þ

The standard potentials are interrelated by:

EN
Ox=Red=C ¼ EN

Ox=Red þEN
C : ð6:7Þ

A more general explanation of the charge transfer reactions and charge transport
pathways at three-phase electrodes is given in Figure 6.2. This scheme comprises
the cases of insertion electrochemistry, as well as that of a dissolution of the
electroactive phase.

e-

ions 

Phase I 

Phase II Phase III 

Figure 6.1 Scheme of the simultaneous electron and ion transfer at a three-phase electrode.
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The electrochemical reduction of a solid compound characterized by mixed ionic/
electronic conductivity, immobilized on an electrode surface and in contact with an
electrolyte solution, has been further studied on a theoretical basis [26]. Here, the
coupled uptake or expulsion of electrons from the electrode and of cations from the
electrolyte solution according to

Oxsolid þ e�electrode þCþ
solutionKRedCsolid ð6:8Þ

has been considered. The simultaneous coupled diffusion following Fick�s law will, at
least for the beginning of the reaction, be possible only at the three-phase junction. The
chronoamperometric curves, resulting from an applied potential step, have been
analyzed. A transition of the initial three-phase reaction to a two-phase reaction occurs,
if the reactionzoneexpandsandtheoverallelectricconductivity issufficient.During the
initial three-phase reaction, the reaction zonewill preferably expand along the direction
of the fastest transport process – that is, either parallel to the interface I-II when the ion
transport is the fastest process, or perpendicular to that interface when the electron
transport isfastest.Anyfurtherprocedureofthesolid-statereactionintothemicrocrystal
will be determined by the electron and ion transport rates, because the advancement of
the reaction layer is only possible by simultaneouslymaintaining the charge neutrality.
That situation leads, in the case of a potential step experiment, to the concentration
profiles shown in Figure 6.3.
Assuming a three-dimensional (3-D) crystal, two representative diffusion profiles

are given in Figure 6.4.

Phase II 
(electroactive 
particle) 

Phase III 
(electrolyte 
solution) “Electron flux”

“Ion flux” 

Product flux 
(dissolution of 
Phase II) 

Product flux  

Phase I 
(electron 
conductor) 

Figure 6.2 Possible pathways of the charge
transfer reactions and the charge transport
processes proceeding at a three-phase electrode
consisting of an electrochemically active Phase
II, and electrolyte solution (Phase III), and an
electron conductor (Phase I). The electron flux
shows the direction in which electrons can be
transferred across the interface I/II and

transported within Phase II. The ion flux shows
the direction in which ions can be transferred
across interface II/III and within Phase II (full
arrow) or within Phase III (dashed arrow).
(Depending on the reaction, electrons and ions
can also flow in the opposite directions.) The
product fluxes indicate in which direction the
products may move.
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Simulated cyclic voltammograms (cf. Figure 6.5) for differently shaped cuboids of
a uniform volume show that the respective ratios of microcrystal height, length and
breadth determine the time of the total conversion of the crystals, as different
diffusion regimes dominate.

Figure 6.3 Concentration profile of a partially converted two-
dimensional model of a microcrystal at different times after a
potential step of 3 s (a), 10 s (b), and 40 s (c);
De�¼ 5� 10�9 cm2 s�1, DCþ ¼ 10�8 cm2 s�1 [26].

Figure 6.4 (a) Concentration profile inside partially (10%)
converted crystals; (b) Cross-section through the x-y plane at half-
height. Crystal of L¼H¼ 10mm and B¼ 40mm (a), and
L¼B¼H¼ 10mm size (b). See Ref. [26].
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In an experimentally focused publication, the behavior of a three-phase electrode
with a rather well-defined three-phase boundary has been studied [27]. For this, white
elemental phosphorus was oxidized at a graphite electrode that was partly embedded
in the solid phosphorus, and partly immersed in an aqueous electrolyte solution
(see Figure 6.6c).
Here, it could be shown that the currents are in fact proportional to the length of the

three-phase-boundary, and the reaction can be explained by the ingress of protons
into the phosphorous phase from which electrons are transferred to the graphite

Figure 6.5 Cyclic voltammograms of differently shaped cuboid
particles of constant volume with a square base of different size:
De�¼DCþ ¼ 10�8 cm2 s�1, Vm¼ 153.8 cm3mol�1; (A)
L¼B¼ 28mm, H¼ 10mm; (B) L¼B¼H¼ 20mm; (C)
L¼B¼ 16mm, H¼ 31mm [26].

Figure 6.6 (a) Paraffin-impregnated graphite rodwith cylindrically
reduced tip; (b) Sameelectrodes, partially coveredby an insulating
lacquer; (c) Scheme of the electrochemical cell with a paraffin-
impregnated graphite rod as working electrode, partially
embedded in solidified white phosphorus [27].
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contact. Thus, a new phase consisting of more or less protonated phosphorous
oxides, most probably with varying oxidation states of phosphorus, is produced.

6.3.2
Voltammetry of Microparticle-Modified Electrodes

6.3.2.1 Adsorbed (Surface-)Electroactive Microparticles on Solid Electrodes
Oldham has produced a mathematical treatment for the quasi-reversible electro-
chemical redox reaction, being a surface-confined process – that is, the case of an
�adsorbed� redox species [28]. Most notably, in that case, the peak current is linearly
dependent on the scan rate. For the case of immobilized hemispherical dendrimers
containing electroactive groups at their surface, Amatore et al. observed a linear
dependence of peak current with the square root of scan rate in cyclic voltamme-
try [29, 30], and this was explained by �charge hopping� between the redox sites. For
many other cases of functionalized carbon nanotubes (or modified graphite electro-
des), Compton et al. also identified a square root of scan rate dependency of peak
currents [31, 32]. These findings have been explained on a theoretical basis by the
(non-Cottrellian) propagation of charge on the carbon particle surface [33, 34],
whereby electrons are assumed to hop from one chemical moiety to another, all
being attached to the particle surface, as depicted in Figure 6.7.
The charge movement can be treated diffusion-like as electron hopping with

coupled solution phase ion motion, contributing to the effective diffusion coeffi-
cient [34] (as in the studies cited for the general treatment of a three-phase electrode in
Section 6.3.1).

Figure 6.7 Scheme showing the postulated mechanism for
charge diffusion on the surface of a sphere. The corresponding
diffusion of ions in solution is assumed to be facile, and is not
shown [34].
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Thompson and Compton investigated, from a theoretical standpoint, the case of a
sphericalmicroparticle with an electroactive compound on its surface and attached to
a solid electrode surface [33, 34]. The movement of charge was assumed to start
exclusively from the contact point (or line) between the microparticle and electrode
(i.e., at the three-phase boundary, if an electrolyte phase is considered) and to proceed
over the particle surface only (see also Section 6.3.1). In Ref. [33], the idealized
microparticle geometries of a full sphere, a hemisphere, and an inverted hemisphere
have been considered (cf. Figure 6.8).
Butler–Volmer kinetics has been assumed for the electron transfer, and the

electron hopping was modeled as a diffusional process (given in spherical coordi-
nates) confined to the microparticle surface. The hopping of charge over the surface
layer provides an apparent flux of charge equivalent to that given by Fick�s law of
diffusion in a spherical shell [29, 30]. From a full implicit finite difference approach,
the surface coverage profiles and current–voltage responses (concentration profiles
over the course of a cyclic voltammogram) were obtained, which are dependent
mainly on the normalized sweep rate, nnorm, and the normalized heterogeneous rate
constant K0, or:

nnorm ¼ F
RT

r2

D
n; ð6:9Þ

and

K0 ¼ k0r
D

; ð6:10Þ

where r denotes the microparticle sphere radius, n the voltage scan rate, D is the
diffusion coefficient, and k0 the heterogeneous rate constant, respectively. Figure 6.9
shows simulated cyclic voltammograms (CVs) for the case of the full sphere.
For high values of K0, electrochemical reversibility can be reached at the point of

three-phase contact, while for decreasing K0, the slower electrode kinetics causes a

Figure 6.8 Different geometries of immobilized particles on the
electrode surface, and the spherical coordinate system [33].
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Figure 6.9 Representative cyclic voltammograms, with
dimensionless current and potential, for the full sphere for
K0¼ 0.05. (a) vnorm¼ 1� 10�4; (b) vnorm¼ 1� 10�2; (c)
vnorm¼ 10 [33].
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higher peak-to-peak separation, Dfp, for a given vnorm. The hemispherical micropar-
ticle exhibits the most Cottrell-like response for the voltammetric (and chronoam-
perometric; see Ref. [34]) behavior. The peak-to-peak separation tends towards zero
for the slowest scan rates, as the immobilized microparticle acts like an adsorbed
redox species in a thin layer-like diffusion regime. Decreasing K0 below a certain
value leads to a non-symmetric CV.
The plot ofDfp versus log vnorm formicroparticles shows that, for higher scan rates,

a planar diffusion-like behavior is observed. From the respective ratios with real
dimensional variables, the effect of the microparticles size is visible (Figure 6.10).
The peak-to-peak separation of 50mm and 5mmmicroparticle spheres and hemi-

spheres are compared with the case of the planar diffusion. The hemispherical
particle exhibits a peak separation of zero at low scan rates, as it behaves as an
adsorbedmolecule. With increasing scan rates, Dfp increases and finally approaches
the value(s) for the planar diffusion model. The larger the diameter of the hemi-
spheres and spheres, the earlier the planar diffusion behavior is reached with
increasing scan rates, as the curvature of larger particles has a lesser effect on the
diffusion.
Fromthesimulatedsurfacecoverageprofilesandcyclicvoltammogramsofthethree

consideredmicroparticle geometries and different vnorm values, the following trends
canbe seen.There is thin layer-like behavior at lowscan rates, symmetricalwaveswith
increasing peak-to-peak separations at increasing scan rates, and asymmetry of the
peak current appears, when the coverage of the product species on the sphere (and
inverted hemisphere, see below) is no longer roughly uniform to equatorial point, the
three-phase-contact point, leading to a reduced back scan current (cf. Figure 6.9).
The inverted hemisphere geometry shows near-identical responses as for the sphere,

Figure 6.10 Plots of peak-to-peak separation against log vnorm for
k0¼ 1� 10�5 and different sphere radii. Results for spheres and
hemispheres are compared with the case for planar diffusion
only [33].
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while for the hemisphere there are much smaller planar-diffusion-like peak-to-peak
separations, with much higher symmetrical responses.
Plots of the ratio of the logarithmof normalized peak currents (logNup) against the

scan rate parameter vnorm for the sphere and hemisphere geometries (Figure 6.11)
show that the gradient at low scan rates tends towards unity for both cases, according
to the behavior of the (semi-)sphere as a single �adsorbed molecule�. For the
hemisphere case (Figure 6.11a) the slope changes to 0.5 at higher scan rates,
corresponding to a simple planar diffusion.
One important finding of this study is that, for the case of full-sphere geometry

(Figure 6.11b), the planar diffusion model is not an appropriate approximation.
Rather, the microparticle sphere exhibits a region, where the reverse scan current
decreases with scan rate, as the geometry favors a convergent diffusion of charge –
that is, towards the equatorial point of the three-phase contact. This causes a
�dilution� of the product species near this point at scan rates above the thin layer

Figure 6.11 Plots of the logarithm of the dimensionless peak
current log Nup against log vnorm at different K0 values for (a) the
hemisphere case and (b) the full-sphere model [33].
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cell behavior, and the back-scan current is relatively diminished. Higher scan rates
will finally outrun this effect, at which point the peak current will again begin to
increase.

6.3.2.2 Voltammetry at Random Microparticle Arrays
Solid electrodes, modified with microparticles attached onto the surface, can be
assumed as the result of the usual abrasive transfer by rubbing, for example, a
graphite rod over nanogram amounts of the respective sample. These adhered
microparticles are randomly distributed over the surface, and the whole set-up can
be understood and theoretically treated as random array of microdisk electrodes
(unlike regular arrays, see: Section 6.3.2.3) (Figure 6.12).

Figure 6.12 Schematic diagram illustrating the difference in
distributions between a regular and random array of microdisc
electrodes of equal size, Rb, and macroscopic coverage, Q [35].
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All microparticles on the array surface will contribute to the observed current–
voltage (I–E) response. To describe the random distribution, the following
parameters are defined [35]. The microscopic coverage q refers to the fractional
coverage of an individual diffusion domain (see next section):

q ¼ pR2
b

pR2
0

¼ R2
b

R2
0

; ð6:11Þ

where Rb is the microparticle (disk) radius and R0 the domain radius. The active area
of a single domain is thus qpR2

0, or pR2
b. The macroscopic coverage Q comprises the

fractional coverage of the whole array surface; that is:

Q ¼ NpR2
b

Aelec
; ð6:12Þ

whereN is the number ofmicroparticles in the array andAelec is the total surface area
including the insulating parts (see figure above). Hence, Q Aelec equals the active
array area (i.e., for a regular array of microparticles, Q¼ q). For a given value of Q, a
random array may consist of a wide range of q values. When comparing the
voltammetric characteristics of random versus regular arrays of microparticles, it
can be said that both arrays (e.g., with same Q) possess differences in voltammetry.
A random array will never comprise an I–E response greater in magnitude than that
of a regular array of the samemacroscopic coverageQ, but will be, at the utmost, the
same magnitude.

6.3.2.2.1 The Diffusion Domain Approach The so-called diffusion domain ap-
proach was first proposed by Amatore et al. [36], and has proved highly useful in
several theoretically based reports on this subject to model the diffusion current at
those randomly distributed spherical micro- (or nano-) particle arrays [35, 37–39].
The electrode surface can be understood as an ensemble of independent cylindri-

cal diffusion domains of radius r0 with the respective solidmicroparticle at the center
(Figures 6.13 and 6.14).
These zones are approximated as being cylindrical, with the particle situated at the

symmetry axis. If a random spatial distribution of microparticles is assumed, the
respective diffusion domains (cylinders) are of different sizes, with a probability
distribution function as follows [41]:

f ðsÞ ¼ 343
15

ffiffiffiffiffiffi
7
2p

r
s
hsi

� �5=2

exp � 7
2

s
hsi

� �
; ð6:13Þ

where s is the diffusion domain area (of a specific particle), and hsi the mean area (as
the average of all particles). The mass transport can be simulated at a range of
differently sized diffusion domains, and the current response of each domain is then
weighted according to Equation 6.2. The total voltammetric response for the whole
array results from a summation of the individual currents. The diffusion domain
approach can help to simplify the 3-Ddiffusion process at/towards themicroparticles
since, by considering the highlighted plane in Figure 6.14, the experiment can be
simulated two-dimensionally.
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6.3.2.2.2 TheDiffusion Categories Following a classification in a recent review [42],
the situation of the microparticle-modified electrode can be described and treated as
that of a spatially heterogeneous, or partially blocked, electrode. The solid macro-
electrode is partially covered withmicroparticles, which – for the sake of theoretically

Figure 6.13 (a) Schematic diagram of diffusion domains for a
random distribution of spherical nanoparticles (gray circles); (b)
The highlighted diffusion domain; (c) A cylindrically approximated
diffusion domain [37].

Figure 6.14 Coordinate system used to model the diffusion
domain for a cylindrically approximated diffusion domain. The
plane to be simulated is shaded [40].
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treatability – are assumed to be inert, so that they partially block the electrode towards
electrolytic reactions, but subsequently (as in reality) they are assumed to be
electroactive. The electrode reaction is supposed to follow Butler–Volmer kinetics.
Four main categories can be discussed, if the same total coverage q of the electrode
surface is considered to be realized bymicroparticle(s) of different numbers and sizes
– that is, one �macro-block� particle, or increasingly smaller particles, but a larger
number of them.

. Category 1: here, both the blocked and unblocked surface are macroscopically
large (cf. Figure 6.15). The unblocked electrode experiences linear diffusion, and
the observed voltammograms will be the same as for the unblocked case, but with
currents reduced by the factor (1� q).

. Category 2: this comprises electroactive zones of �micro� size, which are separated
by sufficiently large inert blockingmaterial. This electrode as a whole behaves as a
collection of isolatedmicroelectrodes, each of which exhibits convergent diffusion
(radial and axial).

. Category 3: here, the electroactive parts of the macroelectrode behave like
microelectrodes. A convergent diffusion regime results from the size, but the
scale of the insulating parts is sufficiently small, so that the adjacent diffusion
layers begin to overlap with each other.

Figure 6.15 Voltammetric behavior of a heterogeneous electrode
with active and inert parts, illustrating cases 1, 2, 3, and 4 (see
text) [42].
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. Category 4: this comprises heavily overlapping diffusion layers of the electroactive
�microelectrode�-sized zones; thus, the heterogeneous electrode as a whole
behaves almost like an unblocked electrode. This limiting case was discussed
earlier by Amatore who concluded, in accordance with these results, that linear
diffusion characteristics – albeit with an apparently reduced electrochemical rate
constant k0(1� q) – appears at a partially blocked electrode of coverage q [36].

Categories 1 and 4 exhibit both the characteristics of linear diffusion, and
consequently the simulation or fitting of the voltammetric responses can be
performed with available simulation/fitting tools (e.g., Ref. [43]), according to and
based upon the theory outlined in Section 6.3.1. Electrodes following category 2
respond as an array of diffusionally independent microelectrodes, while category 3
must include the beginning overlap of adjacent microelectrode diffusional fields.
Both features must be considered for simulation of the voltammetric signals. The
diffusional distance, d, as derived from the Einstein equation:

d ¼
ffiffiffiffiffiffiffiffi
2Dt

p
ð6:14Þ

or, considering the potential width of the respective cyclic voltammograms, that is,

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2D

DE
n

r
; ð6:15Þ

can be compared with the size of themicroparticles on the electrode surface, to index
(assign) the electrochemical experiment under consideration into the given model
categories 1 to 4. In another theoretical study conducted by the same group [37],
simulated concentrationprofiles of the fourmodel categoriesweregiven (Figure 6.16;
here, sSR refers to the dimensionless scan rate, and R0 to the diffusion domain size).
This approach has been tested on regular microdisk arrays – that is, arrays

ofmicrodisks separated fromeach other by a distance of 10mmormore [42].However,
this holds true for both random assemblies of microelectrodes (RAM electrodes) as
well as electrochemically investigated microelectrodes (e.g., by Fletcher and
Horne [44]), as a wide enough spacing between microdisks guarantees resistive and
diffusive independence. Figure 6.17 shows experimental cyclic voltammograms from
the oxidation of aqueous potassium hexacyanoferrate (II) at a gold microdisk array
comprising a cubic distribution of 10mm-diameter diskswith center-to-center nearest-
neighbor separations of 100mm, as well as the respective simulated signals.
From the block radius of 45mm, the d values calculated fromEquation 6.15 are, for

example, 125mm and 80mm for scan rates of 10 and 25mVs�1, respectively, and
therefore the electrode can be assigned to category 3. For 100mVs�1 (and above)
however, with d¼ 40mm, this electrode is showing category 2 behavior. The scan rate
behavior is changing accordingly.
Streeter et al. used the model system of glassy carbon microspheres each of

15� 5mm radius, covered with Pd, and abrasively transferred and attached onto the
surface of a basal plane pyrolytic graphite (BPPG) electrode. In this way, it was
possible to compare these experiments with numerical simulation results of the
discussed main diffusional regimes of microparticle modified electrodes [37]. The
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experimental cyclic voltammograms for electrodes with three different fractional
surface coverages

Q ¼ NprS
A

ð6:16Þ

(where rS is the spherical particle radius,A is the area of the supporting electrode, and
N the number of spherical particles present on its surface) were compared in
Figure 6.18. The respective reaction is the electrocatalytic reduction of protons at
the Pd surfaces. Note that the electron transfer at these applied potentials takes place
at the interface between the microsphere and the solution, and not at the electro-
chemically inert BPPG.
Different surface densities and different scan rates were studied. The cyclic

voltammograms in Figure 6.18a, with a surface coverage of 0.445, refer to the
diffusion behavior expected for category 4. That is, the high particle density causes a
considerable overlapping of neighboring diffusion zones to form a near-linear planar
net diffusion layer. The respective dependence of peak current, ip, versus square root
of scan rate, v, is linear, supporting this assumption. The respective plot for
Figure 6.18c of Q¼ 7.64� 10�3 deviates from linearity, especially at higher scan

Figure 6.16 Simulated concentration profiles at a diffusion
domain containing a spherical particle. Category 1: sSR¼ 1000.
Category 2: sSR¼ 10. Category 3: sSR¼ 1. Category 4: sSR¼ 0.01.
For all categories R0¼ 2. Concentration profiles were taken at the
linear sweep�s peak potential [37].
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Figure 6.17 The simulation of microdisk arrays
addressing the issue of diffusional
independence. Shown are experimental
voltammetric results obtained from theoxidation
of 1mmol l�1 ferrocyanide in 0.1mol l�1 KCl at a
gold microdisc array comprising a cubic

distribution of 10mm-diameter discs with center-
to center nearest-neighbor separations of
100mm. Scan rates used (from bottom to top of
the curves) were 10, 25, 50, 75, 100, 150, and
200mV s�1. [42].

Figure 6.18 Cyclic voltammetry in 3mM HCl,
0.1M KCl at a 5mm-diameter BPPG electrode
modified by the abrasive attachment of different
amounts of Pd-CMs. The fractional surface
coverage of particles was: (a) 0.445; (b) 0.118;

and (c) 7.64� 10�3 cm2. For each graph, the
curves (a), (b), and (c) correspond respectively to
voltammograms recorded at 10, 100, and
500mV s�1 [37].
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rates; moreover, the peak shape suggests near-steady-state diffusion. The diffusional
behavior can thus be assigned to category 2 – that is, diffusionally independent
microparticles, and with a much less significant overlapping of diffusion layers.
Figure 6.18b, whereQ¼ 0.118, finally comprises category 3 diffusion, when the plot
shows a deviation of linearity, thus from overall planar diffusion, but the transient
voltammograms suggest considerable overlap of diffusion zones.
For thenumerical simulation,2) a singlestep (fast andreversible) electrontransfer at

the spherical particle surfaces has been assumed, with surface concentrations
following the Nernst equation [37]. The microparticles were modeled as being
randomly distributed on the supporting planar surface, such that the diffusion zones
of the individual microparticles are allowed to overlap. The respective flux–potential
plots fordifferentvaluesofQshowatQ¼ 10�4andbelow,almost thesameresponseas
for an isolated spherical particle (see category 2). Thewave shape approximates that of
steady-state diffusion, while the diffusion limiting current can be given as:

ilim ¼ �8:71nFDrScb; ð6:17Þ
where cb is the bulk concentration and rs is radius of the microparticle.
With increasing particle density, the simulated voltammograms decrease in

magnitude and become more peak-shaped (Figure 6.19). The diffusional behavior
changes into category 3. For very high surface coverage, the diffusional regime of
category 4 is active. For the here-assumed reversible electron transfer, the current can
be given by the Randles–Šev�cik equation.
In conclusion, the highest total current output – from both theoretical

and experimental standpoints – is observed with a high surface coverage of

Figure 6.19 Simulated linear sweep voltammograms of a
reversible electron transfer at a spherical particle modified
electrode. Scan rate sSR¼ 0.01; Q varies from 10�4 to 0.1 [37].

2) The numerical simulation for this study is
based on the alternating direction implicit fi-
nite difference method, using an expanding

simulation grid with highest mesh density in
the region of the particle [37].
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microparticles, corresponding to a net planar diffusion regime (category 4),
whereas the highest rates of mass transport to a single microparticle sphere were
found with a low surface coverage (category 2). The cyclic and linear sweep voltam-
metric characteristics associated with diffusion categories are summarized in
Table 6.1 [35].

6.3.2.2.3 Voltammetric Sizing The average size of inert microparticles deposited
on an electrode surface has been determined using cyclic voltammetric measure-
ments [45]. This method was proposed to be used for smaller particles (i.e., if optical
microscopy is not possible) as an inexpensive alternative solution to scanning
electron microscopy (SEM).
The microparticles are assumed to cover a solid electrode surface, such as

edge-plane graphite. A simple one-electron redox system:

Aþ e� �!k0;a B ð6:18Þ
is considered, where k0 is the electron transfer rate constant and a is the symmetry
coefficient. Experimental cyclic voltammograms are recorded on a redox couple
present in solution at different scan rates, for example, between 0.2 and 2Vs�1, and
are compared with cyclic voltammograms from digital simulations. The diffusion
coefficients of the A and B components (DA and DB, respectively) and kinetic
parameters k0 and a can thus be determined. When an inert material is distributed
over the electrode surface, nonlinear diffusion will act during the experiment,
resulting in a depletion above the blocking material; that is, a (partially) blocked
electrode is present (see Section 6.3.2.2.2). The size of the blocks compared to the size
of diffusion layer thickness d defines the extent of this depletion. Therefore, the size
of microparticles and their total area affect the resulting cyclic voltammogram, and
their values – provided the total mass and density are known – are accessible.

Table 6.1 Linear sweep and cyclic voltammetry characteristics
associatedwith the four categories (see text), where d is the size of
the diffusion zone, Rb is the microdisc radius, d is the center-to-
center separation, Ip is the peak current, Ilim is the limiting current,
and n is the scan rate [35].

Category

Property 1 2 3 4

d vs. Rb d<Rb d>Rb d>Rb d>Rb

d vs. d d< d d< d d> d d> > d
Type of response Clear peak! Ip Steady

state! Ilim

Slight peak to
clear peak! Ip

Clear peak! Ip

Scan rate
dependence?

Yes No Yes Yes

Current
dependence

Ip/ n0.5 Ilim/Rb — Ip/ n0.5
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6.3.2.3 Voltammetry at Regularly Distributed Microelectrode Arrays
(Microarrays, Microbands)
Girault et al. earlier proposed cyclic voltammetry simulation for a regular microdisk
array, based upon a 3-D cubic packing geometry [46]. Later, studies performed by
Davies andCompton led to the proposal of a theoretical treatment for cyclic and linear
sweep voltammetry of regular (as well as random) arrays of microdisk electrodes,
following the diffusion domain approach (see Section 6.3.2.2.1) [35]. Of special
attention here were the discussion of the diffusion zone(s) and its overlap (see
Section 6.3.2.2.2) at microdisk arrays, in order to provide conditions for the fabrica-
tion of microdisk arrays. The center-to-center separation d between individual
microparticles (i.e., microelectrodes) is highly relevant to the voltammetric chara-
cteristics of the array electrode. Preferably, dmust be sufficiently large so as to avoid
the diffusion zone overlap with a following �shielding effect� (see Section 6.3.2.2.2),
but not too large as to result in an unnecessary waste of surface area. It can be
concluded, that category 2 is themost common andmost favored category associated
withmicroelectrode arrays, as this results in the highest faradaic current/background
current ratio. Category 2 type arrays exhibit scan rate-independent voltammograms
with steady-state characteristics.
Davies and Compton simulated3) a regular array of microelectrodes, varying the

diffusion domain approach, as illustrated in Figure 6.20.
In view of the above-mentioned points, the offset of category 2/onset of category 3

behavior (beginning overlap of diffusion zones) is a crucial criterion in the voltam-
metry of regular arrays of microparticles/microelectrodes. Usually, a linearly depen-
dent expression on themicroparticle disk radiusRb for the size of the diffusion zones
is given and used, for example, d > 20 Rb [47]. Davies et al., in contrast, proposed a
condition to ensure diffusion of category 2 behavior as follows [35]:

d > 2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2D

DE
n

r
; ð6:19Þ

(see case C3 in Ref. [35]). The limiting current, Ilim, is calculated as follows:

Ilim ¼ 2pRbFDA½A�bulk; ð6:20Þ
with all symbols having their usual or previously defined meanings. Upon reaching
the limiting current plateau, the Nernst diffusion layer thickness dN is only depen-
dent onRb (not onD or n). Independent of the size of individualmicrodisks, a center-
to-center separation of at least 560mm would be required for example parameters:
D¼ 10�5 cm2 s�1, and n¼ 5mVs�1.
The dependence of the microparticle (microdisk) size on respective linear sweep

voltammograms is illustrated in Figure 6.21.
With decreasingR0, or equivalently decreasing d, the voltammograms for each set-

up changes: themagnitudes decrease, and limiting currents gradually are replaced by
peak-shaped curves. That is, the diffusion category changes from type 2 to 3.

3) For simulation, a finite difference-based app-
roach with expanding grid has been employed.
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Moreover, a category 3 to 2 transition can be found in Figure 6.21b at R0¼ 1.5mm.
The �critical� value of R0, below which transition to category 3 diffusion occurs, is
highly dependent on the microparticle disk size.
The scan rate dependence is shown for two regular arrays of 1mm microdisks,

respectively, but with different values of R0 (or center-to-center distance d).
Whereas, Figure 6.22a shows clearly category 2 behavior for all scan rates, the set-

up in Figure 6.22b allows a transition into category 3 (or probably category 4)
diffusion by decreasing the scan rate. The timescale of the experiments increases,
which results in larger diffusion zones, that begin to show �shielding�/overlapping
effects. In other words, a sufficiently high scan rate will ensure category 2 type
voltammetry with a limiting current, as given above.
Finally, the diffusion coefficient D also affects the voltammetric characteristics,

as its decrease will significantly reduce the area of the respective diffusion zone,
and vice versa.

6.3.2.4 The Role of Dissolution in Voltammetry of Microparticles
During a solid-state electrochemical reaction of microparticles (but also of adhered
films, solid paste electrodes, etc.), the process may not be totally confined to the solid
state, but be accompanied by dissolution processes. This may lead to typical
voltammetric features of both, solid-state and solution-phase reactions. Schr€oder

Figure 6.20 (a) Cubic and (b) hexagonal arrays of microdisk
electrodes, with their corresponding diffusion domains [35].
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and Scholz referred to a dissolution, reprecipitation and ion-exchangemechanism in
the context of studies on hexacyanoferrate-, octacyanotungstate-, and octacyanomo-
lybdate- adhered microparticles [48]. For the voltammetry of C60 microparticles
adhered to an electrode and in contact with dichloromethane, Bond et al. proposed a
mechanism involving the slow dissolution of adhered C60, but a rapid dissolution of
the reduced formC�

60 [49]. In a recent report, the same group described systematically
the influence of dissolution usingmicroparticles adhered to electrode surface and in
contact with several aqueous electrolyte solutions, in which variable levels of
solubility were given [50].Microparticles of TCNQand [PD][PF6]3

4) have been studied
in contact with aqueous electrolyte solutions, but also with ionic liquid in addition to
(or instead of) the aqueous solution, thus giving rise to different reaction pathways
due to different solubility conditions [50].
It can be stated that the nature of the voltammetric response is very sensitively

dependent on the solubility of the solid phase, in either (or both) oxidized
and reduced forms, andeven to least extent. Thedissolutionprocessmay be associated

Figure 6.21 Simulated linear sweep voltammograms for diffusion
domains (see text). The system parameters are n¼ 0.1 V s�1,
D¼ 10�5 cm2 s�1, k0¼ 1 cm s�1 and [A]bulk¼ 1mM. Parts (a)–(d)
correspond to domains containing discs of radius Rb¼ (a) 10mm,
(b) 1mm, (c) 0.1mm, and (d) 0.01mm. In all four parts the domain
radius, R0, is varied from 500 to 1mm (where appropriate) [35].

4) 7,7,8,8-Tetracyanoquinodimethane and 1,3,5-
tris(3-pyridiniumferrocenylmethylamine)-
2,4,6-triethyl benzene hexafluorophosphate,
respectively.
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with enhanced currents, or (other) changes of voltammetric characteristics. Depend-
ing on the respective solubility conditions, the diffusion regimemay change, although
multiple reaction pathways may also occur.

6.3.3
Voltammetric Stripping of Electroactive Microparticles from a Solid Electrode

6.3.3.1 Microparticles Within a Carbon Paste Electrode
An early attempt to explain, on a theoretical basis, the stripping voltammetric
(anodic stripping voltammetry; ASV) response of, for example, electroactive metal

Figure 6.22 Simulated linear sweep voltammograms for a
microdisk of radius Rb¼ 1mm in a diffusion domain of radius: (a)
R0¼ 200mm (effectively a single unshielded microdisk); and (b)
R0¼ 30mm. D¼ 10�5 cm2 s�1, k0¼ 1 cms�1 and [A]bulk¼ 1mM.
In both parts the scan rate is varied from 0.005 to 2 V s�1, as
indicated [35].
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microparticles within a carbon paste electrode was made by Brainina et al. [51, 52].
Here, themetalmicroparticles (powder) are considered to be uniformly distributed
within the carbon paste, which is assumed as a continuous, conducting medium.
For both reversible and irreversible conditions, Butler–Volmer kinetics and uni-
formplanar diffusion over thewhole electrode were assumed. The peak potential of
the stripping process under electrochemically reversible conditions is given as

Ep ¼ E0 þ RT
F

ln c0i dpn
1=2 þ const:; ð6:21Þ

where c0i is the initial concentration of metal particles to be stripped, within the upper
surface layer of the electrode (in mol cm�3), and dp is the particle diameter (in cm).
The case of electrochemically irreversible stripping using the planar diffusion

model is consistent with the results of a recent study [40] (see also Section 6.3.3.2).

6.3.3.2 Microparticles on a Solid Electrode Surface
A recent report outlined the theoretical treatment of a solid three-phase electrode
approach (as detailed above), describing the anodic or cathodic voltammetric
stripping process associated with the respective solid-state reaction of microparticles
in the micrometer range [40]. The stripping process – that is, dissolution of the solid
deposit by a cathodic or anodic sweep – was generally treated to form a consistent
theory on three-phase electrodes such as abrasive-treated solid electrodes, and
therefore also including many frequently used solid materials/electrodes such as
edge plane pyrolitic graphite or boron-doped diamond electrodes.
The stripping phase has been modeled using a two-dimensional (2-D) simulation

approach.5) For this model, each solid particle on the electrode surface is assumed to
have a cylindrical form with minimal height, thus comprising �flat disks� (see
Figure 6.23).
The electrode surface Aelec was assumed to contain N electroactive metal or metal

oxide centers, respectively, which can be not only uniformly but also (mimicking
more realistic experimental conditions) randomly distributed; an example is the
results of atomic force microscopy (AFM) studies on microparticle electrodes [53].
Here, the diffusion domain approach (as described in Section 6.3.2.2.1) has been
employed; that is, the electrode surface is assumed to be an arrangement of
independent diffusion domains of radius r0. If all particles are of the same radius,
rd, but are distributed in a randommanner, then a distribution of diffusion domains
with different domain radii, r0, follows. The local position-dependent coverage is
given by G. The electroactive microparticle �flat disks� of the radius rd are located in
the center of the respective diffusion domain cylinder. The simulated (linear sweep
voltammetric) reaction follows a one-electron transfer, and species B is stripped from
the electrode surface into the solution, forming A, or:

BðsÞ � e� !AðaqÞ ð6:22Þ

5) Fully implicit finite difference, combined with
Newton�s method, accompanied by Thomas�
algorithm.
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Threemathematicalmodelswereconsidered.FormodelA,a�monolayer�systemis
considered; that is, the coverage of the electrode by the solid particle centers is to be
uniform and, at a specific point, cannot exceed a maximum value Gmax. Model B
assumes a �thin-layer� system, but with no constrictions on the maximum electrode
surface coverage.ModelCfinally considersa�thick-layer� case, such that thestripping
or dissolution of one of multiple layers will mostly leave over a layer underneath.
The case of irreversible stripping conditions for all three models conforms to

Brainina�s planar diffusionmodel approach [51, 52]. The peak potential can be given
for a one-electron transfer by:

Ep ¼ E0 þ RT
ð1�aÞF ln

ð1�aÞFGmax

RTkd
þ RT

ð1�aÞF ln n: ð6:23Þ

This is not dependent on the size of domains – that is, the size distribution of the
diffusion domains. However, by assuming an electrochemically reversible stripping,
Ep is given by (adapted from Refs [51, 52] to this simulation model):

Ep ¼ E0 þ RT
F

ln
Gmaxr2d
r20

n1=2 þ const: ð6:24Þ

Here, in the micrometer size range, the hemispherical (convergent) diffusion
becomes predominant, and different peak potentials are received (see Figure 6.24).
Microscopically, the peak potential increases with metal (microparticle) center

radius rd, but not (as found by Brainina [51]) linearly with ln(rd). As can be explained
on the basis of the simulated concentration profiles, this is due to the nature of
diffusion; that is, with increasing rd the spherical nature of diffusion decreases in
favor of the planar one. The resultant slower transport provides a better chance for a
re-deposition, thus shifting Ep to more positive values (Figure 6.25).

Figure 6.23 Schematic diagram showing the model for the
stripping phase of anodic and cathodic stripping
voltammetry [40].
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The scan rate dependence onpeak potentialmakes it clear that, at highmicroscopic
coverage, a near-linear dependence of Ep on ln(n) applies, with the slope approaching
RT/2F. At low q, however, a hemispherical diffusion becomes predominant. With
higher scan rates, the diffusion layer will become thinner and the diffusion regime
more planar. Adjacent diffusion domains will then overlap with each other.
The result is that the present authors� model and Brainina�s earlier assumption

become increasingly identical andwill lead to the same results: (i) at highmicroscopic
coverage; (ii) with large metal (microparticle) center radii; and/or (iii) at slow scan
rates. In other words, the role of spherical diffusion becomes more important if the
metal (microparticle) center radii and the microscopic coverage are reduced. Spheri-
cal diffusion leads to non-uniform local coverage (sLC), while on the metal center

Figure 6.24 Plot showing the variation in peak potential with
increasing metal center radius, rd, within a fixed domain with
r0¼ 3� 10�3 cm, n¼ 0.1 V s�1, D¼ 1� 10�6 cm2 s�1,
kI¼ 1 cms�1, and Gmax¼ 1� 10�5mol cm�2 [40].

Figure 6.25 Example stripping voltammogram for eachmodel. In
all cases, rd¼ 1� 10�3 cm, r0¼ 3� 10�3 cm, n¼ 0.1 V s�1,
D¼ 1� 10�6 cm2 s�1, kI¼ 1 cms�1, and
Gmax¼ 1� 10�5mol cm�2 [40].
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surface a �shrinking disk� effect takes place – that is, the material is stripped faster
from the edge of the metal center than from the middle.
In Figure 6.26, the increasingly predominant planar (and perpendicular to the

electrode surface) diffusion behavior is visible, as q tends towards 1, such that the
peak potential Ep for all microparticle radii tends towards the same value, as holds
true for the macroelectrode.
The general trend for the case of a randomdistribution of particles on the electrode

surface (i.e., planar electrode surface Aelec, randomly covered with microparticles) is
as for microscopic domains (the following highlights the dependence of global
coverage Q on peak potential Ep; see Figure 6.27). With increasing global coverage,
the peak potential increases, and tendsfinally to that of amacroelectrode. The current

Figure 6.26 Plot showing the variation in peak potential with
increasing domain radius r0. In all cases, rd¼ 1� 10�3 cm,
n¼ 0.1 V s�1, D¼ 1� 10�6 cm2 s�1, kI¼ 1 cm s�1, and
Gmax¼ 1� 10�5mol cm�2 [40].

Figure 6.27 Plot showing the variation in peak potential with
increasing global coverage,Q, for models A, B, and C. In all cases,
rd¼ 1� 10�3 cm, n¼ 0.1 V s�1, D¼ 1� 10�6 cm2 s�1,
kI¼ 1 cms�1, Gmax¼ 1� 10�5mol cm�2, and Aelec¼ 1 cm2 [40].
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is also changing linearly with Q, as the total metal (microparticle) area on the
electrode surface will be changed.
A study to compare these simulation results [40] with experimentally acquired data

has been reported, where the �monolayer� model A discussed above was applied to
the (under potential deposition and) stripping of a monolayer of lithium at platinum
polycrystalline and monocrystalline [(1 0 0), (1 1 0), and (1 1 1)] electrodes in
tetrahydrofuran [54].
The specific case of stripping froma randomarray ofmicrodisks electrode – that is,

microdiskswhich are randomly arranged as part of the electrode surface –was treated
on a theoretical basis by Fletcher and Horne [44] (see also Section 6.3.2.2).

6.3.4
Voltammetry of Single Microparticles (Microcrystals, Nanocrystals) on
Solid Electrodes

Thefollowingresults areapplicable toanyelectrodemodifiedwitha sparsedistribution
of microparticles. The mass transport to a single, diffusionally independent micro-
particle can (in theory) be treated on an equal basis as a microparticle within an
independent diffusional zone in the experimental time scale with respect to its
neighbors. Therefore, many theoretical results produced for microparticle arrays of
diffusional categories 1 and 2 (see Section 6.3.2.2.2) are also valid for single particles.
Based on the results of numerical simulations, Streeter and Compton [55] dis-

cussed the current response from different microparticle (or nanoparticles) of
various shapes, including hemispheres, distorted spheres, and distorted hemi-
spheres (see Figure 6.28). Here, the planar electrode beneath the particle is assumed
to be conducting, and there is a point (or line) of electrical three-phase contact.
However, the electrode is also electrochemically inactive, and electron transfer is
feasible on the particle surface only. The current is simulated numerically6) by solving
themass transport equations in cylindrical polar coordinates,7) which is applicable (in
principle) to any curved particle with an axis of symmetry, thus including spheroid
and hemispheroid shapes. Its shape is described by a dimensionless parameter BL,
which is the ratio of the lengths b and a (see Figure 6.28). Mass transport obeys Fick�s
second law of diffusion, assuming an n-electron transfer reaction: A þ ne��B,
where the A and B species are soluble.
Hence, the analytical expression for diffusion-limiting current at a hemispherical

electrode is given by [55]:

ilim ¼ �2pnFDrs½A�bulk; ð6:25Þ
(with all symbols having their usualmeanings). The results of a numerical simulation
in this study have been compared to (and confirmed by) that of Equation 6.25. For a

6) Alternating direction implicit finite difference
method in conjunction with the Thomas�
algorithm has been applied.

7) Alternatively, this system could be modeled by
solving the diffusion equations in spherical
radial coordinates [56].
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spherical particle, the diffusion-limiting flux was found to be:

ilim ¼ �8:71nFDrS½A�bulk; ð6:26Þ
and for spheroids and hemispheroids:

ilim ¼ �jnFD½A�bulk
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

2

r
: ð6:27Þ

Figure 6.29 shows some example linear sweep voltammograms assuming different
scan rates (sSR refers to the dimensionless scan rate; sSR ¼ ðF=RTÞðnr2S=DÞ). As the
experimental time scale decreases, the diffusional behavior changes from near-
steady-state to near-planar diffusion. With respect to the different shapes of micro-
particles, themass transport-limiting currentwas found to be fairly consistent; that is,
a difference of less than 2% for sphere and hemispheres of equal surface area.

Figure 6.28 Various shaped particles on a supporting planar
surface. (a) Oblate spheroid; (b) Prolate spheroid; (c) Oblate
hemispheroid; (d) Prolate hemispheroid [55].

Figure 6.29 Simulated voltammetry for a reversible electrode
transfer at the spherical particle. The following scan rates are used:
(a) sSR¼ 10�3; (b) sSR¼ 1; (c) sSR¼ 1000 [55].
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6.3.4.1 Voltammetric Sizing of a Microparticle Sphere
Voltammetric measurements could enable the size determination (see also Sec-
tion 6.3.2.2.3) of single particles of known shape, such as a sphere on a microelec-
trode [57]. The respective microparticle is positioned centrally on a microelectrode,
after which cyclic voltammetric measurements are recorded over a wider range of
scan rates (e.g., from 2mVs�1 to 1.5 Vs�1). With slower scan rates, themicroparticle
sphere increasingly perturbs the voltammetric signal, while the diffusion layer
changes simultaneously (in both size and shape) from an almost flat layer to an
approximately hemispherical shape. The sphere affects the voltammetric response,
in that there is a relationship between themicroparticle size and the peak current (see
Figure 6.30).
The peak current increases (tends towards the value obtained for a bare electrode)

with decreasing scan rates, as themass transport will not be hindered by small sphere
sizes. With increasing scan rates, the diffusion layer thickness decreases, and
minimizes the effects of mass transport on the voltammetric response. Eventually,
numerical simulations8) of cyclic voltammograms as a function of scan rate will
provide information on the microparticle sphere radius.

Figure 6.30 Simulated voltammograms for different radii of the
sphere positioned in the center of the electrode. For the
simulation the following parameters are used:
[A]bulk¼ 3� 10�6mol cm�3, re¼ 59mm, v¼ 0.1 V s�1, a¼ 0.5,
D¼ 0.63� 10�5 cm2 s�1, k0¼ 0.05 cm s�1, Estart¼�0.2 V,
Estop¼ 0.5 V, and E0¼ 0.19V [57].

8) The alternating direction implicit (ADI)
method combined with a modified Thomas
algorithm was used.

6.3 Theory j211



6.4
Examples and Applications

Since its introduction in 1989 [3, 4], the voltammetry of (immobilized)microparticles
(earlier termed abrasive stripping voltammetry) has attracted considerable attention
and initiated a wide range of experimental and theory-based studies. As outlined in
Section 6.1, the first decade of investigations has been well reviewed [5–8], while a
recentmonograph [9] has included the details of any diverse applications up until late
2004. Consequently, whilst the following sections will focus on the period between
2005 and the present, any earlier contributions deemed relevant to an understanding
of the current investigations will also be cited or discussed.

6.4.1
Analytical Studies of Objects of Art

The value of voltammetric studies of immobilized microparticles for investigating
objects of art was demonstrated by the group of Dom�enech-Carbó in Valencia. These
authors described the analysis of Maya Blue, which had been used in wall paintings
found at several archeological sites at Campeche and Yucat�an in Mexico [58–62].
Figure 6.31 shows a wall painting from the Early Classical Maya period. The Maya

Figure 6.31 Wall painting from the archaeological site ofMayap�an
(Campeche region, Mexico) showing the typical Maya Blue.
Courtesy of Institute of Restoration of Cultural Heritage,
Polytechniqual University of Valencia, Spain.
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Blue pigment was produced by the ancient Mayas from indigo, which they extracted
from Indigofera suffruticosa, and a local clay called palygorskite, afibrous phyllosilicate
[ideally: (Mg-Al)4Si8(O,OH,H2O)24�nH2O]. Maya Blue is famous for its stability and a
hue that ranges from bright turquoise to greenish blue. Unfortunately, neither the
procedure used by the ancient Mayas is known, nor how they produced the different
hues. Althoughmany questionswere raised regarding the composition ofMayaBlue,
Dom�enech-Carbó and colleagues [58–62] were able to prove thatMaya Blue consisted
of indigo and dehydroindigo attached to palygorskite. They were also able to
reconstruct the preparation technique by investigating the solid-state electrochem-
istry of Maya Blue prepared in their laboratory, according to different recipes.
Subsequently, the application of hierarchical cluster analysis and other chemometric
methods to the voltammetric data allowed distinctions to be made among samples
from different archeological sites and periods. In combination with other, non-
electrochemical techniques, these authors were even able to deduce information on
the temporal developments of the preparation techniques.
In another report from the same group, different anthraquinone-based dyes were

studied using square-wave voltammetry following themechanical immobilization of
microparticles on the surface of graphite/polyester composite electrodes [63].
Inorganic pigments and corrosion products of metals have also been studied

intensively by using voltammetry of immobilized microparticles. In this way, it
was possible to identify hematite as the main corrosion product of a modern steel
sculpture in Valencia [64]. Iron (III) oxides and oxide-hydrates are characterized
by reductive dissolution signals with very distinct peak potentials and signal
shapes.
Interestingly, electrochemistry also allows information to be extracted regarding

the nature of binders used in paint formulations. The binders, which include
vegetable oils, casein, egg, and bovine gelatin, react with the surface of mineral
particles in such a way that metal ions are released to the adjacent binder layers. This
in turn leads to additional reduction signals that can be detected and reflect the nature
of the metal-binder species [65]. This serves as a form of speciation analysis with
respect to metal ions in solid phases.

6.4.2
Metal Oxide and Hydroxide Systems with Poorly Crystalline Phases

Metal oxide andhydroxide systems servemany functions, including roles as pigments,
inmineralogy, and also in catalysis. The classic techniques used in such investigations
have included diffraction (especially X-ray diffraction; XRD), thermal analysis, trans-
mission electron microscopy, Fourier transform infrared (FTIR) spectroscopy and
Raman spectroscopy (see also Chapters 2 and 4). Until the introduction of voltam-
metry in the analysis of immobilizedmicroparticles, electrochemical studies had been
confined to solid electrolyte cells (Chapter 12), normally functioning at elevated
temperatures. Unfortunately, these studies proved to be inapplicable for analytical
characterization, and consequently a series of systematic studies was undertaken
using immobilized microparticles of iron oxides and oxide-hydrates (for reviews, see

6.4 Examples and Applications j213



Refs. [6–9, 66]). Following the application of aqueous electrolyte solutions, the major
potential of electrochemical studies became more clear, in that:

. Electrochemistry could also be applied to X-ray amorphous phases, for which it
may yield unambiguous information.

. Electrochemical signals may be used for the quantitative analysis of solid solution
systems.

. Electrochemistry could also provide interesting information on the reactivity of
these phases (i.e., electrochemical kinetics).

. Electrochemistry could provide granulometric information, as the reactivity is
often size-dependent.

Kovanda et al. [67] have employed not only the voltammetry of immobilized
microparticles but also several solid-state analytical techniques when studying the
thermal behavior of a layered Ni–Mn double hydroxide. The important advantage of
these electrochemical experiments was that they proved the presence of substantial
amounts of amorphous compounds. Moreover, distinct signals could be identified
for the reductive dissolution of the different phases.
In another study, Grygar et al. [68] investigated the formation of mixed Cu–Mn,

Cu–Mn–Al, Cu–Mg–Mn, and Cu–Mg–Mn–Al oxides by the calcination of amor-
phous basic carbonates, or by the calcination of hydrotalcite-like precursors. A
combination of XRD and electrochemical measurements (again reductive dissolu-
tions in aqueous electrolytes) led to the crystalline and amorphous phases being
identified, and their formation during the thermal treatment elucidated.
Of particular interest was the way in which detailed information could be derived

from voltammetric studies of clay minerals treated aerobically with iron (II) solu-
tions. This caused the precipitation of a thin, active layer of iron (III) oxi(hydroxides)
which could later be used for the sorption of arsenate(V) ions [69]. By employing the
voltammetry of immobilized microparticles, it was possible to distinguish different
iron species, namely: (i) ion-exchangeable, labile, or sorbed iron (III) ions; (ii)
ferrihydrite or lepidocrocite; and (iii) crystalline hematite or goethite. Cepri�a et al.
subsequently employed the voltammetry of immobilizedmicroparticles in the phase
analysis of iron (III) oxides and oxi(hydroxides) in binary mixtures, as well as in
cosmetic formulations [70].
The voltammetry of immobilized microparticles was also used for monitoring

stream sediment samples in the vicinity of an old, unmonitoredmunicipal landfill in
Prague, in the Czech Republic, the aim being to detect the presence of Fe and Mn
oxides [71]. The technique proved useful for detecting low concentrations of both
goethite and hematite in paleosol and loess samples, where the total content of Fe
oxides was <2wt%, well below the detection limit of powder XRD. When using this
technique, goethite could also be distinguished from hematite due to a different
electrochemical reactivity of its product of thermal dehydroxylation [72].
Others [73] have also used the voltammetry of microparticles of common sulfide

minerals to examine the influence of pyrrhotite content on the electrochemical
behavior of pyrite-pyrrhotite mixtures. For this, artificial electrodes created from
these two minerals were used, in addition to ore sediment samples [73].
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6.4.3
Electrochemical Reactions of Organometallic Microparticles

The organic and organometallic complexes of transition metals are especially
important in catalysis and photovoltaics, on the basis of their redox and
electron-mediating properties. Whilst most complex compounds can be studied in
(organic) solution-phase experiments, their solid-state electrochemistry (often in an
aqueous electrolyte solution environment) is in general also easily accessible by
attaching microcrystalline samples to the surface of electrodes. Quite often, the
voltammetric characteristics of a complex in the solid state will differ remarkably
from its characteristics monitored in solution. Consequently, chemical, physical or
mechanistic data are each accessible via the voltammetry of immobilized
microparticles.
A selection of organic and organometallic compounds studied in recent years

using the voltammetry of immobilized microparticles is listed in Tables 6.2 and 6.3;
however, only selected contributions will be described briefly in the following
sections.
Whilst conducting a series of experimental and theoretically based studies, the

group of Bond highlighted the value of voltammetric measurements with micro-
particles attached to an electrode in contact not only with aqueous or organic
electrolyte solutions but also with ionic liquids such as N,N-dimethylammonium
N0,N0-dimethylcarbamate (DIMCARB or BMIM9)). In this way, both thermodynamic
and kinetic information could be obtained [81, 92–94, 107, 108]. Within this context,
two benefits should perhaps be mentioned:

. Neutral organometallic compounds are mostly sparingly soluble only (or after
extensive period of sonication) in ionic liquids.

. In contrast, the respective charged compounds formed in the voltammetric
experiment are often shown to be far more soluble and to dissolve rapidly in
viscous ionic liquids.

An additional benefit is that only sub-microgramquantities of the solid are needed,
whereas in a conventional voltammetric set-up volumes of at least 1–10ml of the
ionic liquid, containingmillimolar concentrations of dissolved compound, would be
required. The principal processes involved in the normal oxidation step of micro-
particles of redox active species at the electrode surface, and in contact with an ionic
liquid, are shown in Figure 6.32.
Likewise, Komorsky-Lovri�c et al. investigated the behavior of lutetium bisphtha-

locyanine with the voltammetry of microparticles [108]. This solid-state reaction
(which may be studied with either square-wave or cyclic voltammetry) was shown
to proceed via the simultaneous insertion/expulsion of anion ions. The oxidation
was found to have quasi-reversible characteristics in electrolyte solutions contain-
ing perchlorate, nitrate, and chloride, whereas bromide and thiocyanate

9) 1-n-Butyl-3-methylimidazolium hexafluoro-
phosphate [BMIM][PF6].
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Table 6.2 A selective overview of solid-state electrochemical
studies on organometallics.

Metal Compound Reference(s)

Ru Tris(2,20-bpy) Ru(II) PF6 [74]
Ru cis-Ru(II)(dcbpy)2(NCS)2

a [75]
Ru, Os [Ru(bpy)2 Os(bpy)2 (m-L)] [PF6]

b [76]
Ru Ru(III) dithiocarbamate [77]
Ru Ru(III) diphenyl dithiocarbamate [78]
Ru [Ru(bpy)3] [PF6]2 [74]
Ru [Ru(bpy)3]3 [P2W18O62] [79]
Fe Fe(Z5-C5Ph5) (Z

6-C6H5) C5Ph4 [80]
Fe 1,3,5-tris(3-(ferrocenylmethyl)amino-pyridiniumyl)-2,4,

6-triethylbenzene [PF6]3

[81]

Fe Bis(Z5-Ph5-cyclopentadienyl)-Fe
(II) Fe(III) [82]

Fe Decamethylferrocene [83]
Fe, Co Ferrocene, Cobaltocene [84, 85]
Fe Decaphenylferrocene [86]
Cu Azurin [87]
Co, Mn Co and Mn phthalocyanines [88, 89]
Co [Co(mtas)2] Xn

c,d [90]
Mn fac-Mn(CO)3 (Z

2-Ph2PCH2 PPh2) Cl [91]
Mn cis-[Mn(CN)(CO)2 {P(OPh)3} (dpm)]e [92]
Mo [Bu4N]4[S2Mo18O62] (a isomer) [93]
W [Bu4N]4[SiW12O40] (a, b, g� isomers) [93]
W [Bu4N]4[S2W18O62] (a, g� isomers) [93]
Mo, W [Bu4N]2[M6O19], (M¼Mo or W)f [94]
Mo, W [Bu4N]4[a-SiM12O40]

f [94]
Mo, W [Bu4N]4[a-S2M18O62]

f [94]
W cis-[W(CO)2 (dpe)2]

g [92]
Re cis-trans-[Re(CO)2 (P-P)2]

þ and trans-[Re(CO) (P-P)2]X
h,i [95]

Re trans-Re(Br) (CO)Xj,k [96]
Cr cis-trans-Cr(CO)2 (dppe)2 [96–99]
Cr [(C4H9)4N] [Cr(CO)5I] [100]
Cu [Cu2(H3L)(OH)] [BF4]2, [Cu4L(OH)] [NO3]3

l [101]
Cu Cu(II) 5,10,15,20-tetraphenyl-21H,23H-porphyrin [102, 103]
Os [Os(bpy)2-4-tet-Cl] (ClO4)

m [104]
Os [Os(Ome-bpy)3] [PF6]2

n [105]
Os [Os(bpy)2Cl 4-bpt Os(bpy)2Cl] [PF6]

o [106]

adcbpy¼ 2,20-bipyridine-4,40-dicarboxylic acid.
bL¼ 1,4-Dihydroxy-2,5-bis(pyrazol-1-yl)benzene.
cmtas¼ bis(2-(dimethylarsino)phenyl)-methylarsine.
dX¼BF4

�, n¼ 3; X¼ClO4
�, n¼ 2, 3; X¼BPh4

�, n¼ 2.
edpm¼Ph2PCH2PPh2.
fM¼Mo or W.
gdpe¼Ph2P(CH2)2PPh2.
hP-P¼ diphosphine.
iX¼Cl, Br.
jX¼ (dppe)2, (dppz)/(dppm), (dppe)/(dppm).
kdppz¼ (Ph2P)2 C6H4.
lL¼O4N4.
mtet¼ 3,6-bis(4-pyridyl)-1,2,4,5-tetrazine.
nOMe¼ 4,40-dimethoxy.
obpt¼ 3,5-bis(pyridin-4-yl)-1,2,4-triazole.



electrolytes did not support the intercalation reaction. When the same group
studied the voltammetric characteristics of the lipid-lowering drug simvastat-
in [109], the oxidation reaction of microparticles attached to a graphite electrode
and contacting an aqueous electrolyte solution, featured an irreversible behavior,
the potential of which was measured at approximately 1.1 V (versus Ag|AgCl;
3M KCl).
Dom�enech-Carbó et al. also showed the voltammetry of immobilized micropar-

ticles to be valuable in the unambiguous identification of dyes such as Curcuma and
Safflower in microsamples of works of art and archaeological artifacts (see also
Section 6.4.1) [140]. Here, the use of square-wave voltammetry in aqueous acetate or
phosphate buffers led to the appearance of well-defined oxidation peaks of the dyes in
the potential region of þ 0.65 to þ 0.25V (versus Ag|AgCl).

Table 6.3 A selective overview of solid-state electrochemical studies on organic compounds.

Trivial name or compound class Compound Reference(s)

Azobenzene [110, 111]
Carbazole/polycarbazole [112]

Cocaine [113]
DPPH 2,2-diphenyl-1-picrylhydrazyl [114]

Diphenylamine [115, 116]
Fullerene C60 [117–120]

C60� L2
a [121]

HQBptb,c [122]
5-Aminosalicylic acid, Ciprofloxacin,
Azithromycin

[123]

Quinhydrone, Acridine, Famotidine,
Probucol, Propylthiouracil,
Thionicotinoylanilide

[124]

Lutetium bisphthalocyanine [108]
Organic dyes and pigments [125]
Simvastatin [109]
TCNQ 7,7,8,8-Tetracyanoquinodimethane [126–131]
Indigo [124, 132]

Pb dithiocarbamate, Hg
dithiocarbamate

[133, 134]

Perylene N,N0-bis(4-cyanophenyl)-3,4,9,
10-perylene-bis(dicarboximide)

[135]

Naphthalene N,N0-bis(4-cyanophenyl)-1,4,5,
8-naphthalene-diimide)

[135]

Tetraphenylviologen [96]
1,3,5-Tris[4-[(3-methylphenyl)-
phenylamino]phenyl]benzene

[136]

TTF Tetrathiafulvalene [137–139]

aL¼ p-benzyl-calix[5]arene)2]�8 toluene.
bHBpt¼ 3,5-bis(pyridine-2-yl)-1,2,4-triazole.
cH2Q¼ 1,4-hydroquinone.
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Cepria and coworkers used the voltammetry of immobilized microparticles to
detect and quantify the cadmium pigments (e.g., cadmium sulfide and cadmium
sulfoselenide) used in artists� paints, as well as in glasses, plastics, ceramics, and
enamels [141]. For this, a simple, fast and reliable technique was developed that
proved to be especially applicable for valuable art objects, as it wasminimally invasive
and required only nanogram quantities of material (see also Section 6.4.1). For
quantification purposes, an abrasive stripping scan was used from þ 0.3 V to�1.0 V,
following a 10 s pre-treatment step at �1.5 V. The Cd oxidation peak was evaluated
with respect to an internal AgCl calibration standard.
Solid microparticles of three common drugs have been studied voltammetrically,

including 5-aminosalicylic acid (an active component in the therapy of inflammatory
bowel disease) and two broad-spectrum antibiotics, ciprofloxacin and azithromy-
cin [123]. Minute amounts of these electroactive compounds using for example,
square-wave voltammetry, makes them easily detectable either alone, or within their
normalmatrices (e.g., pills, capsules). Depending on the specific amounts present in
dosage formulations, the voltammetry of microparticles represents an excellent
approach for the rapid detection of an active compound in a formulation, prior to
a quantitative analysis itself. Among other drugs or physiologically relevant com-
pounds studied and/or screened in this way are cocaine [113] and pesticides [142].
The voltammetry of immobilized microparticles has also been used successfully for
the direct identification of famotidine, probucol, propylthiouracil, nicotinoylanilide,
thionicotinoylanilide [124], or benzocaine, cinchocaine, lidocaine, procaine, and
codeine [110]. Initially, the methodology was proposed for rapidly determining the
possible composition of suspected illegal powder samples encountered on the street.
Recently, Oliveira et al. used square-wave voltammetry (but using boron-doped
diamond electrodes) for the highly sensitive electroanalytical determination of
lidocaine in pharmaceutical preparations (gels) [143].

Figure 6.32 Schematic representation of the principal processes
assumed to influence the voltammetric response when a
microparticle modified electrode is placed in contact with an ionic
liquid and when dissolved electrogenerated species Ox1þ (ionic
liquid) undergoes a square reaction scheme [92].
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6.4.4
Selected Other Applications

Extensive studies have been performed on boron-doped diamond films (see e.g.,
Ref. [144]); these are usually polycrystalline thinfilms that are grown on conductive Si
substrates and doped with boron at a nominal atomic concentration of between 1019

and 1021 cm�3. These materials possess a high degree of corrosion resistance,
thermal stability, hardness, light weight, and electrical conductivity. A recent study
was conducted to determine the spatial surface activity of the boron-doped diamond
(SiBDD) electrodes [145]. Whereas, the normal pretreatment of pyrolytic graphite or
glassy carbon would increase the surface defect density, and in turn also the
heterogeneous electron transfer rate [146], a combination of cyclic voltammetry and
AFM showed the electrodeposited Pt microparticle growth to be independent (or at
least less dependent) on the surface microstructure, and to be heavily influenced by
the spatial distribution of the boron dopant [145].
The growth of electrodeposited Pt clusters was investigated with regards to the

number and position of active sites on the underlying diamond; a typical AFM
image and the respective cyclic voltammogram is shown in Figure 6.33. Those Pt
microparticleswith a round shape could be distinguished fromBDDfacets and steps.
Moreover, the deposition of Pt microparticles seemed not to be related to the
geometric characteristics of the BDD crystals. Other interesting results related to
the microparticle shape; when measuring the diameters and heights of particles,
using AFM, most had a raft-like rather than a hemispherical shape (Figure 6.34) (see
also Section 6.3.4). The electrodeposition of Pt was also seen to occur preferentially at
sites with the highest conduction properties due to boron doping. In other words,
only a limited number of BDD sites was present at which the electrochemical
processes would occur preferentially.
Many electrochemical studies relate to mesoscopic (i.e., nanosized) metal

particles [147]. In one study, the nucleation and growth processes of Ag particles

Figure 6.33 (a) AFM image recorded for SiBDD/Pt with a low Pt
coverage, image size 5.2mm� 5.2mm; (b) Cyclic voltammogram
recorded for SiBDD/Pt in 0.05M H2SO4 at 50mV s�1 scan rate
(low Pt coverage) [145].
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were studiednot on a solid substrate but rather at a small liquid | liquid interface [148].
Such interfaces (which were polarized externally with 1,2-dichlorethane/water)
were supported at the tip of tapered circular pipettes with radii of 0.4–6mm.
The electrochemical process involved the reduction of silver ions in the aqueous
phase, with butylferrocene as the organic phase electron donor. The silver nucleation
and growth process was studied using cyclic voltammetry and potential step
chronoamperometry.
The voltammetry of immobilizedmicroparticles was, in several cases, successfully

used as part of a series of standard analytical tasks, including the determination of
�plant-available�metals in soils and sediments [149]. Highly polluted (metal contents
up to a few grams per kilogram) forest/tilled soils and stream sediments from a
mining and smelting area were subjected to single-extraction procedures to deter-
mine the extractable contents of Cd, Cu, Pb, and Zn. As with earlier studies [72], the
content and crystallinity of the Fe and Mn oxides/hydroxides in the solid samples
were determined using voltammetry of microparticles and diffuse-reflectance
spectrometry [149].
Although not related directly to this chapter, current research into electrode

materials for lithium batteries today involves hundreds of research groups worldwide,
the aim being to develop improved cathode materials such as LiMn2O4, LiFePO4,
LiMn1�x�yNixCoyO2, LiMn0.5Ni0.5O2, LiMn1.5Ni0.5O4, LiNi1�xMO2 (M¼Co, Al),
LixVOy, or LixMyVOz (M¼Ca, Cu) (for a recent review, see Ref. [150]; see also
Chapters 5 and 7). Today, the voltammetry of microsized and nanosized particles of
cathode materials represents a standard experimental approach (in addition to X-ray
photoelectron and FTIR spectroscopy, electron microscopy and Raman spectrosco-
py), as it allows assessment of the electrode kinetics relating to film formation on the

Figure 6.34 Pt particles on a surface can form hemispherical or
raft-like particles. (a) The two geometrical models, with r
representing the radius of contact of the particle and h its height;
(b) Height versus radius graph of the Pt particles obtained from
the analysis of sections across 25 particles. All sections were
performed on the same AFM image [145].
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electrode surfaces, or the possible dissolution of transition metal ions. The cyclic
voltammograms of electrodes comprising LiMn1.5Ni0.5O4 microparticles, and re-
sulting from different backgrounds of preparation or handling, are shown in
Figure 6.35. Although two reversible redox couples (Ni2þ /Ni3þ and Ni3þ /Ni4þ )
are visible here, those electrodes composed of an aging material would lose this
voltammetric feature. This arbitrary example illustrates the extreme sensitivity and
high value of these investigations.
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7
Alkali Metal Cation and Proton Conductors: Relationships
between Composition, Crystal Structure, and Properties
Maxim Avdeev, Vladimir B. Nalbandyan, and Igor L. Shukaev

Abstract

The aim of this chapter is to provide an overview of materials where fast transport of
alkali metal cations and protons is observed. A general discussion of factors affecting
conductivity and techniques used to study ionmigration paths is followed by a review
of the large number of cation conductors. Materials with large alkali ions (Na-Cs) are
often isostructural and therefore examined as a group. The lithium conductors with
unique crystal structure types and proton conductors with unique conduction
mechanisms are also discussed.

7.1
Principles of Classification, and General Comments

The aim of this chapter is to provide a brief introduction into the vast field of solid
alkali cation and proton conductors, considering also their Agþ - andTlþ -conducting
analogues. More detailed information and an extensive bibliography can be found
elsewhere [1–21]. The analysis of the relationships between transport properties,
crystal structure and composition of these materials requires, initially, a formulation
of the major classification principles and criteria.

7.1.1
Physical State

Single crystals are the most valuable subjects for investigating the bulk properties of
materials. In particular, they clearly demonstrate the conduction anisotropy (if any),
and are free from grain-boundary effects. For technical utilization, however, they are
usually impractical due to their unsuitable shape and size, and high cost of
production.
Ceramics – that is, sintered polycrystalline bodies (often containing some glass

phase) – are much more suitable for technical purposes because they may be

j227



fabricated at a reasonable cost in a variety of desired shapes, from mere discs to
closed-end tubes and thick-film electrode/electrolyte assemblies. At the same time,
the properties of ceramics depend heavily on processing conditions determining
porosity, grain-boundary phases, grain orientation (see Section 7.1.5), and size.
Impedance spectroscopy analysis enables the elimination of grain-boundary con-
tributions to the total resistance of the polycrystalline materials, and many groups
have reported only bulk (i.e., grain interior) conductivity. However, in this chapter
total conductivities, which are more important for practical applications, are
analyzed.
Cast bodiesmay be prepared rarely, only when the material melts congruently at a

relatively low temperature. These are polycrystalline, similar to ceramics, but may
exhibit a higher degree of grain orientation and usually have larger grains and less
mechanical strength. Cold-pressed powder compacts may have sufficient density,
mechanical strength and conductivity only with very plastic materials. Most com-
pounds considered in this chapter, especially those with high connectivity (see
Section 7.1.4), have rigid grains; their powder compacts are porous and fragile, and
possess much lower conductivities compared to ceramics. Thin films, composites,
polymers and glasses are beyond the scope of this chapter; hence, only bulk single-
phase crystalline materials are considered here.

7.1.2
Type of Disorder

It is common practice to divide all high-conductivity electrolytes into two classes,
namely those with intrinsic and extrinsic disorder. However, it is suggested that a
more detailed classification might include four classes

(i) Stoichiometric compounds with intrinsic disorder. These have a fixed rational
composition (dictated by the oxidation states of the components) which,
however, does not correspond to the multiplicities of the crystallographic
sites. Mobile ions are distributed randomly over a larger number of
energetically equivalent (or almost equivalent) positions, and may hop from
one to another. Examples areNa5RSi4O12 andNa3Sc2(PO4)3 (see Section 7.4), and
high-temperature forms of AgI and Li2SO4 (see Figure 7.1).

(ii) Stoichiometric compounds with heterovalent (aliovalent) dopants. In thesematerials,
the positional disorder and ionic conductivity (as in the case discussed above) are
provided by doping a stoichiometric phase with an additional component.
Without the dopant, the phase is ordered and has poor ion diffusivity. Within
the framework of the point-defect approach, the ionic charge carriers are either
vacancies or interstitial ions. This model, however, is not applicable to the high-
conductivity materials with a great degree of disorder and strong interactions
between the defects. For example, in the Na1þ xZr2SixP3�xO12 system
(0� x� 3), compositions with x� 0 may be considered as Si-doped
NaZr2P3O12 with interstitial Naþ , and compositions with x� 3, as P-doped
Na4Zr2Si3O12 with sodium vacancies, but the both descriptions fail for themost-
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conducting material, x� 2, which is structurally related to Na3Sc2(PO4)3 (see
Section 7.4.2).

(iii) Nonstoichiometric phases. In these materials, deviation from the ideal
stoichiometry and resulting lattice disorder, similar to those in class (ii), are
intrinsic features of the phase [as in class (i)], rather than result of doping. In
other words, there is a �self-doping�: an excess of the intrinsic component acts as
a dopant. Classical examples are b- and b00-aluminas (see Section 7.4.1) that do
not exist in stoichiometric ordered forms.

(iv) Stoichiometric ordered ionic conductors here. No considerable disorder can be
detected (all sites are completely filled), but a significant ionic conductivity is still
observed due to cooperative phenomena. Rare examples are hollandite-type
phases (see Section 7.4.6). In some instances, the ionic conductivity may even
decrease with heterovalent doping creating cation vacancies.

Some of the class (i) compounds are formed on a polymorph transformation from
a low-temperature ordered phase. This has led to a popular view (�superionic
transition fallacy� [22]) that every solid electrolyte is a result of �superionic phase
transition�, analogous to superconductive and ferroelectric transitions. In fact, the
last two types of phase transition are always within the same structure type, with only
subtle changes in bond lengths and small (if any) latent heats, but with drastic
changes in their electrical properties. On the other hand, the drastic changes of ionic
conductivity (Figure 7.1, graphs 1 and 2) are only observed at reconstructive phase
transitions (e.g., from hcp to bcc in AgI, or frommonoclinic to cubic in Li2SO4), with

Figure 7.1 Arrhenius plots for ionic conductivity. (1) Li2SO4 [2];
(2) AgI [2]; (3) Li3N [22]; (4) Na-b-alumina [23]. Plots (1) and (2)
produced with polycrystals; plots (3) and (4) produced with single
crystals; conductivity perpendicular to the hexagonal axis.
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substantial latent heats. Most solid electrolytes of all the classes (i)–(iv) do not show
any reconstructive transitions. Their conductivity usually varies smoothly with
temperature from very low to very high values (Figure 7.1, graphs 3 and 4; Figure 7.2,
graphs 3 and 4). Thus, there is no principal difference between �superionic� and
�normal ionic� states.
In some materials, however, second-order phase transitions (or first-order transi-

tions with very small latent heats) may occur within the same structure type. These
are manifested in changing the slope of the Arrhenius plot (or, sometimes, in minor
drops of the conductivity). One typical example is a distortion-type phase transition in
Na3Zr2Si2PO12 from a high-temperature rhombohedral phase to low-temperature
monoclinic polymorph at 180–200 �C (Figure 7.2, graph 1) established by numerous
structural, calorimetric, and dilatometric studies [2, 24].
For ceramic samples, similar deflections of the Arrhenius plots may be due not

only to phase transitions but also to grain-boundary effects (see also Chapter 4).
These become significant at low temperatures, increasing the total resistance and
apparent activation energy (Ea). On heating, the grain boundary resistance
decreases more rapidly with respect to the grain interior, and can be often
neglected above a certain temperature. This is illustrated by graphs 2–4 in
Figure 7.2, where changing the slope at approximately 175 �C is observed only
for ceramics, but not for single crystals, indicating that it is not associated with a
phase transition. Nevertheless, a second-order transition (R32 $ R�3c) does occur
at about 150 �C, although this is only detected by the disappearance of certain X-ray
reflections and is not accompanied by any thermal, electrical, or lattice parameter
anomalies [28, 29].

Figure 7.2 Arrhenius plots for ionic conductivity.
(1) Na3Zr2Si2PO12 ceramics [24, 25]; (2) Na5YSi4O12

ceramics [26]; (3) and (4) Na5YSi4O12 single crystal, parallel and
perpendicular to the main axis, respectively [27].
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7.1.3
Type of Charge Carrier

Most solid electrolytes are unipolar conductors with only one type of mobile ion.
Therefore, they are classified as anionic and cationic conductors, while the latter are
further classified as proton conductors, Liþ conductors, Naþ conductors, and so on.
When various types of potentially mobile cation are mixed in a solid solution, the
activation energies are usually higher and ionic conductivities lower than expected
from interpolation between the properties of the endmembers (see Figure 7.3 for an
example). Thismixed alkali effect (although the ions are not necessary alkali) has long
been known in glasses [30]; it is also characteristic of the mixed cation b- and b00-
aluminas, analogous polygallates and polyferrites [1, 2, 31–37], doped mixed alkali
monoferrites, monoaluminates, monogallates [38, 39], and pyrophosphates [40, 41].
It is less pronounced in the higher-conductivity phases (b00-alumina type) and at
higher temperatures. There are numerous theoretical approaches to explain this
effect [42–46].

7.1.4
Connectivity of the Rigid Lattice

The connectivity (D) is a number of spatial dimensions (0, 1, 2, or 3) in which the
atoms are connected infinitely by strong (mostly covalent) bonds. Discrimination
between �strong� and �weak� bondsmay be based on bond valences estimated as the

150ºC

lo
g 

σ,
 S

/c
m

0ºC

-100ºC

% Ag

0

-2

-4

-6

-8

-10
0                                  50                                100

Figure 7.3 Ionic conductivity isotherms for (Na,Ag)-b-alumina solid solutions [33].
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formal valence of the ion divided by its coordination number (assuming equal bonds
within the coordination group). For example, in Na5YSi4O12 [28], Na�O, Y�O and
Si�O bond valences are, respectively, 1/6¼ 0.17, 3/6¼ 0.5, and 4/4¼ 1. One may
consider both Na�O and Y�O bonds as �weak�; then, it is aD¼ 0 structure, sodium
yttrium cyclosilicate. However, by taking physical properties into account, another
approach is more realistic, with only Na�O bonds weak; then, it is aD¼ 3 structure,
sodium yttrosilicate.
The structures with D¼ 3 (frameworks) are usually most stable mechanically,

thermally, and chemically. The layered (D¼ 2) and chain (D¼ 1) structures, and
especially structures with finite anions (D¼ 0) with similar bond strength and
polarity, are more labile: many of these may absorb water into the interlayer or
interchain space, or hydrolyze to produce amorphous products or even be water-
soluble. In addition, structures with D¼ 1 or 2 usually display strong anisotropy of
the conductivity and/or thermal expansion (although some exceptions are possible).
Multiple examples with D¼ 0, 2, and 3 are listed in Sections 7.4–7.6.

7.1.5
Connectivity of the Migration Paths

As for Section 7.1.4, the connectivity (C) of migration paths is a number of spatial
dimensions (0, 1, 2, or 3) in which the positions of mobile ions are connected
infinitely via suitable pathways (see Sections 7.2 and 7.3). Obviously, the materials
with C¼ 0 are poor ionic conductors, but for C¼ 3 the conductivity of high-quality
ceramics should be almost equal to that of a single crystal (Figure 7.2, graphs 2–4).
With C¼ 2, conductivity of the single crystal in the �easy� direction and that of the
ceramics with randomly oriented grains, differ only by a factor of 2–4 [2, 8, 47], but
with C¼ 1 this difference is much greater, by up to two to three orders of magni-
tude [48, 49]. Thus, the electrolytes with C¼ 1 may be used only as single crystals or
grain-oriented ceramics. It should be noted that there are no interdependences
between D and C. Examples of sodium-deficient but low-conducting (C¼ 0) phases
withD¼ 0,2,and3areNa1�2xMnxCl [50],Na2�xTi3�xNbxO7 [51], andNa1�2xPbxNbO3

[52], respectively; examples of layered (D¼ 2) phases with C¼ 1, 2, and 3 are
Na4þ x(Ti,M)5O12 [53], NaxCrxTi1�xO2 [54], and Li3Zn0.5Nb2O7 [55], correspondingly.
For details and further examples, see Sections 7.4–7.6.

7.1.6
Stability to Oxidation and Reduction

This property is important from a practical standpoint as solid electrolytes must
provide a stable operation of the electrochemical cells, often in contact with strong
oxidizing and reducing agents (oxygen, halogens, hydrogen, alkali metals, etc.), and
often at elevated temperatures. Of the electronegative components, only fluoride,
oxide and, occasionally, nitride and chloride are appropriate. However, essentially
rigid frameworks are rare for halogens due to their low valence. Thus, most attention
is usually paid to oxides. Among the electropositive components of the rigid lattice, Si
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(4þ ), B(3þ ), Al(3þ ), Be(2þ ), Mg(2þ ), Zr(4þ ), Hf(4þ ), Ta(5þ ) and some rare
earths (3þ ) seem to bemost reliable because they provide strong bonding to oxygen
and high stability to oxidation and reduction. Other electropositive components are
not sufficiently stable to reduction [e.g., S(6þ ), P(5þ ), and Sn(4þ )], or to oxidation
[e.g., Cr(3þ ) and Mn(2þ )], or both [e.g., Mn(3þ ) or Co(3þ )]. The majority of
transition elements change their oxidation state very easily and, even when the
structure is not completely destroyed, the resultant mixed-valence states usually give
rise to electronic conduction.

7.1.7
A Comment on the Activation Energy

Microscopically, the activation energy (Ea) is an energetic barrier for the elementary
act of ion transport and, obviously, depends on the crystal structure, in particular, on
the bottleneck size (see Section 7.2.2). Macroscopically, it is determined from the
slope of theArrhenius plot, assuming that theEa is independent of temperature. This
assumption is not necessary true, especially in the vicinity of a phase transition when
the structure changes rapidly. For example, dilatometric studies of Na3Zr2Si2-
PO12 [24] show anomalously strong expansion between 150 and 200 �C (i.e., just
below the phase transition point), and this corresponds to the region of elevated slope
of the Arrhenius plot (Figure 7.2, graph 1). Here, the high apparent Ea does not mean
a narrow bottleneck and poor conductivity; rather, it means a drastic increase in
conductivity due to rapidly widening bottleneck and decreasing true Ea with decreas-
ing themonoclinic distortion of the parent rhombohedral structure. At the transition
point, the apparent Ea changes from 39–41 to 19–23 kJmol�1 [24, 25], although the
structure remains essentially the same. A similar behavior has been observed in
Na3Sc2(PO4)3 [56].

7.2
Crystal-Chemistry Factors Affecting Cationic Conductivity

7.2.1
Structure Type

The main factor determining the possibility of high cationic conductivity in a
crystalline phase is its structure type. This determines possible sites for potentially
mobile cations, their coordination, type of bottlenecks (see Section 7.2.2), connectiv-
ity, and so on. Other factors (which are discussed in Sections 7.2.3–7.2.4) are also
very important, but only valid within a given structure type. For example, the
perovskite type,with its cubo-octahedral cation sites connected via square bottlenecks
(Figure 7.4), is absolutely inappropriate for transport of large cations such as Naþ or
Kþ , and any substitutions may hardly change this situation to a radical degree.
Most ion-conducting structure typesmay only be discovered by way of serendipity.

For example, the structure of one of the best solid electrolytes, b-alumina,
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Na2O�nAl2O3, n� 9 (see Section 7.4.1), be it not found experimentally, could hardly be
predicted from a theoretical standpoint. With its very low sodium content (e.g.,
compared toNaAlO2), itmight seemlessprobable that sodiumsites are connected into
an infinite network. The lowO :Al ratio (�1.56) indicates that the average coordination
number ofOwith respect toAl should be at least 2.6 (if all Al3þ ionswere tetrahedrally
coordinated), or even 3.9 (if all Al3þ were octahedral). Thismight predict a great extent
of condensation of AlOn polyhedra, and the formation of diffusion paths appears
doubtful. The real structure (Figure 7.5), indeed, contains highly condensed spinel-
type blocks, but these are interleaved with loosely packed sodium-conducting layers
providing a high conductivity. It would be evenmore difficult to predict, theoretically,

Figure 7.4 Perovskite structure (e.g., NaNbO3). (a) Polyhedral
view, making an illusion of a channel for Naþ ; (b) Space-filling
model, showing Naþ in a closed cage. Na¼ gray, Nb¼ black,
O¼white.

Figure 7.5 Crystal structure of sodium b-alumina [57]; one of the
two Naþ -conducting planes, together with the two adjacent
spinel blocks. Na ions¼ gray; AlO4 tetrahedra and AlO6

octahedra¼white.
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the thermodynamic stability with respect to various hypothetical combinations of
phases having the same gross composition, such as NaAlO2 þ 4Al2O3 or
Na2O�nAl2O3 with n¼ 8 and 11, or 7 and 11. Consequently, it is possible to define
the main ways of finding new, high-conductivity crystalline electrolytes:

. Selection of an appropriate structure type among those found experimentally, by
using the criteria discussed in Section 7.3, and further modifications (see Sec-
tions 7.2.2–7.2.4).

. Construction of a new structure type from the structurally related blocks found
experimentally, that is, making a heteropolytype. A rare successful example of such
an approach is synthesis of the A4M11O30 series [58], built from the previously
known A2M7O18 and A2M4O12 structures (A¼Rb, Cs, Tl; M¼Nb or Ta combined
withW,Mo or Ti). Note, however, that the same structure type was simultaneously
found empirically [59, 60].

. Free experimental search in systems selected according to certain criteria, like
those discussed in Section 7.1.6.

7.2.2
Bottleneck Concept and Size Effects

One of the main obstacles in the migration of large cations such as Naþ , Kþ , or
NH4

þ (not Liþ orHþ ) in rigid lattices is a too-small size of bottlenecks, or diffusion
channels, between the cation sites, as shownabove for theperovskite type (Figure 7.4).
This factor is most critical for high-connectivity structures having D¼ 3 or 2. For
D¼ 1 no data are available, while for D¼ 0 this factor may sometimes be of minor
importance as small isolated ions (e.g., SO4

2�) may rotate in the crystal structures,
providing the so-called �paddle-wheel� mechanism [1, 2, 5, 61].
For oxides, many dozens of structure types have short unit cell axes of �3A

�
(an

edge of an oxygen octahedron or tetrahedron) or�4A
�
(a diagonal of an octahedron).

In these specific instances, the bottleneck sizes may be estimated without the
complete determination of crystal structures. It has been shown [62] that all �4 A

�

structures� (especially those with D¼ 3) inhibit the motion of large cations (Naþ ,
Kþ , but not Liþ ; for example, see Figure 7.4). All �3A

�
structures� containing large

cations provide their high mobility along this short axis and, if D¼ 3, this mobility
can only be one-dimensional (C¼ 1). This rule is illustrated by multiple examples in
Sections 7.4.4 and 7.4.6.
For optimal ionic conductivity, the ion size should fit the size of the migration

channel and the channel should be smooth, without very wide and very narrow
sections. For b-alumina, the optimum sizes of mobile ions are those of Naþ and
Agþ (Figure 7.6). The small Liþ ions are shifted off the conduction plane shown in
Figure 7.5, and are strongly attached to the �wall� of the migration channel [65]. As
might be expected from Figure 7.6, a high pressure will increase Liþ -ion conduc-
tivity due to adjusting the channel size to the Liþ size, and decrease Kþ -ion
conductivity in b-alumina crystals [66]. For the A4Nb6O17 structural family [67, 68],
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the optimum ion radius is that of A¼Kþ , as conductivities with A¼Naþ and Tlþ

are essentially lower.
For a given mobile ion, the channel size may be adjusted by substitutions in the

rigid lattice. When D¼ 3 or 0, it seems obvious that increasing the size of a rigid
lattice ion should cause a more or less isotropic expansion and, thus, a widening of
the bottlenecks. This is illustrated by the increase in lattice parameters and ionic
conductivities if comparing K1�xR1�xTxO2 with R¼Al,Ga,Fe and T¼Si,Ge,Ti [1],
and also by many other examples (Figures 7.7 and 7.8).

Figure 7.6 Activation energies of ionic diffusion in b-alumina
crystals [63] versus octahedral radii of the mobile ions [64].

Figure 7.7 (a) Activation energies and (b) conductivities at 200 �C
of Na5MSi4O12 ceramics versus octahedral radii of M [64]. The
crosses indicate data from Ref. [29]; filled circles indicate data
from Ref. [69].
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For layered structures, however, the situation is less straightforward. In Ax(M,M0)
O2, based on the octahedral brucite-like layers (Figure 7.9), increasing the hexagonal
lattice parameter a [due to an increase in the size of (M,M0)O6 octahedra] leads to a
decrease in the interlayer distance; the mobile cation A resides in a trigonal prism or
antiprism and, when its basal edge (lattice parameter a) increases, its height should

Figure 7.8 Activation energy of ionic conductivity of orthorhombic
Li3.5Si0.75T0.25O4 [1] versus tetrahedral radius of the dopant
T(6þ ) [64]. The plot differs from the original one [1] due to
different values of radii.

Figure 7.9 Polyhedral presentations of the three cation-
conducting polytypes Ax(M,M0)O2 based on brucite-like
octahedral layers. (a) O3; (b) P2; (c) P3. Small M and M0 cations
are in octahedra, larger A cations are in antiprisms or prisms.
The symbols denote coordination of the alkali ion (Prism or
expanded Octahedron) and number of layers in the hexagonal
unit cell (2 or 3) [72].
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decrease to maintain the normal A�O distance. This, in turn, makes the bottlenecks
narrower. As an illustration, in the O3-type Na0.8(MyM0

1�y)O2, where MM0 ¼NiTi,
FeTi, FeSb, NiSb [70, 71], a increases, c remains almost constant, and the ionic
conductivity decreases, despite an increasing electronegativity of the MM0 pair (see
Section 7.2.4).

7.2.3
Site Occupation Factors

In the classical theory of point defects (see Chapter 3), increasing ionic conductivity
due to heterovalent doping in a disordered lattice should be associated mainly with
rising pre-exponential factors, depending on the concentration of charge carriers,
whereas the transport mechanism and Ea should remain essentially unchanged [3].
However, this model becomes invalid for fast ion-conducting materials where the
charge carrier concentration is very high. At high doping levels (or in intrinsically
nonstoichiometric phases), collective effects become important; the structures
change significantly with changing composition, and maximum conductivities are
usually attained due to minimum activation energies. In many cases, increasing the
nonstoichiometry parameter x leads not only to a modification of the parent
structure, but also to phase transition(s) into a structurally related phase with a
higher conductivity, such as b ! b00 in A1þ x(R,M)11O17 (A¼Na, K; R¼Al, Ga),
O3 ! P2 in Na1�x(Ti,M)O2, Li4SiO4 ! g -Li3PO4 in Li4�x(Si,T)O4 (see Sections 7.4
and 7.5).

7.2.4
Electronegativity, Bond Ionicity, and Polarizability

In a mixed oxide AxMOn, where A is a mobile cation andMOn denotes a rigid lattice,
any increase in the electronegativity of M is expected to shift electron density fromO
towards M and, thus, to increase the O�A bond ionicity, which should be favorable
for the Amobility [72–74]. Such effects are not very strong and can be separated from
other factors (structure type, bottleneck size, site occupancy) by comparing iso-
structural phases containing cations of similar size and oxidation state: Nb and Ta
(5þ ), Zn orNi andMg (2þ ), Sn andZr orHf (4þ ). Indeed, introducing thefirst ion
from each pair provides somewhat higher alkali ion or proton conduction in K1�x(M,
M0)O2 (M,M0 ¼ In, Sn,Zr,Hf,Zn,Mg) [73, 74], AMWO6andAM2O5F (A¼Rb, Tl, Cs;
M¼Nb, Ta) [75], H2M2O6�xH2O (M¼Nb, Ta) [76], and Na0.9M0.45Ti1.55O4 (M¼Ni,
Mg) [49]. Unfortunately, the most electronegative cations are usually just least stable
to reduction (see Section 7.1.6). For two ions with similar radii (Tlþ and Rbþ ), the
former is more polarizable and has a considerably higher mobility in the same rigid
lattice of the pyrochlore type [75]. The high electronegativities of Agþ and Cuþ are
extremely important from another point of view, namely for the formation of fast ion-
conducting iodide and sulfide phases which are structurally different from the alkali
compounds.
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7.3
Crystal Structural Screening and Studies of Conduction Paths

As discussed in Section 7.2, the topology and geometry of the rigid sublattice, crystal
chemical characteristics of its components (primarily electronegativity and polariz-
ability), and availability of vacant sites in themobile sublattice determinewhether the
material can demonstrate a high cationic conductivity. Among these factors, the
question of whether the topology and geometry of the framework are suitable for
diffusion is the least obvious, as the electronegativities and polarizabilities are
tabulated and the presence of vacancies in the cation sublattice is usually known
fromstructural studies, or even from the gross formula.Hence, it becomes necessary
to consider major methods that may be used in order to identify and characterize
diffusion pathways.

7.3.1
Topological Analysis with Voronoi Tessellation

In computational geometry, the Voronoi tessellation (VT) is defined as subdividing
space containing n sites into n regions, so that any point of each region is closer to
its respective site than to any other site. One example of a Voronoi diagram on a
plane with randomly distributed sites is shown in Figure 7.10. The line segments
and vertices of a Voronoi diagram consist of the points at the farthest distance from
any two or three adjacent sites, respectively. This feature of the Voronoi network
results in a wide range of applications ([77] and references therein). For three-
dimensional (3D) space, VT is performed in a similar fashion, producing the

Figure 7.10 Two-dimensional Voronoi tessellation.
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so-called Voronoi polyhedra which are bound by faces equidistant from any given
pair of sites; the vertices and edges of the polyhedra are furthest from the
surrounding sites. The radii of circumspheres centered at Voronoi polyhedra
vertices characterize the size of inter-site voids, while the radii of circumcircles
centered at the polyhedra edges characterize the bottleneck size for the channels
connecting voids. Originally, VT was used to study atomic arrangements in
amorphous systems [78, 79], but was then further developed for locating and
characterizing voids (cavities) and channels in amorphous [80, 81] and crystalline
structures [82–85] and in isolated macromolecules [86, 87]. However, it should be
pointed out that, for atomic structures where the components are significantly
different in size, a simple bisecting partitioning based only on the position of atomic
centers results in an unphysical picture, with Voronoi polyhedra faces lying within
larger atoms. For such systems, the problem is solved either by using a �radical
planes� approach, when the distance from atoms to the faces of Voronoi polyhedra
is proportional to relative atomic radii [88, 89], or by more mathematically rigorous
approach using hyperbolic surfaces [90].
In practice, at the first stage of the VTanalysis, an infinite 3D graph containing all

the Voronoi polyhedra edges and vertices is constructed. The vertices and edges
corresponding to cavities and bottlenecks of unsuitable size are then filtered out.
Finally, the resultant conductivity graph is analyzed in terms of dimensionality,
connectivity of fragments, radius of cavities circumsphere, bottleneck radius, path-
way length, and so on. Software developed specifically for the analysis of crystal or
molecular space includes Voro3D [91], PROVAT [92], and MOLE [93], all of which
focus on the analysis of voids and channels in biomolecules, and also TOPOS [82, 94],
which was designed for the analysis of periodic crystal structures.
Application of the VT is illustrated using Na5YSi4O12 as an example. The

rhombohedral structure contains Si12O36
24� rings packed into columns and con-

nected by octahedral Y3þ into a 3-D framework (Figure 7.11a). There are six
nonequivalent sodium sites. Sites 4–6 (two of them being only partially occupied),
with very short separations of 0.81–2.85A

�
and high thermal parameters, are

connected into non-intersecting oblique diffusion pathways between the columns
(Figure 7.11b), parallel to h2 1 1i (in the hexagonal notation) – that is, the edges of a
rhombohedron. Sites 1–3 are within the columns and have greater Na�Na
distances; the possibility of their transport is not clear. Moreover, if the paths
shown in Figure 7.11 are the only existing paths, the structure cannot be a true 3-D
(C¼ 3) conductor: long single-crystal bars parallel or perpendicular to the principal
axis will be nonconductive, and only those parallel to one of the three channel axes
will be conductive.
The analysis of the VT has shown that the bottleneck radius for Na(1)-Na(3)

transport along the principal axis is 2.08A
�
, and that for the oblique h2 1 1i path is

2.22A
�
. Our analysis of a great number of sodium-containing oxide compounds [84]

has shown that these values are characteristic of poor and good Naþ ion conductors,
respectively. Thus,Na(1)-Na(3) sites cannot provide a highmobility, and onlyNa(4)-Na
(6) sites are responsible for ionic conduction. Themost interesting result, however, is
that there are no bottlenecks at all between the two Na(5) sites of the different h2 1 1i
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chains, although the distance between these sites is fairly long, at 3.39A
�
. In other

words, Na(5) sits in the narrowest section of the channel along the c-axis. Thus, the
paths shown in Figure 7.11 are really interconnected and ion transport along [0 0 1] is
possible. Yet, the c-axis conductivity is lower than that in the perpendicular direction
(see Figure 7.2), and this is onemore illustration of the fact that too wide channels are
not favorable for ion transport.
The algorithms of Voronoi polyhedra constructionmay easily be used for the high-

throughput analysis of newmaterials to identify the presence of an infinite network of
channels with suitable size for ionic conductivity ormolecular diffusion. At the same
time, the approach has a limited applicability for those systems where the topological
and geometric factors do not play a significant role, such as proton conductors, or
where the framework is not truly immobile and participates in the conduction
process, for example, via a paddle-wheel mechanism.

7.3.2
Topological Analysis with Bond-Valence Maps

Among thefirst theories describing behavior of atoms in ionic crystals were Pauling�s
principles, which determined the structure of complex ionic crystals [95]. The second
of these rules postulates that ionic charges are compensated locally by the nearest
counterions; that is, the bond valence sum of all bonds of a given ion should be equal
to its formal charge or valence.With growing numbers of analyzed crystal structures,
it became clear that the definition of bond valence given in Section 7.1.4was adequate
only for the simplest caseswith uniform coordination polyhedra. For the general case
of distorted polyhedra, bond valence must be weighed against the cation–anion
distance. A number of �bond valence–bond distance� functions have been proposed

Figure 7.11 Crystal structure of Na5YSi4O12 [28]. (a) The
framework viewed along the threefold axis (sodium ions omitted);
(b) Sodium sites 4, 5 and 6, connected into three infinite
nonintersecting chains.
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over the past few decades, the most successful being that of Brown [96], in the form
that combines sufficient accuracy and simplicity of use:

vij ¼ exp
R0�Rij

b

� �
ð7:1Þ

where vij is the individual bond valence, R0 is the tabulated parameter, Rij is the
observed bond length, and b is a constant with a typical value 0.37A

�
. Now, the bond

valence analysis is extensively used for testing structure solutions for correctness,
locating light atoms, identifying atoms with different oxidation states in charge
ordered systems, and so on (see Ref. [96] and references therein).
As follows from Equation 7.1, a bond valence may be calculated at any point at the

distance Rij from a given atom. A 3D grid of points for which a sum of bond valences
to the nearest anions is calculated within a given distance threshold may be used to
visualize the spatial distribution of bond valence in crystal structure, and is called a
bond valence map. These maps may be constructed for both crystalline and
amorphous materials, given the structural model obtained either using diffraction
methods or reverseMonte Carlo (RMC)modeling, respectively (see Refs [97, 98] and
references therein). Iso-surfaces interpolated through the points with bond valence
sums equal to the formal charge of a mobile cation can be used to identify the most
energetically favorable sites. Qualitatively, these iso-surfaces (or equivalently, iso-
surfaces of low bond valence mismatch Dv¼ |vi� videal|) which extend through the
whole crystal structure, indicate pathways suitable for ion migration. Several com-
puter programs have been developed for calculating and visualizing bond valence
maps, examples being VALE [99] and VALMAP [100]. An example of pathways
modeling with bond valence maps is presented in Figure 7.12. In addition to such
qualitative topological analysis that produces results very similar to those of VT, it was
proposed recently that ionic conductivity and activation energymight be predicted by
analyzing the structure volume fraction accessible by infinite pathways [101].
As with VT, identifying conduction pathways with bond valence maps provides

accurate predictions for ionic conductors (both crystalline and amorphous) with a
percolationmechanism of conductivity, but is less successful whenmodeling proton
conductors.

7.3.3
Static First-Principles Calculations and Molecular Dynamics Modeling

The behavior of atoms in condensed matter is ultimately defined by the cooperative
interaction of nuclei and electrons. If it was possible to accurately describe this
interaction for amaterial on length and time scales that are studied experimentally in
a laboratory or are used in practice, any physical property could be predicted ab initio
given just its chemical composition (see also Chapter 5). Unfortunately, amany-body
Schr€odinger equation is not analytically solvable for any system of acceptable size.
The most successful approach to treating many-body problems is the density
functional theory (DFT) developed by Kohn et al. [103, 104]. The DFT reduces
many-particle electron–electron interactions to a single electron potential expressed
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as the exchange-correlation functional, depending only on the electron density
distribution. The exact form of the functional that would reproduce the solution of
the Schr€odinger equation for the same system is not known, but a number of
approximate functionals that can be treated numerically have been proposed, such as
local density approximation (LDA), generalized gradient approximation (GGA), and
their extensions. For more information, the reader is referred to the extensive
literature on the subject (e.g., Ref. [105]). At this point, the application of DFT will
be limited to ionic conductors.
The procedure of modeling diffusion processes with static DFT calculations is

somewhat similar to the bond valence mapping, in which bond valence sums are
calculated on a mobile ion placed at arbitrary positions in crystal structure. Let us
consider an ionic conductor having a number of vacancies in the connected network
of mobile ion sites. Crystallographic cells of such materials are often described with
fractional atomic sites occupancies. Therefore, at first, a supercell containing whole
atoms must be constructed by expanding the basic unit cell. Next, for all nonequiva-
lent distributions ofmobile ions over available sites, the total energy is calculated and
the most stable configuration determined. Those configurations with the energies
closest to the ground state are themost probable intermediate states during diffusion
process, and indicate the most energetically favorable diffusion paths. The following
(usually evenmore tedious and time-consuming) stage is the analysis of total energy
as a function of the mobile ion position during a single act of hopping from the
occupied site to the adjacent vacant site. In return, however, as the result of such

Figure 7.12 Bond valence model of Li pathways in Li4GeS4
depicted as iso-surfaces for different values of the lithium BV
mismatch in the range 0.03–0.12 valence units. Reproduced with
permission from Ref. [101].
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energy profiling as a function of the mobile ion position along the migration path
between two sites, the value of the activation barrier energy that is linked to the
hopping rate (G) is obtained, according to transition-state theory [106]:

G ¼ n0exp � DE
kBT

� �
ð7:2Þ

where n0 is the attempt frequency (�1012–1013 s�1), DE is the activation barrier
energy, kB is the Boltzmann constant, and T is the temperature. The hopping rate, in
turn, may be translated into the jump diffusion coefficient that directly affects ionic
conductivity properties:

DJ ¼ Gl2; ð7:3Þ

where l is the hopping distance. Recent examples of modeling diffusion processes in
ionic and mixed conductors, for example, LixCoO2 [107], LiFePO4 [108], Li1þx-

Ti2O4 [109], and LixWO3 [110], have demonstrated good agreement with the experi-
mental values obtained using impedance spectroscopy or nuclear magnetic reso-
nance (NMR).
In order to model dynamic behavior on the atomic level, special techniques were

developed that now constitute the molecular dynamics (MD) branch of computer
simulations. The concept ofMD is very simple, being based onNewton�s equations of
motion. For a set of atomswith given positions and velocities, the forces on each atom
are calculated, after which the atoms are allowed to move to new positions during a
time period on the scale of femtoseconds. In this way the acceleration remains
approximately constant, and such a cycle of calculations is repeated asmany times as
required. In the simplest approach of classical MD, the forces are based on empirical
interatomic potentials; this makes MD calculations relatively fast, such that systems
have been studied with up to�1012 particles [111] or up to themicrosecond range on
the time scale. However, such an approach with fixed potentials becomes inadequate
when the character of atomic interactions changes during the course of the simulated
process, or extreme conditions (temperature, pressure) are to be simulated when the
potentials are poorly known. A significantly more computationally expensive (but
more accurate) approach is the so-called ab initio MD (AIMD), as developed by Car
and Parrinello [112]. AIMD combines the classical description of nuclei with a DFT
treatment of electronic density. Knowledge of the effective potentials is no longer
required as the forces exerted on nuclei are calculated on-the-fly using DFT.
Electronic degrees of freedomalso provideAIMDwith an ability to simulate chemical
reactions. The only disadvantage of AIMD is that it is two to three orders of
magnitude slower than classical MD, and this affects the accessible size of the
system and the time scale.
Despite the rapid development of both computing hardware and numerical

algorithms, the modeling of real experiments (10�6–10�1m length scale and
10�1–103 s time scale) with (AI)MD is not yet feasible. Nevertheless, a variety of
material characteristics may be extracted using MD simulations, such as thermal
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expansion coefficients, vibrational density of states, and time dependence of mobile
ion mean square displacement that may be translated into a diffusion coefficient.
The pair correlation function, in combination with the analysis of ion trajectories,
provides a direct means of visualizing migration paths and determining the
positions of intermediate saddle-points. The �adiabatic trajectory method� [113],
which is very similar to point-by-point barrier energy profiling, may be used to
obtain microscopic barrier energies; from a series simulations of the system at
different temperatures, an ion diffusion activation energy may be determined.
Several recent examples of MD modeling for materials with different mobile ions
have included La0.6Li0.2TiO3 [114], yttria-stabilized zirconia [115], and proton-con-
ducting perovskites Hþ -ABO3 [116].

7.3.4
Analysis of Diffraction Data with Maximum Entropy Method

The classical crystal structural analysis using X-ray or neutron diffraction data is
based on the reconstruction of scattering density (electron or nuclear, respectively)
in the unit cell via an inverse Fourier transform of experimentally measured
structure factors. In order to reduce a number of parameters, for a long time the
method remained �atom-centric� – that is, the electron density distribution was
approximated by a set of atoms each described by a tabulated value of an atomic
X-ray scattering factor or a coherent neutron scattering length. The dynamics was
simulated by a displacement from an equilibrium position either by isotropic
(sphere) or anisotropic (ellipsoid) thermal displacement parameters. Obviously,
such a model is often inadequate for description of ionic conductors with inherent
static and/or dynamic disorder of mobile ions, especially at high temperatures. To
some extent, the distribution of scattering density related to ion mobility may be
revealed via the careful analysis of difference Fourier maps (e.g., Ref. [117]), or by
using the probability density function [118, 119]. However, these methods are
affected by the structural model used, and also suffer from truncation effects as a
Fourier summation must be carried out over an infinite set of terms; this is not
available in practice and is especially reduced for powder diffraction experiments
due to peak overlap.
An alternative approach would be to model scattering density distribution over a

3-D grid, mapping the unit cell. As the number of values to be determined will, in
general, significantly exceed the number of observed structure factors, there will be
an infinite number of solutions. The most probable solution (or the least committed
with respect to missing experimental data) would be that having the maximum
entropy (hence maximum entropy method; MEM) for the information on electron
density in all grid points. Therefore, the task of scattering density reconstruction is
solved by maximizing the entropy functional and simultaneously reproducing the
observed structure factors. For technical details and a short historical review ofMEM
application in crystal structural analysis, the reader is referred to Ref. [120]. As MEM
analysis results in a model of continuous distribution of scattering density in crystal
structure, it becomes the perfect tool for studies of ionic conductors. In fact, the
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method is currently implemented in a number of computer programs that can be
used for analysis of either single-crystal or powder diffraction data, both in 3-D and
superspace; examples include ENIGMA [121], PRIMAþRIETAN-2000 [122], and
BayMEM [123]. Given high-quality diffraction data and a sufficient contribution
of mobile ions to the total X-ray or neutron scattering, MEM analysis can be used
for the direct visualization of migration paths in crystal structures. The analysis
of data collected at variable temperatures is especially interesting, as it allows one
to follow the development of disorder on heating. Relevant examples include
Li1�yNi0.5Mn0.5O2 [124], Ce0.93Y0.07O1.96 [125], and Na0.74CoO2 [126].
The capabilities of the methods described in Sections 7.3.1–7.3.4 are summarized

in Table 7.1.
Although MD modeling is capable of very accurate predictions of ion diffusion

topology, and may be used for estimating absolute conductivity values, its very high
computational costs mean that it is not the ideal tool for screening purposes. Until
now, the most efficient workflow for identifying crystal structures with potentially
high ionic conductivity has consisted of a VTanalysis, followed by ionic conductivity
measurements. However, insights into the microscopic mechanisms of ionic con-
duction may be obtained via further MD modeling and MEM analyses of experi-
mentally acquired diffraction data.

Table 7.1 Capabilities of methods for the conduction paths analysis.

Voronoi
tessellation

Bond valence
mapping

Ab initio static
calculations
and MD MEM

Conductors with
percolation
mechanism

Yes Yes Yes Yes

Conductors with
non-percolation
mechanisms

No No Yes Yes

Non-crystalline
conductors

Yesa Yesa Yes No

Non-ambient
conditions

Yes Nob Yes Yes

Computational
cost

Very low Very low High Low

Quantitative in-
formation
obtained

Void size,
bottleneck
radii

Activation energy
and conductivity
(via empirical
models)

Diffusion coefficient,
thermal expansion
coefficientc, activation
energyc

Scattering
density
distribution

aGiven a model obtained by reverse Monte-Carlo modeling.
bOnly very limited data on temperature and pressure dependence of bond valence parameters are
available.
cFrom a series of MD simulations for different temperatures.
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7.4
Conductors with Large Alkali Ions

7.4.1
b/b

00
-Alumina, b/b00-Gallates and b/b00-Ferrites

[1–3, 6, 7, 23, 31–37, 47, 57, 63, 65, 66, 127–135]

Four structural families of materials with an Naþ -ion conductivity in excess of
0.1 S cm�1 at 300 �C are known presently (Sections [7.4.1–7.4.4]; see also Table 7.2).
Of these, the b- and b00-aluminas have been studied most extensively. The isostruc-
tural sodium gallates, potassium, rubidium and cesium gallates, aluminates, and
ferrites are also known. The ideal formulas for the b and b00 structures are AM11O17

and A2M11O17, respectively, but all of the compounds are intrinsically nonstoichio-
metric and the actual alkali content is always greater than unity but less than 2. The
most obvious charge compensationmechanism is a lower-valence cation substitution
for trivalent M3þ , namely A1þ xðM3þ

11�xM
2þ
x ÞO17 (M2þ ¼Mg, Co, Ni, Zn) and

A1þ xðM3þ
11�x=2Li

þ
x=2ÞO17.Without these dopants, the ferrites are charge-compensated

by Fe2þ (giving rise to electronic conductivity), and sodium gallates, by sodium
substitution for gallium. For aluminates, these variants are impossible. As a result,

Table 7.2 Properties of best Naþ -ion conducting ceramics of various structure types.

Formula D C

s (S cm�1)

25 �C 300 �C Ea (kJmol�1)

b00-Alumina [37, 47] 3 2 (2–3)· 10�3 0.15–0.4 14–17 (>250 �C)
27–28 (<200 �C)

b-Alumina [47] 3 2 (1–8)· 10�3 0.08 14–25
Na3Zr2Si2PO12 [24, 25, 137, 140] 3 3 (3–10)· 10�4 0.14–0.22 18–20 (>200 �C)
Na3.2Hf2Si2.2P0.8O12 [141] 3 3 0.0023 0.22 18 (>200 �C)
Na3Sc2P3O12 [2, 142–145] 3 3 10�6–10�4 0.04–0.17 14–18 (>170 �C)
Na3Fe2P3O12 [2] 3 3 10�8 0.01
Na5GdSi4O12 [69, 148, 149] 3 3 0.0016b 0.18–0.30b 18–27
Na5YSi4O12 [26, 69, 149] 3 3 (0.8–1.4)· 10�3 0.13–0.15 14–24
P2 Na0.5Ni0.25Mn0.75O2 [155] 2 2 0.002 0.20a 26
P2 Na0.6Cr0.6Ti0.4O2 [54] 2 2 0.003 0.12 23
P2 Na0.64Ni0.32Ti068O2 [152] 2 2 5 · 10�4b 0.08 30
P3 Na0.5Cr0.5Ti0.5S2 [150] 2 2 0.008 (500K) 34
Cubic NaSbO3 and Na7Sb6O18F
[67, 137]

3 3 4 · 10�6–10�4 0.03–0.08 34–49

O3 Na0.8Fe0.8Ti0.2O2 [70, 151] 2 2 2 · 10�5 0.006–0.010 33
O3 Na0.72Fe0.72Mn0.28O2 [155] 2 2 1.2 · 10�5 0.018a 41
Na2.4P0.4S0.6O4 [165] 0 3 10�7b 0.012 42–82
Na4TiP2O9 [166] 1 3 0.008 30 (>290 �C)
Na1.85Zn0.925Si1.075O4 [159] 3 3 10�6 0.007 47

aWith 3–4% electronic contribution.
bExtrapolated value.

7.4 Conductors with Large Alkali Ions j247



non-doped Na-b00-alumina is thermodynamically unstable and only appears in an
intergrowth with the b-alumina; b-alumina itself is charge-compensated by an
interstitial oxygen anion in the conduction plane bonded to two Frenkel-type Al
defects; that is, Al3þ cations displaced from the normal octahedral sites into
interstitial tetrahedra: Na1þ xAl11O17þ x/2.
The crystal structure of b-alumina is shown in Figure 7.5. The b00 structure consists

of the same bidimensional spinel blocks connected by bridging oxygens in the third
dimension; thus, both structures are 3D but quasi-layered, and differ in the stacking
mode of the spinel blocks and structure of the conducting layers (Figure 7.13). In the
b structure, the layers are built from trigonal prisms, O6, having also bridging
oxygens as additional neighbors. In the b00 structure, the layers consist of tetrahedra
(O4) and trigonal antiprisms (O6), with two additional neighbors. As these polyhedra
are only partially occupied, each cation has some adjacent polyhedra occupied and
some empty. This results in an unbalanced Aþ–Aþ repulsion which shifts the
cations from the centers of their polyhedra: an ideal site splits into several adjacent
sites (gray balls in Figure 7.13) with low occupancies. Short distances between these
sites exclude their simultaneous occupation and show easy pathways for cation
transport. Some information on transport properties of this family is represented in
Figures 7.1, 7.3, 7.6, 7.14 and Table 7.2.

7.4.2
Nasicon Family [1, 2, 4, 6, 7, 24, 25, 136–147]

At high temperatures, the Na1þ xZr2SixP3�xO12 system represents a continuous
series of rhombohedral solid solutions in the whole range 0� x� 3. The frame-
work is built of ZrO6 octahedra sharing all vertices with SiO4/PO4 tetrahedra
(Figure 7.15a). Compositions in the vicinity of x¼ 2 exhibit very high ionic

Figure 7.13 Conducting layers in the structures of Na-b-
alumina [57] (a) and Mg- or Zn-stabilized Na-b00-alumina [130,
131] (b) , viewed along the hexagonal axis. White balls¼ oxygen;
small black balls¼ aluminum; gray balls¼ sodium sites (only
partially filled).
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conductivity (Figures 7.2 and 7.16), and are called �NASICON�, an acronym for
Na SuperIonic CONductor [136, 137].
At x¼ 0, all octahedral Na(1) sites shown as gray balls in Figure 7.15 are filled,

while the other sites are empty. At x¼ 3, both Na(1) and eight-coordinate Na(2) sites
are completely occupied. As a result, both of these end members are poor ionic
conductors. In the intermediate region, a partial occupation of the Na(2) sites creates

Figure 7.14 Single-crystal ionic conductivities. Plot (1) Na-b00-
gallate; (2) Na-b-gallate [129]; (3) Na-b00-alumina; (4) Na-b-
alumina [47]; (5) K-b00-alumina, Mg-stabilized [132];
(6) same [133]; (7) K-b-alumina,Mg-doped [133]; (8) K-b00-gallate,
Na-stabilized [31]; (9) K-b-gallate, Zn-doped [134] (10) K-b00-
ferrite, Cd-stabilized [135].

Figure 7.15 Crystal structure of the rhombohedral Nasicon phase
Na3Zr2Si2PO12 at 350 �C [138]. (a) The framework (sodium
cations omitted); (b) Sodium sites only (framework omitted).
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an unbalanced Naþ–Naþ repulsion similar to that discussed in Section 7.4.1. Some
Na(1) ions are then displaced from their ideal positions towards the bottlenecks; this
causes the bottlenecks to become wider and producesmaximum volume, maximum
conductivity (Figure 7.16), site splitting, and the low-temperature monoclinic distor-
tion discussed in Sections 7.1.2 and 7.1.7. Note that the same intermediate composi-
tions exhibit maximum thermal expansion [24], so that the volume anomaly should
enhancewith temperature. At high temperatures, themonoclinic distortion vanishes
due to a fast Naþ motion; in the diffraction data, this motion is described either by
strongly anisotropic thermal parameters of Na(1) andNa(2), up to connection of their
densities into a continuous �basin� [139], or by the appearance of an intermediate site,
Na(3) (see Figure 7.15). At 350 �C, the occupancies of Na(1), Na(2), and Na(3) are 0.4,
0.68, and 0.106, respectively [138].
Very similarly, the Na1þ xHf2SixP3�xO12 system [140, 141] shows maximum

volume, minimum Ea and maximum conductivity at x¼ 2.2. An additional NASI-
CON analogue is Phoscan, Na3Sc2P3O12; however, the polymorphism of this is more
complex and dependent on the processing conditions [2, 142–145].
Although a great number of other NASICON-type Naþ -ion conductors have been

studied [1, 2, 4, 146, 147], all have exhibited lower conductivities (see Table 7.2),mostly
due to geometric constraints, as their formula volumes (203–261A

� 3) are less than the
optimumvalue (see Figure 7.16), or due to a non-optimumsodium content. However,
neither these factors nor the electronegativity can explain the decrease in conductivity
whenGe is substituted for Si [140, 146], when As is substituted for P [140], or when In
is substituted for Sc and Ga is substituted for Cr in Na1þ xM3þ

x Zr2�xðPO4Þ3 [147]. In
all of these pairs, lower conductivities were observedwith framework �cations� having
filled the d-shell.

Figure 7.16 Compositional dependence of room-temperature
formula volume [136] and conductivity at 300 �C [137] in the
Na1þ xZr2SixP3�xO12 system.
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7.4.3
Sodium Rare-Earth Silicates [1, 2, 7, 9, 26–29, 69, 148, 149]

The main characteristics of the Na5MSi4O12 family are presented in Sections 7.1.2,
7.1.4 and 7.3.1; see also Figures 7.2, 7.7, 7.11 and Table 7.2). This structure type exists
with themajority of rare earthsM3þ cations, except for the five largest [69], but could
not be prepared when Li or K was completely substituted for Na.

7.4.4
Structures Based on Brucite-Like Octahedral Layers [1, 2, 7, 8, 54, 70–74, 150–157]

As for b- and b00-alumina, the structures shown in Figure 7.9 have the same space
groups (P63/mmc and R�3m, respectively), and contain conductive layers consisting
of trigonal prisms (in P2 and P3) or octahedra and tetrahedra (in O3 or a-NaFeO2

type). However, in contrast to the aluminas, these layers contain no bridging oxygen,
the rigid layers are thinner, and the concentration of the conducting layers is,
therefore, greater. The absence of the bridging oxygen anions has two opposing
effects on the ionic transport. First, the interlayer distance becomes shorter, which is
unfavorable; second, bottlenecks in the prismatic structures become rectangular
(whereas they are triangular in b-, b00-alumina and O3), and this is favorable. As a
result, the P2- and P3-type phases are always better ion conductors than O3-type
phases built of the same components, and compare well with b-aluminas. The
general formulas for these families are AxðM3þ

x M4þ
1�xÞO2, AxðM2þ

x=2M
4þ
1�x=2ÞO2,

AxðMþ
x=3M

4þ
1�x=3ÞO2, and AxðM2þ

ð1þ xÞ=3M
5þ
ð2�xÞ=3ÞO2, where Aþ ¼Na, K; Mþ ¼ Li;

M2þ ¼Mg, Co, Ni, Zn, Ca; M3þ ¼Cr, Fe, In; M4þ ¼Mn, Ti, Sn, Zr, Hf; M5þ ¼Sb,
although not all combinations thereof may be realized. Prismatic coordination is
usually less stable for ionic compounds than octahedral coordination, due to shorter
O�O distances and a greater repulsion, and P2 or P3 phases do not exist in the
vicinity of x¼ 1. Only O3 type (and, sometimes, tetrahedral structures, see Sec-
tion 7.4.5) appear there.
However, the Aþ–Aþ repulsion is also significant as the hexagonal parameter a is

rathershort (ca. 3A
�
).Whenxdiminishes, this parameterusuallybecomesevenshorter

due to the smaller radii of the higher-valence cations listed above. The P2 and P3
structuresmay thenbestabilizedbecause thenumberofprisms is twice thenumberof
octahedra in O3; distributing A cations over these prismsmakes some A–A distances
greater than parameter a, a feature impossible at x¼ 1 and in the O3 structure [154].
The A–A repulsion is illustrated by the neutron diffraction data for P2-type titanates at
10–300K indicating off-center location of Naþ ions within their prisms of two
types [153]. For Na compounds, the formation of P2 or P3 oxide phases requires
values of the crystallographic a parameter not exceeding �2.99A

�
, whereas it may be

even3.23A
�
forK-containing compounds [72].High temperatures are also favorable for

the prismatic structures due to fast ion motion and entropic stabilization [157].
Thus, themain origin for rising ionic conductivitywith decreasing x is notmerely a

growing concentration of vacancies but, mainly, an increase in the bottleneck radius
owing to the rearrangement of O3 to P2 or P3 and, within a given structure type,

7.4 Conductors with Large Alkali Ions j251



owing to shorter a (see Section 7.2.2), and off-center displacements (as discussed in
Sections 7.4.1 and 7.4.2). The best known sodium and potassium ion conductors of
the above-discussed types are compared in Table 7.2 and Figure 7.17.

7.4.5
Cristobalite-Related Tetrahedral Frameworks [1, 2, 8, 158–164]

Until now, three structural families with high potassium ion conductivity have been
identified; two of these were discussed in Sections 7.4.1 and 7.4.4, while the third
family is detailed in this section. This family is also characterized bymaximumRbþ

and Csþ transport [1, 2].
Cristobalite is the high-temperature form of SiO2. Compounds AMO2 (A¼Na, K,

Rb, Cs; M¼Al, Ga, Fe) and some quaternary oxides (e.g., Na2RXO4 (R¼Be, Zn;
X¼Si, Ge [159]) have tetrahedral MO4/2 frameworks of the same topology, but are
�stuffed�withAcations. AAlO2 (A¼Rb,Cs) [158] have ideal cubic structureswith 12-
coordinate A in the form of Laves� tetrahedron with wide hexagonal bottlenecks
(Figure 7.18). With smaller A cations, the cubic phases are only stable at high
temperatures [1, 160, 161], whereas room-temperature structures are puckered
orthorhombic to provide normal A�O bond distances and lower coordination
numbers. Here, again, drastic increases in alkali ion conductivity on heterovalent
doping (A1�xM1�xTxO2, T¼Si, Ge, Ti [1, 2], A1�xM1�x/2Ex/2O2, E¼P, Nb, Ta [162,
164] or A1�2xRxMO2, R¼Ba, Pb [163]) is associated with a decreasing Ea, owing to
wider bottlenecks (especially with the largest T and R), and with the stabilization of
high-temperature phases. Maximum conductivities observed on excess A2O against
the above formulas were explained by a combination of M and O vacancies formed

Figure 7.17 Potassium-ion conductivity of
ceramic materials of various structure types.
Cristobalite-related: KAlO2 (1) and
K0.9Al0.95P0.05O2 (2) [162]; KxAlxTi1�xO2

(x¼ 0.1–0.25) (3) [1, 161]; K0.86Fe0.86Ti0.14O2

(4) [1]; P2-type: K0.72In0.72Sn0.28O2 (5) [73];
K0.70Zn0.35Sn0.65O2 (6) [74] and

K0.56Ni0.52Sb0.48O2 (7) [156]; P3-type:
K0.59Mg0.53Sb0.47O2 (8) [156] and
K0.58Zn0.29Sn0.71O2 (9) [74]; framework
pyrochlore type: KTi0.5W1.5O6 (10) and
KAl0.33W1.67O6 (11) [167]; layered K4Nb6O17

(12) [67].
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onAþ insertion [1], although this seems very questionable from the crystal chemistry
point of view. A very high volatility of A2O at high sintering temperatures
(1100–1300 �C) is a more plausible explanation. In the caption to Figure 7.17, this
A2O excess has been subtracted.

7.4.6
Other Materials

The best Naþ , Kþ , Rbþ , and Csþ ion conductors all belong to the five families
described above. Some other high-conductivity materials are represented in Table 7.2
and Figure 7.17, but descriptions of their structures are omitted here. Only a
very specific class of oxide structures with a 3A

�
translation (types I–XIV in

Figure7.19 [48, 49, 53, 168–187])will be reviewedbriefly. This short distanceprecludes
the location of any atom or ion between two large alkali ions, guaranteeing their free
motion in that direction [62]. The freedommay, however, be restricted by impurities,
crystal defects (e.g., anions on cation sites [188]) and grain-boundaries in ceramics.
For single crystals of the types II [174] and III [48] with Naþ , types I [171–173] and

IV [178] with Naþ and Kþ , type V with Kþ and Csþ [179], AC conductivities of the
order of 10�2 S cm�1 at 200–300 �C (or even at 25 �C [171, 178]) have been reported.
The ceramics� conductivity is significantly lower: (2–6)� 10�4 S cm�1 in types
VII–IX [177], 10�5–10�4 S cm�1 in types III and VI [49, 177, 180], and 10�6–10�4

S cm�1 in type I [168–170], all at 300 �C. In contrast to all phases discussed in
Sections 7.4.1–7.4.5, the type I KxAlxTi4�xO8 [168, 170] (and, probably, KxZnx/2
Ti4�x/2O8 [170]) and type IIINaxMgx/2Ti2�x/2O4 [49] showed the highest conductivity,
with maximum filling of the alkali channels (x¼ 1 and x¼ 0.95, respectively).
Obviously, ion conduction in the 1-D channels is a cooperative process (possibly,

Figure 7.18 Idealized crystal structure of �stuffed cristobalite�
AMO2 typified by CsAlO2 [158]. (a) The tetrahedral MO2

framework (A cations omitted); (b) Environment of an Aþ cation
(gray): 12 O2� and four Aþ (M cations omitted). The room-
temperature structure of K1�xAl1�xTixO2 (x¼ 0.1–0.2) only differs
by splitting of O and K sites [161].
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Figure 7.19 Polyhedral presentation of crystal
structures viewed along the short axes of
2.88–3.01 A

�
. (I) hollandite [168–173];

(II) Na0.7Ga4.7Ti0.3O8 [174]; (III) Nax(M,
Ti)2O4 [48, 49, 175–177]; (IV) A1�xM5�xTi2þ xO12

(A¼Na, K; M¼Al, Ga) [178]; (V)
AxGa16þ xTi16�xO56 (A¼ K, Rb, Cs) [179];
(VI) Na2þ x(M,Ti)4O9 [180–182];

(VII) Na8þ x(Mgx/2Ti11�x/2)O26 [177, 181];
(VIII) Na4þ x(M,Ti)5O12 (M¼Mg, Zn, Fe. . .)
[53, 177]; (IX) Na4þ x(Mg,Ti) 6(O,F)14 [53, 177];
(X) NaFeTiO4 [183]; (XI) Ax(M,Ti)2O4 (A¼K, Rb,
Cs; M¼Mg, Zn, Fe, Li . . .) [184];
(XII) NaxGa4þ xTi2�xO10 [185];
(XIII) Na4Mn4Ti5O18 [186]; (XIV) K0.8Mg1.7(Cr,
Fe,Ti,Zr)6O12 [187].



soliton-like) and not due to vacancy hopping. Macroscopic transport in the 1D
channels has been demonstrated by fast ion exchange in type III and VI single
crystals of 2–3mm length along the channel axis [175, 182]. For types XI–XIV, ionic
conductivity has not yet been reported, but may be anticipated. The narrowest
bottleneck is characteristic of type X and it, indeed, is a poor ion exchanger [175].
Types VIII and IX (and probably also XI), although layered, should be considered as
quasi-1D conductors [53].

7.5
Lithium Ion Conductors

7.5.1
General Comments

Liþ ion conduction is known in a great variety of structure types [1–7, 9–13]. Here,
attention is focused on the structures where the conductivity of at least 0.01 S cm�1 at
300 �Chas been attained. Some relevant examples are listed in Table 7.3. Liþ is a very
poor X-ray scatterer and, thus, its positions and occupancies may be accurately
determined only by neutron diffraction; X-ray data should be regarded with caution,
especially in the presence of heavy elements, such as tantalum, rare earths, niobium,
zirconium, indium, and tin.

7.5.2
Garnet-Related Mixed Frameworks of Oxygen Octahedra and
Twisted Cubes [189–202]

Garnet is a cubic mineral (space group Ia�3d) with the typical formula Ca3Al2Si3O12,
where the coordination numbers of Ca, Al and Si are 8, 6, and 4, respectively. For the
cation-excess Li5La3Ta2O12 (Figure 7.20), the La3Ta2Li(1)3O12 array is of inverse
garnet type with Li(1) on the Si sites, whereas additional Li(2) and Li(3) sites are
split within an interstitial octahedral void sharing its opposite faces with two Li(1)

Figure 7.20 Crystal structure of Li5La3Ta2O12 [192]. (a) Fragment
of the framework: The TaO6 octahedra are hatched; the LaO8

polyhedra are white; the balls indicate Li; (b) Li sites only.
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tetrahedra. These sites form a continuous net of diffusion paths with intersite
distances of 1.57 and 0.44A

�
and Li(1), Li(2), and Li(3) occupancies of 0.80, 0.14 and

0.15, respectively. The sum occupancy of the interstitial octahedron is, therefore,
0.14 þ 2�0.15¼ 0.44. Of course, the real Li�Li distances are greater (�2.4A

�
).

Several isostructural phases are known, with M¼Nb, Zr, Sb, Bi, W, and Te
substituting for Ta, R¼Ca, Sr, Ba, Pr, Nd, Sm, Eu, In, and K substituting for La,
and the Li content varying between three and seven atoms per formula unit. An
increasing Li content leads to depopulation of the tetrahedral sites and a higher
occupancy of the octahedra. The highest ionic conductivities are found for largest
R¼Ba, La, largestM¼Zr, Bi, and largest Li content (Table 7.3). An important feature
of the Zr- and Ta-containing compounds is their redox stability.

Table 7.3 Properties of best polycrystalline Liþ ion conductors of various structure types.

s (S cm�1)

Formula D C 25 �C 300 �C Ea (kJmol�1)

Li7La3Zr2O12 [197] 3 3 (2–5)· 10�4 0.07 30
Li6BaLa2Ta2O12 [191] 3 3 (4–5)· 10�5 0.04 39
Li5La3Bi2O12 [194] 3 3 2 · 10�5 0.04 45
Li5La3Nb2O12 [189, 194] 3 3 8 · 10�6 0.02 41
Li5La3Ta2O12 [189, 194] 3 3 (1–2)· 10�6 0.01 54
R-LiZr2P3O12 [206] 3 3 <10�5 0.014 40
R-Li1.3(Al0.3Ti1.7)P3O12 [207] 3 3 7 · 10�4 0.09
P-Li3Fe2P3O12 [2] 3 ? �10�7 0.013
P-Li3Sc2P3O12 [208] 3 ? <10�10a 0.010
P-Li2.8Sc2.8 Zr0.2P3O12 [208] 3 ? �10�4a 0.016
Li0.18La0.61TiO3 [220] 3 3 5 · 10�5 0.010 25 (100–250 �C)
Li0.25La0.58TiO3 [213, 214] 3 3 0.04
Li0.33La0.56TiO3 [215, 224] 3 3 0.05–0.25
Li0.33Sr0.55 Zr0.44Ta0.56O3 [12] 3 3 10�5 0.03 35
Li0.375Sr0.438 Zr0.25Ta0.75O3 [227] 3 3 10�4

Li3Zn0.5Nb2O7 [55] 2 3 10�4 0.024 31 (>160 �C)
Li3.5Si0.5V0.5O4 [230, 231] 0 3 5 · 10�6a 0.01–0.05 35–44
Li3.5Zn0.25GeO4 [229, 232] 0 3 10�6 0.02–0.13
Li3.75Ge0.75V0.25O4 [234] 0 3 6 · 10�6 0.10 52
Li3.70Ge0.85W0.15O4 [234] 0 3 4 · 10�5 0.07 40
Li3.25Ge0.25P0.75S4 [238] 0 3 2.2 · 10�3 20
Li4.275Ge0.61Ga0.25S4 [239] 0 3 7 · 10�5 9· 10�3

Li3.4Si0.4P0.6S4 [240] 0 3 6 · 10�4 0.13 28
Li3N (with impurities) [2, 8] 0 2 10�6–6 · 10�4 24–54
Li6FeCl8 [245, 246] 0 3 0.011
Li2CdCl4 [247] 0 3 0.08 49 (>270 �C)
LiInBr4 supercooled [248] 0 3 10�3

Li3InBr6�xClx (0� x� 3) [248, 249] 0 ? 5 · 10�5–2· 10�3 20
Li4B7O12Cl [252] 3 3 2 · 10�6 0.012 47
Li2.25C0.75B0.25O3 [253] 0 ? 5 · 10�7 0.01 56

aExtrapolated value.
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7.5.3
Mixed Frameworks of Oxygen Octahedra and Tetrahedra

Lithium b-alumina (see Sections 7.1.3, 7.2.2 and Figure 7.6) is a metastable phase
which can only be prepared by ion exchange. For sodium-free single crystals, very
high conductivities (2.7� 10�3 and 0.18 S cm�1 at 25 and 300 �C, respectively) and
Ea¼ 23 kJmol�1 were reported [203], but no data are available for ceramics.
Two topologically different framework types with the general formula LixM2T3O12

[1, 2, 6, 10–13, 204–212] are based on �lanterns� of two MO6 octahedra corner-linked
with three TO4 tetrahedra (Figure 7.21, I). One of these frameworks (R), typified by
LiTi2(PO4)3, is of the NASICON type (see Figure 7.15), with the �lanterns� in parallel
orientation; in another framework (P), typified by Li3M2(PO4) (M¼ Sc, Cr, Fe), the
�lanterns� are inclined alternatively in opposite directions (Figure 7.21, II). In their
most symmetrical, high-temperature forms, the frameworks R andPare, respectively,
rhombohedral (R�3corR3)andorthorhombicPbcn(orPcan,orPbnawithinterchanged
axes).On cooling, they usually undergo triclinic ormonoclinic distortions. In addition,
an intergrowth of the structures R and P has been found in Li2FeTi(PO4)3 [213].
For Li3In2(PO4)3 and LiZr2(PO4)3, both type R and type P structures are known

under ambient conditions, depending on the preparation temperature, with the type
P phases being 2–4% denser. For the Zr compound, type P can only be prepared
below 900 �C and the quenched high-temperature form is of the type R; however, for

Figure 7.21 Orthorhombic crystal structure of
Li3Sc2(PO4)3 (Pbcn) at 300 �C [209]. (I) A
M2T3O6O12/2 �lantern�, a common building
block ofNASICONandLi3M2(PO4)3 family; (II) A
fragment of Sc2(PO4)3 framework; the shaded
and unshaded areas are identical �lanterns� in

different orientations; (III, IV) Partially occupied
Li sites viewed in different directions (framework
omitted); the intersite distances along b are 1.77,
1.52, and 2.44 A

�
, whereas the shortest Li�Li

distances along c are 3.52 and 3.72 A
�
, and along

a, 3.98 A
�
.
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the In-containing compound the situation is reversed. The high-temperature forms
are more conductive in both cases.
For the stoichiometric LiM2(PO4)3 and LiM0M00(PO4)3 (M¼Ti,Ge, Sn, Zr;M0 ¼Al,

Cr, Fe; M00 ¼Nb, Ta, Sb) of type R, the phase with M¼Zr exhibits a maximum Liþ

conduction; transport in others may be drastically enhanced by lower-valence
substitutions for M accompanied by adding Liþ (Table 7.3).
In the high-temperature forms of type P Li3M2(PO4)3 (M¼Sc,Cr,Fe), the Liþ ions

are disordered and provide a substantial conductivity. The transport is anisotropic, as
might be anticipated from Figure 7.21 (III and IV). On cooling, a series of phase
transitions leads to Li ordering, lowering the conductivity.However, these transitions
are eliminated and the orthorhombic phases stabilized down to room temperature by
heterovalent substitutions, drastically enhancing the room-temperature conductivity
(Table 7.3).

7.5.4
Octahedral Framework and Layered Structures

Fast Liþ transport is characteristic of the cation-deficient perovskite-type titanates,
niobates, and tantalates. Liþ is too small for the cubo-octahedral void of the
perovskite structure (see Figure 7.4); the stabilization can be achieved introducing
a large trivalent or bivalent cation, such as a rare-earth, alkaline-earth or, probably,
Bi3þ or Pb2þ . The typical formulas are R2/3�x/3Lix&1/3�2x/3TiO3 and R1/3�x/3Lix&2

(1�x)/3MO3 (R¼ La, Pr, Nd; M¼Nb, Ta;& is a cation vacancy) [1, 2, 5, 7, 9–13, 214–
229]. The highest room-temperature conductivities [(1–3)� 10�3 S cm�1] have been
reported for ceramics based on lithium lanthanum titanate [216, 223, 224]. However,
these values correspond to the grain interior resistance; the total (grain þ boundary)
resistance is usually one to two orders of magnitude greater [11, 216].
Althoughtheidealperovskitestructureissimplecubic,La2/3�x/3LixTiO3usuallyhave

multiple cellswith small orthorhombic, tetragonal, or rhombohedraldistortionsdue to
tilting octahedra and partial Li/La/vacancy ordering, and also show a complex phase
transitions pattern [216–218]. Nevertheless, the conductivity anisotropy is negligi-
ble [220]. The highest conductivity was found in the quenched, high-temperature
disorderedform.TheArrheniusplotsareusuallynonlinear,whichisascribedtoeithera
continuous opening of the bottlenecks [220] or to the transition from cooperative to
noncorrelated ion hopping [221] on heating. As the conductivity decreases at high
pressures[222], themigrationiscontrolledbythebottlenecksize,beingoptimumwhen
theR cations are slightly greater than La3þ (minor substitutions of Sr for La [224]) and
the octahedral cation is slightly smaller than Ti (minor substitution of Al for Ti [222,
223]). The optimum vacancy fraction in the LaTiO3-based systems is reported to be
0.08 [224].Althoughtantalatesandniobates [226–229]havepoorer transportproperties,
one important advantage of tantalates is their greater stability to reduction.
Nonstoichiometric Li4�2xMxNb2O7 (M¼Zn,Mg; x� 0.5) [55] comprise Nb2O7

layers built of edge- and corner-shared NbO6 octahedra (Figure 7.22). Liþ ions,
partially substituted by M2þ , are distributed over face-shared octahedral sites
between the layers and inside them, thus providing migration paths not only in the
interlayer distance but also through the layers. As a result, hot-pressed grain-oriented
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Figure 7.22 Crystal structure of Li3Zn0.5Nb2O7 [55]. The circles
represent partially occupied mixed Li/Zn sites.

ceramics exhibit isotropic ionic conduction (Table 7.3). Only a small portion of Nb
could be substituted by Ta in this structure.

7.5.5
Structures Based on Isolated Tetrahedral Anions [1, 2, 5, 10–12, 230–241]

Li2SO4 (see Figure 7.1) and mixed sulfates exhibit high cation conductivity only at
elevated temperatures. Themore important Liþ conductors of this class are based on
lithium orthogermanate, orthosilicate and orthophosphate and their thio-analogues.
Although pure Li4TX4 and Li3PS4 (T¼Si,Ge; X¼O,S) are poor cation conductors,
their conductivity is markedly enhanced by heterovalent doping with both lithium
excess and lithium deficiency; examples include Li4þ xM3þ

x Si1�xO4, Li4�3xM3þ
x SiO4

(M¼Al, Ga), Li4�2xM2þ
x TO4 (M¼Zn, Mg), Li4�xR5þ

x T1�xO4 (R¼P, V),
Li4�2xR6þ

x T1�xO4 (R¼S, Se, Cr, Mo, W) and Li3�2xZnxPO4 (see Table 7.3). The
increase in conductivity is contributed by the created point defects, but originates
primarily from structural rearrangements. The best Liþ conductors of this family
have g-Li3PO4-type structure stabilized in wide concentration ranges between three
and four Liþ ions per formulaunit. Theoxogermanates are generallymore conductive
than oxosilicates, owing to the size effect and an easier stabilization of the g structure.
TheZn-modified germanate has been called LISICON (Li SuperIonicCONductor). Its
crystal structure (Figure 7.23) comprises a hexagonal close packing of oxygen with Ge
in tetrahedral voids, and Li andZn partially occupying almost all other tetrahedral and
octahedral voids (except for those having common faces with GeO4 tetrahedra). First
principles modeling of the Liþ diffusion in g -Li3PO4 [236] predicts a considerable
anisotropy, but the single-crystal conductivity of the g-typeLi3.34P0.66Ge0.34O4 has been
found almost isotropic [237]. Thio-LISICONS, Li4�xGe1�xPxS4 [238], Li4�2xZnxGeS4,
Li4þ xþ yGe1�x–zGaxS4 [239], Li4þ xSi1�xAlxS4, Li4�xSi1�xPxS4 [240], and
Li4þ 5xSi1�xS4 [241], are similar to their oxo-counterparts, but often show complicated
superstructures and/or slightmonoclinic distortions. The larger andmore polarizable
S2� ions provide a higher Liþ ion conductivity, especially at low temperatures.
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7.5.6
Structures with Isolated Monatomic Anions

The most conductive material of this class is lithium nitride [1–3, 7, 10, 13, 22, 242].
Its hexagonal structure (Figure 7.24) contains two types of lithium ion, with
coordination numbers 2 and 3; only the latter contributes to the transport process
and, thus, conductivity perpendicular to the principal axis is two orders ofmagnitude
higher than that parallel to c. Stoichiometric Li3N does not contain lithium defects,

Figure 7.23 Crystal structure of LISICON Li3.5Zn0.25GeO4 [234].
Striped tetrahedra¼GeO4; gray tetrahedra¼ (Li,Zn)O4; the white
polyhedra are partially occupied by lithium. The structures of
Li3.75Ge0.75V0.25O4 and Li3.70Ge0.85W0.15O4 [235] differ only in
minor details.

Figure 7.24 Crystal structure of Li3N [242]. The large gray balls
represent N; the small white balls represent lithium. Some 3%
lithium vacancies have been found in the Li2N layer.

260j 7 Alkali Metal Cation and Proton Conductors



and should have low conductivity; however, the conductivity is strongly enhanced by
unavoidable impurities of H (as NH) and O producing lithium vacancies.
High Liþ conductivity has also been found in mixed chlorides and bromides

Li2MX4 and Li6MX8, where M¼Mg, Mn, Fe, Cd; X¼Cl, Br [1, 2, 5, 243–247]. All of
these are based on cubic close packing of the X� anions. Li2MX4 are usually referred
to as inverse spinels, with one Li on tetrahedral sites and another Li mixed withM on
octahedral sites (Figure 7.25a). However, this is true only for part of the compounds;
others have an orthorhombic superlattice of the rock salt type, with all cations in
octahedra (Figure 7.25b). On heating, both types usually transform to a disordered
structure (Figure 7.25c), having the same space group as spinels butwith all cations in
octahedra, similar to rock salt but with one of four octahedra vacant. At higher
temperatures, a further transformation into disordered LiX-based solid solutions is
observed for some compounds. The ionic conduction is slightly increased with
cation deficiency: Li2�2xM1þ xX4.
Similarly, Suzuki phases Li6MX8 are rock salt derivatives with ordering of Li,M and

vacanciesontheoctahedralsitesanddoubledcubiccelledge(Figure7.25d).Onheating,
theseundergoagradualdisorderingandfinallybecomeLiX-basedsolidsolutions [245],
sometimes with an intermediate exsolution of Li2MX4-based phase [246].

Figure 7.25 Themain structure types of lithiumM2þ halides [243,
244]. (a) Inverse spinel Li2CdCl4, Fd3m; (b) Li2MgBr4 at room
temperature, Cmmm; (c) Li2MgBr4 at 400 �C, Fd3m; (d) Suzuki
phase Li6MgBr8, Fm3m. Largeballs represent Cl orBr; small white
balls represent Li sites [50% filled in panel (c]; black balls represent
Mg or Cd; gray balls represent mixed Li/M2þ sites.
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Lithium transport in all of these phases occurs via the shared faces of octahedra and
tetrahedra. In normal spinels (e.g., Li2ZnCl4), where the tetrahedra are occupied by
M2þ , the conductivity is much lower. Diffuse order–disorder transitions in both
Li2MX4 and Li6MX8 result in strong deviations from linearity on their Arrhenius plots.
In the cation-deficient, spinel-type phase, LiInBr4 [248], In3þ occupies half of

octahedral sites whereas Liþ has not been localized and provides a very high
conductivity. There is also one low-temperature polymorph of which the conductivity
is at least three orders lower.On heating, a phase transition occurs at 43 �Cbut, due to
a considerable hysteresis, the spinel phase is preserved down to �13 �C on cooling.
Li3InBr6 might be expected to contain discrete [InBr6]

3� units, but in its high-
temperature monoclinic superionic phase, In3þ cations are disordered over two
octahedral sites. As for LiInBr4, this phase appears at 41 �C on heating but is
preserved down to�13 �C on cooling [248]. The substitution of Cl for 50% Br shifts
the phase transition point below room temperature [249].

7.5.7
Other Structures

Room-temperature conductivities of 10�3 S cm�1 ormore have been announced for the
cubic argyrodite-typephases Li6(PS4)SX (X¼Cl,Br, I) [250].Detailed information for this
is not available, although Agþ and Cuþ cation conductors of this type are well known.
Lithium boracites, Li4B7O12X (X¼Cl, Br, I), are cubic or pseudo-cubic framework

structures built of BO4 tetrahedra and planar BO3 groups sharing all corners to form
an open 3D framework. The large voids are filled with X anions tetrahedrally
coordinated by four Li(1) sites and, in longer distances, octahedrally surrounded
by six Li(2) sites. Li(1) is tetrahedrally coordinated by one Cl and three O. These Li(1)
sites are only 25% filled at room temperature. A major amount of lithium, Li(2),
occupies the distorted octahedra of four O and two cis-Cl. On heating, a progressive
redistribution from Li(1) to Li(2) site is observed [251].
Monoclinic Li2CO3 is a poor ionic conductor, although the conductivity is in-

creased by three to four orders of magnitude in the Li2þ xC1�xBxO3 solid solu-
tions [253]. In the pure carbonate, the LiO4 tetrahedra share an edge to form isolated
pairs [254]; the interstitial lithium ions most likely provide a continuous linkage
between the edge-shared tetrahedra.

7.6
Proton Conductors

7.6.1
General Remarks [14–21, 255]

Both X-ray and neutron diffraction analyses are ineffective for locating hydrogen in
crystals, because of its low electron density and strong inelastic scattering, respec-
tively (not to mention its high mobility). Rather, the most reliable method is the
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neutron diffraction of deuterated crystals. In many cases, the hydrogen positions are
presumed rather than experimentally established.
Two entirely different mechanisms have been established for proton transport

(Figure 7.26):

. The Grotthuss mechanism, which is the best known, includes proton transfer
along the hydrogen bond between a proton donor and a proton acceptor species
(e.g., H3O

þ andH2O orH2O and OH�), followed by reorientation of the resultant
species in preparation for the next step. Stronger hydrogen bonds (shorter O�O
distances) provide easier proton transfer (either thermally activated hopping or
quantum tunneling), but amore difficult reorientation. Thus, there appears to be a
somewhat optimumO�O distance which is neither very short nor very long. This
simple representation may be seriously modified by many-body interactions and
thermal motion within the �rigid lattice� [14, 15, 21].

. The so-called vehicle mechanism relates to the transfer of voluminous proton-
containing ions, such asH3O

þ or NH4
þ . The size of both cations is similar to that

of Kþ and Rbþ and, thus, conditions for their optimized transport are similar to
those discussed in Sections 7.2.2, 7.2.3 and 7.4, although it may be complicated by
directional hydrogen bonds. The vehiclemechanism is generally favored by higher
temperatures, lower pressures and higher proton concentration [21], although
information on dominating mechanisms is often contradictory.

Regardless of the microscopic phenomena, protonic conductivity is critically
sensitive to the water content inside crystals and on their surface. Intrinsically
nonconductive materials may apparently exhibit proton transport in wet environ-
ments due to adsorbed and/or condensed water. Consequently, numerous reports on
the conductivity of compacted powders at 90–100% relative humidity, when vapor
condensation in pores cannot be avoided, are excluded from consideration. Heating
or cooling may cause H2O loss or uptake from the atmosphere, thus altering the
conditions for proton transport in crystals. In such situations, the apparent Ea found

Figure 7.26 Cartoons representing the two mechanisms of
proton transport. Upper: Grotthuss; lower: vehicle [255]. See
Section 7.6.1 for further details.
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from the slope of the Arrhenius plot is totally unconnected with the truemicroscopic
value (not to mention the problems discussed in Sections 7.1.2 and 7.1.7). Finally,
although a huge number of proton conductors have been discovered, only a few
representative crystalline materials of various classes are reviewed below. A compar-
ison of their conductivities (Figure 7.27) shows that, although a level of 0.01–0.1 S
cm�1 may be achieved at 0–260 �C, or at 600–1000 �C, the challenge remains to
prepare materials having such conductivities in combination with a sufficient
stability in the intermediate-temperature region. This forms the basis for classifying
all of these materials into the following three groups.

Figure 7.27 Conductivities of some
representative crystalline proton conductors.
Data for Nafion polymermembrane are included
for comparison. (1) H3PW12O40�29H2O, powder
compact [256]; (2) the same [257];
(3) H3PW12O40�28H2O, single crystal [258];
(4) H4SiW12O40�28H2O, single crystal [258];
(5) H4SiW12O40�18H2O, powder compact [261];
(6) HUO2PO4�4H2O, grain-oriented powder
compact [262]; (7) HUO2AsO4�4H2O, powder
compact [263]; (8) Nafion [264] (obviously, in
saturated water vapor); (9) Nafion, p
(H2O)¼ 105 Pa [21]; (10) CsHSO4, single crystal
along both a and c [265]; (11) CsH2PO4, single
crystal [268]; (12) Cs(HSO4)0.6((H2PO4)0.4,
powder compact [269]. Plots (13)–(22) represent
ceramics: (13) SrCe0.95Yb0.05O3�d [272];
(14) SrCe0.9Y0.1O3�d [274];
(15) SrZr0.95Y0.05O3�d [272];

(16) BaCe0.9Nd0.1O3�d [272];
(17) BaCe0.8Y0.2O3�d [272]; (18) the same [275];
(19) BaCe0.9Y0.1O3�d [15];
(20) BaZr0.9Y0.1O3�d [276];
(21) La0.9Sr0.1ScO3�d [277]; (22) La0.99Ca 0.01

NbO4�d, [289]. Plots (23)–(26) represent single
crystals: (23) H(H2O)n-b00-alumina, Mg-
stabilized [296]; (24) H(H2O)n-b-alumina, Mg-
doped [296]; (25) NH4-b00-alumina, Mg-
stabilized [297]; (26) NH4-b-alumina, Mg-
doped [297]; (27)–(31) ceramics:
(27)H2Nb2O6�H2O [76]; (28)H2Ta2O6�H2O [76];
(29) NH4NbWO6 [301]; (30) NH4TaWO6 [302];
(31) (NH4)4Ta10WO30 [304]; (32) a-Zr(HPO4)2,
grain-oriented powder compact [307];
(33) H3OZr2(PO4)3, powder compact [305];
(34) H0.8Zr1.8Nb0.2(PO4)3�0.4H2O, powder
compact [306].
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7.6.2
Low-Temperature Proton Conductors: Acids and Acid Salts

Quite naturally, the best proton conductors are strong acids and acid salts. However,
these compounds are usually thermally unstable, as they easily lose water and
decompose at temperatures below 100–270 �C. The highest protonic conductivity at
room temperature is known for fully hydrated 12-tungsto- and 12-molybdopho-
sphoric acids, H3[PM12O40]�(29	 1)H2O (M¼Mo,W) [256–260]. Their Keggin-type
anions (Figure 7.28a) are embedded into a quasi-liquid array of water molecules and
oxonium ions (Figure 7.28b). The anionic charge of �3 is distributed over 12
terminal oxygen atoms; thus, each oxygen atom bears only �1/4, as in the
perchlorate ion, and these acids are as strong as perchloric acid. At a relative
humidity of 
80%, both acids are stable at least to 80 �C, but at lower humidities
and/or higher temperatures they rapidly convert to lower hydrates [260] with a
decrease in conductivity. By comparison, 12-tungstosilicic acid is less conductive,
but more thermally stable [258, 261].
In the tetragonal HUO2XO4�4H2O (X¼P,As) [262, 263], each oxygen atom of an

XO4
3� anion is bound to a UO2

2þ cation, forming an infinite layer of tetrahedra and
octahedra. The remnant charge of the oxygen is again only �1/4, which is too small
for a covalent binding proton, in contrast to other acid salts discussed below. The
protons are delocalized within quasi-liquid layers of water molecules and oxonium
ions and provide a high bidimensional conductivity.

Figure 7.28 Crystal structure of H3PW12O40�29H2O [259].
(a) Polyhedral view of the Keggin anion; the PO4 tetrahedron is
shown black; theWO6 octahedra are hatched; (b) The same anion
with adjacent H2O/H3O

þ species (hydrogen not localized) and
parts of the four surrounding anions.
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The high-temperature tetragonal phase of CsHSO4 [265, 266] is, apparently, the
best-studied and most conductive of the numerous anhydrous acid sulfates, sele-
nates, phosphates and arsenates of alkali metals and thallium. It exists in a narrow
range between the transition to the low-conducting monoclinic phase at 141 �C
and melting at 217 �C, and exhibits essentially isotropic protonic conductivity owing
to rapid reorientations of the anion. According to the neutron diffraction data
(Figure 7.29), the hydrogen ion is delocalized over four equivalent O�O contacts
of �2.6A

�
and, with much lower probability, four more O�O contacts of �2.8A

�
. In

CsH2PO4, the disordered proton-conductive cubic phase exists above 230 �C [267,
268], but in the mixed-anion salts, Cs(HSO4)1�x((H2PO4)x (0.25��� 0.75), this
phase may be supercooled down to room temperature [269]. Recently, comparable
conductivity values were also found in the family of acid phosphites AH(PO3H)
(A¼K, Rb, Cs, NH4) [270].

7.6.3
High-Temperature Proton Conductors: Ceramic Oxides

Since the pioneering studies conducted by Iwahara�s group [271], hundreds of
reports have been devoted to proton-conducting, acceptor-doped mixed oxides with
perovskite structures (see Figure 7.4). Unfortunately, only a small amount of the
available data canbe reviewedhere [14, 15, 19–21, 272–287]; additional information is
available in Chapters 12 and 13. Thesematerials are oxygen-deficient solid solutions,

Figure 7.29 Crystal structure of CsDSO4 at 175 �C [266]. The black
ball represents sulfur; the large and small balls represent oxygen
and hydrogen sites, respectively (all 25% occupied). One of the
possible momentary arrangements is shown by gray balls and
bold lines. Cesium and minority deuterium sites are not shown.
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primarily of the families such as A2þM4þ
1�xR

3þ
x O3�x=2 and A3Ca1þ xNb2�xO9�3x/2

(A¼Ba, Sr, Ca; M¼Ce, Zr, Hf, Sn, Th; R¼Sc, Y, Ln, In). When sintered in a dry,
hydrogen-free atmosphere, they do not contain hydrogen but easily react with
moisture or hydrogen at moderately high temperatures and acquire protonic
conductivity. Cerates are more conductive but less stable chemically than zirco-
nates, and are decomposed by CO2 or high concentrations of water vapor to form
alkaline-earth carbonates or hydroxides [19, 272, 275, 278, 279]. Some solid
solutions (e.g., BaCe0.3Zr0.5Y0.2O3�d [275] and BaZr0.4Ce0.4In0.2O3 [280]) may
maintain the relatively good chemical stability of barium zirconate with improved
electrical conductivity.
Proton conduction in perovskites is assumed to be of the Grotthuss type [15, 21],

although average O�O separations in zirconates and cerates are greater than typical
hydrogen bond lengths (2.4–2.9A

�
[288]), namely 2.9–3.1A

�
along the octahedron

edge and 4.1–4.4 A
�
between the octahedra. In addition, the hydrogen bond along the

edge should be strongly bent due to repulsion between proton and octahedral cation.
In noncubic perovskites, whilst some of the O�O distances become shorter, any
continuous path must also include longer O�O distances. The cubic perovskites
should, therefore, be better proton conductors, and a shortening of the O�O
distances should be dynamic, due to thermal motion. The Hþ�Mnþ repulsion
contributes to the activation energy of the proton transport. Indeed, AþM5þO3-
basedmaterials aremuch poorer proton conductors than A2þM4þO3-based phases.
Consequently, theA3þM3þO3perovskites appear to showpromise [15, 21], although
they are usually distorted as all of the A3þ cations are too small for the ideal O12 cubo-
octahedron.
Due to low dopant concentrations and high temperatures, the reactions of the

doped perovskites with gases may be adequately described by the point defect model
and quasi-chemical equilibria:

1=2 O2ðgÞþVO
:: ¼ Ox

O þ 2 h:; H2ðgÞþ 2 Ox
O þ 2 h: ¼ 2 OHO

:;
H2O ðgÞþOx

O þVO
:: ¼ 2 OHO

::
Thus, a trivalent dopant substituting for Ce(4þ ) or Zr(4þ ) [or a divalent dopant

substituting for Nb(5þ ) or La(3þ )] may be compensated by charge carriers of the
three types: oxygen vacancies, electron holes, and interstitial protons in the form of
hydroxyls. Thus, the materials may exhibit mixed (anion, hole, and proton) conduc-
tivity, depending on external conditions (see Chapter 13). The first contribution is
dominant at low p(O2) and low p(H2O); the second at high p(O2); and the third at low
p(O2) and high p(H2O). In addition, a Ce(4þ ) to Ce(3þ ) reduction occurs at very low
p(O2), giving rise to n-type conductivity [281, 282], althoughmore recent studies have
tended to interpret this contribution, proportional to p(O2)

�1/4, as protonic conduc-
tivity [273, 274]. At temperatures below 310 �C inwet air, hydroxyl ion conduction has
been proposed in Yb-doped SrCeO3 [283].
The borderlines between �low� and �high� partial pressures may depend on the

material and temperature. Usually, hole conduction becomes significant or even
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dominant at p(O2)
1 Pa [273, 274, 276, 277, 282, 284], but Pr- and Tb-doped cerates
display several orders lower hole conductivities even in air [285, 286], as the two Ln
(3þ ) are readily oxidized to Ln(4þ ) and therefore act as �traps� for holes. In
Figure 7.27 (graphs 13–21), only the conductivities in essentially ionic regimes are
depicted, although these may still contain some oxide-ion contribution. This is more
probable at higher temperatures, as the sorption of water or oxygen is usually
exothermic and the Ea of oxygen transport is usually greater than that of protonic
conductivity. For example, under reducing conditions, when the conductivity is
purely ionic, BaCe0.85R0.15O3�d (R¼ Sc,Y,Pr . . . Lu) exhibit transport number for
protons tH¼ 0.46–0.66 at 700 �C and only 0.02–0.09 at 1000 �C [285]. Very similar
results have been reported by different authors for BaCeO3 dopedwith 10%Yb [19] or
Nd [287], where tH is close to unity only below 600 �C. The oxide ion contribution
becomes lower for smaller cations [19]; the corresponding transference numbers
were reported as low as 0.02 in BaZr0.9Y0.1O3�d at 700 �C [276], close to zero in
SrCe0.95Tb0.05O3�d at 900 �C [286], and less than 0.05 in SrCe0.95Sc0.05O3�d up to
800 �C [271] and in La0.8Sr0.2ScO3�d up to�650 �C [277]. It should be noted that the
equilibration of a dense ceramics with the atmosphere may take a significant time –
from 1h at 500 �C [19] to tens of hours for similar compositions, even at
800–1000 �C [283]. Hence, at reduced temperatures the conductivity of ceramics
may appear independent of the atmosphere for periods of measurements due to a
�frozen-in� defect concentration created at high temperatures.
Similar principles hold for non-perovskite, acceptor-doped oxides, in particular,

fergusonite-type Ln1�xCaxNbO4�d [289], fluorite-type La5.8WO11.7 [290], b-K2SO4-
type La1�xBa1þ xGaO4�d [291], monazite-type Ln1�xSrxPO4�d [292], aragonite-type
La1�xSrxBO3�d [290, 293], pyrochlore type La2Zr2�xYxO7�d [294], and La2�xCax
M2O7�d (M¼Zr,Ce) [295].

7.6.4
Intermediate-Temperature Proton Conductors

This class of material comprises structures with D¼ 3 or 2 (thus, more thermally
stable than the D¼ 0 structures discussed in Section 7.6.2) containing intrinsic
protonic species (H,OH,H3O, orNH4), in contrast to extrinsic proton conductors (as
discussed in Section 7.6.3). Therefore, their protonic conductivities are independent
of the surrounding atmosphere, although their decomposition temperatures (as
listed below in this section) should be increased at high partial pressures of water
and/or ammonia. In addition, they do not contain basic components such as SrO or
BaO that cause the instability of perovskites in CO2 and steam.
Rigid frameworks usually require a high synthesis temperature, in contradiction to

the desirable high concentration of intrinsic protons. Only a few materials (mostly
phosphates, as listed at the end of this section) may be prepared by direct low-
temperature �wet� synthesis. Amore general method includes the high-temperature
preparation of ceramics or single crystals of hydrogen-free alkali or thallium(1þ )
compounds, followed by the low-temperature ion-exchange treatment of these
precursor bodies in acids or molten ammonium nitrate.
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The first (and subsequently most extensively studied) family of proton conductors
prepared in this way were the hydronium and ammonium b- and b00-aluminas
[296–298]. On heating, these gradually lose NH3 and/or H2O. The first decom-
position stage (below 300–400 �C) is reversible, but thereafter stacking faults
appear and a metastable nonstoichiometric spinel crystallizes at approximately
600 �C. Nevertheless, considerable protonic conductivity is preserved up to
600–800 �C (Figure 7.27, graphs 23–26). Whilst these results were obtained for
single crystals, for ceramics the highest reported working temperatures were only
200–300 �C [299, 300]. The most serious obstacle here was cracking of the
ceramics due to anisotropic changes of the hexagonal lattice parameters during
ion exchange, thermal cycling and dehydration–deammoniation.
This problem has been surmounted by the use of cubic pyrochlore-type ceramics,

H2M2O6�H2O [76] and NH4MWO6 [301–303], prepared by ion exchange in Tl2M2O6

and RbMWO6, respectively (M¼Nb, Ta; graphs 27–30 in Figure 7.27). The pyro-
chlore structure comprises a framework of corner-shared octahedra (Figure 7.30a)
with wide intersecting channels wheremobile ions and/ormolecules reside. Awider
working range (up to 350–400 �C, and even to 550 �C for short periods) but somewhat
lower conductivity has been achievedwith theNH4-exchanged pyrochlore-related but
more condensed rhombohedral framework structure (Figure 7.30b). The (NH4)4Ta10-
WO30 ceramics [304] lose part of the NH3 on first heating; the dominant protonic
conductivity then becomes well reproducible on thermal cycling between 150 and
450 �C (graph 31 in Figure 7.27), and is independent of atmosphere (dry orwet air, N2

or H2).

Figure 7.30 Crystal structures of (a) ND4NbWO6 [302] and (b)
Rb4Nb10WO30 [58]. Large balls represent N and Rb, respectively;
small black balls represent deuterium sites (1/3 occupied).
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NASICON-type H3OZr2(PO4)3 [305] and its solid solutions [306] were prepared by
ion exchange from Li precursors. In addition, NH4Zr2(PO4)3 could be synthesized
hydrothermally and transformed toH3OZr2(PO4)3 by deammoniation at 440–600 �C
andhydration [305]. Layereda-Zr(HPO4)2 could also beprepared fromsolution [307].
All of these phosphates demonstrated a good thermal stability but low proton
conductivity (graphs 32–34 in Figure 7.27). In addition, they could only be prepared
in powdered form, and not as ceramics.
Unprecedented high protonic conductivities, of 0.1–0.2 S cm�1 at 200–350 �C in

unhumidified air, were recently reported [308, 309] for SnP2O7with trivalent dopants
(Al or In). The published formulas, Sn1�xM

3þ
xP2O7, are, however, not charge-

balanced, and the presence of x protons is implied. It is likely that the observed high
conductivities might be due to residual liquid phosphoric acid used in excess for the
synthesis; these materials require careful re-examination.
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Conducting Solids: In the Search for Multivalent Cation Transport
Nobuhito Imanaka and Shinji Tamura

Editorial Preface

Vladislav V. Kharton

The interfacial and transport phenomena related to multivalent cation migration in
solids are of major interest in our understanding of many fundamental mechanisms
and for numerous potential applications. The exact identification and quantitative
analysis of these phenomena are, however, among the most complex tasks in solid-
state electrochemistry. In those systemswhich comprise several types of ion thatmay
be mobile, a precise separation of the contributions provided by different ionic
species is only possible by combining several complementary electrochemical,
spectroscopic, and microscopic techniques. These experiments require also careful
examination of their reproducibility, an assessment of the relative roles of all factors
that influence ionic transport, a thorough characterization of the materials, the
elimination of various parasitic effects, and the correct accounting of possible parallel
and alternativemechanisms. Formultivalent cation conductors, typical experimental
problems include the presence of minor amounts of impurities (e.g., protons or
alkaline metal cations), interfacial transport (via extended defects, grain boundaries
or surfaces), electronic conduction and/or phase decomposition processes induced
by the applied electrical field, cation demixing under chemical potential gradients,
possible volatilization of components, phase separation at the interfaces, and other
complex electrode phenomena. In particular, due to the electrostatic and stereological
factors discussed in previous chapters, the mobility of multivalent cations is always
lower compared to that of monovalent species. Consequently, even microscopic
amounts of ionic impurities, barely distinguishable by standard analytical methods,
may have non-negligible effects on the transport properties. In the case of electro-
chemical measurements involving direct currents, high electrical and polarization
resistances may lead to excessively high voltages, the generation of electronic charge
carriers, and/or decomposition. These factors are in part responsible for the
contradictory conclusions, various different opinions, doubts and questions reported
with regards to migration- and intercalation-related phenomena when the cation
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oxidation state exceeds 1þ . For further information on this topic, the reader is
directed to Refs. [1–16] and references therein.
There exist also numerous theoretical limitations. For example, the effects

expected on macroscopic transfer and discharge of M3þ cations and BO4
2� anions

in M2(BO4)3 (M¼Al, In, Y; B¼W, Mo) under applied DC voltage in simple
electrochemical cells are similar. The identification ofmobile species in such systems
requires the use of sophisticatedmethods, including systematic investigations on the
diffusion/reaction fronts in various diffusion couples, or on the transport of isotope
tracers in single crystals, combined with the careful elimination of all secondary
effects. Moreover, the diffusion of relatively large ionic species with a substantially
high charge may only occur via various cooperative mechanisms, which are difficult
for modeling. As a result, the type of migrating species and the diffusion mechan-
isms remain the subject of much debate, even for M2(BO4)3 [10, 11, 15, 16].
Irrespective of these controversies, research in this intriguing area is crucially

important from both fundamental and applied points of view. For instance, solid
electrolytes andmixed conductors withmobile Al3þ cationsmay find applications in
new types of rechargeable battery, and also in the aluminum industry; alkaline-earth
cation conductorsmay be used, in particular, for precise humidity control in gaseous
media and for CO2 sequestration. This chapter includes a brief introduction to the
field, with emphasis placed primarily on the authors� own studies. Although many
aspects of materials electrochemical behavior require detailed investigation and
further validation, the chapter provides an excellent overview of the phases where
multivalent cation conduction may occur.

8.1
Introduction

The relationship between a current passing through a solid and the resultant
chemical changes, and their compliance with Faraday�s law, was first noted during
the nineteenth century [17]. Notably, one of the most famous solid electrolytes –

stabilized zirconia – was first developed in 1897 as a light Source, through the use of
resistive-heating, andbecame known as the �Nernst glower�. An extended knowledge
of electrical conduction in these ionic solids was acquired by Wagner in 1943 [18],
while between 1897 and 1943 many other important discoveries relating to ionic
conducting behavior in solids were made, mainly in halides. Especially important
were the very high ion-conducting characteristics demonstrated for silver iodide
(AgI) [19], which is known to undergo a structural phase transformation at 149 �C,
from a low-temperature g phase to a high-temperature a phase (see Chapters 2
and 3). Coincident with this transition, the Agþ ion conductivity jumps more than
five orders of magnitude, to achieve a value almost equivalent to that of the liquid
AgI phase. It was while attempts were being made to stabilize the highly Agþ

ion-conductive a-AgI phase at room temperature that compounds containing both
Agþ and I� ions (e.g., RbAg4I5) were first synthesized, in 1965 [20]. Unfortunately,
RbAg4I5 was found to be highly unstable and, as yet, has not found any commercial
application. At about the same time, the details of a La compound, LaF3, which
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exhibits F� ion-conducting characteristics, were first reported [21]. Another very
important discovery, made by Kummer et al., was that of a two-dimensional, high
Naþ ion-conducting b-alumina [22]; this was not identified until shortly after 1943,
despite knowledge of the material dating back to the 1930s. As these mobile ionic
species have a mass and also occupy volume, it was realized that such characteristics
should be taken into account in order to improve their transport through a three-
dimensional (3-D) tunnel structure. One of the optimum candidate structures to be
generally accepted as suitable for ion migration was developed by Goodenough et al.
in 1976, in order to achieve a high ionic conduction [23]. This �tailored solid
electrolyte�, with the chemical formula Na1þ xZr2P3�xSixO12, was subsequently
named NASICON (NaþSuper Ionic CONductor).

As ion mobility in a solid lattice depends on the valence of the conducting ionic
species, those cations with valence states higher than divalent were considered to be
poor migrating species in a solid crystal lattice, due to their extraordinarily strong
electrostatic interactions with the surrounding anion species. Consequently, until
1995 the migrating ion species in solids were believed to be limited to certain mono-
and divalent ions. Although various materials, including Ln3þ -b/b00-Al2O3 (Ln:
lanthanoids) [24–39], b-alumina-related materials [40–44] and b-LaNb3O9 [45, 46],
were reported to be possible trivalent cation-conducting solids, the only demonstra-
tion of cation transport was based on total conductivity measurements. The first
direct evidence of trivalent cation conduction in a solid was reported for the
Sc2(WO4)3 single crystal in 1995 [47]. Subsequently, various types of trivalent
cation-conducting solids with Sc2(WO4)3-type [48–86] or NASICON-type struc-
tures [87–103] were developed. In the case of tetravalent cation conduction in solids,
Zr2O(PO4)2 [104] and the NASICON-type Zr4þ [105–108] and Hf 4þ [106, 109–111]
were first identified experimentally shortly after 2000. In this chapter, where the
details of novel multivalent cation-conducting solids are described, the symbols Ln
and R are used to denote the lanthanoids (La-Lu) and the rare earths of Sc, Yand the
lanthanoids, respectively.

8.2
Analysis of Trivalent Cation Transport

Until 1995, it had been accepted that mobile ionic species in solids were limited to
monovalent and divalent ions, because ionic transport depended heavily on the
valence of the migrating ions. For trivalent cations, the electrostatic interaction
between the conducting trivalent cation and the surrounding anions was consid-
ered to be so strong that a trivalent ion could not migrate within a solid lattice.
Therefore, trivalent cations were commonly used in solid electrolytes in order to
adjust defect concentrations and lattice size. In order to realize trivalent cation
conduction, it is essential to reduce the strong interactions between the mobile
trivalent cation and the surrounding anion framework. Although it has been
reported that Ln3þ -b/b00-alumina [24–39], b-alumina-related materials [40–44] and
Ln3þ -b-LaNb3O9 [45, 46] are trivalent ion conductors, such reports have neither
directly nor quantitatively demonstrated trivalent ion migration in solids. Among
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these solids, Ln3þ -b00-alumina solid electrolytes in particular were prepared by
substituting Ln3þ onto a Naþ site in Naþ -b00-alumina. As a consequence, a small
amount of Naþ ions would remain within the solid and perhaps contribute to ion
conduction (see Ref. [32]). Solid electrolytes where trivalent cation conduction has
been directly demonstrated includeM2(M0O4)3 (M¼Al, In, Sc, Y, Er–Lu;M0 ¼W,Mo)
with Sc2(WO4)3-type structures [47–86], and NASICON-type R1/3Zr2(PO4)3 [87–93]
and (MxZr1�x)4/(4�x)Nb(PO4)3 (M: rare earths or Al) [94–102].

8.2.1
b/b00-Alumina

b-Alumina (general composition: Na1þ xAl11O17þ x/2) has a layered structure with a
conductingNaOplane sandwichedbetweenAl11O16 blocks; the lattices ofb00-alumina
(general composition: Na1þ xMxAl11�xO17; M: divalent cations such as Mg) also
comprise a Na2O plane and MAl2O4 blocks. Trivalent cation exchange into the
conduction planes of Naþ -b00-alumina crystals is possible, and has been performed
for various cations, including Bi [24, 25, 30], Cr [25], La [26], Pr [24, 27–30], Nd
[24, 25, 30], Sm [24, 25, 30], Eu [24, 25, 30], Gd [24, 25, 30], Tb [24, 25, 30], Dy [24, 30],
Ho[31],Er [25,30],andYb[24,25].Gd3þ -b00-Al2O3waspreparedbytheusualexchange
reactionmethod (the degree of ion exchange is listed in Table 8.1), and claimed to be a
Gd3þ ion-conducting solid electrolyte. Although Gd3þ -b00-alumina is an insulator at
room temperature (srt< 10�11 S cm�1), because Gd3þ ions within the conduction
plane are bonded to oxygen between the spinel blocks, the conductivity at elevated
temperatures of 600–700 �C increases to a value of 10�3 S cm�1, which is assumed to
result from Gd3þ ion transport [30]. For other lanthanoid ions (Ln¼ La, Pr, or Nd)
exchanged Ln3þ -b00-alumina crystals, the conductivities of 10�4–10�6 S cm�1 have
been reported at temperatures of approximately 400–500 �C. However, the charge
carrier type in these solidswasnot conclusively identified.As theseLn3þ -b00-aluminas

Table 8.1 Degree of ion exchange for M3þ -b00-Al2O3 crystals.

Trivalent ion species Degree of ion exchange (%) Reference

La3þ 98 [26]
Pr3þ 43 [24]
Nd3þ 95 [32]
Sm3þ 90 [24]
Eu3þ 95 [24]
Gd3þ 100 [24]
Tb3þ 90 [24]
Ho3þ 98 [31]
Er3þ 96 [25]
Yb3þ 90 [24]
Bi3þ 70 [24]
Cr3þ 75 [25]
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are prepared using an ion-exchange method, a small amount of Naþ ion may still
remain, despite the authors� claim that the ion-exchange ratio is approximately 100%
(e.g., in the case of the Gd3þ -b00-alumina crystal). For other highly ion-exchanged b00-
aluminas with La3þ (98%), Ho3þ (98%), Er3þ (96%) (see Table 8.1), there remains at
least 2%or4%Naþ , and these remainingNaþ ionscontribute to the ionic transport. In
addition, the presence of divalent Mg2þ cations in the spinel blocks may also be
speculatedashavinganon-negligiblecontribution.Therefore, thecandidatespeciesfor
conduction are Ln3þ , Mg2þ , remaining Naþ cations, protons, and oxide anions.
Unfortunately, the ion-exchanged Ln3þ -b00-aluminas have not been directly identified
as Ln3þ ion conductors by experimental procedures, as only electrical conductivity
measurements and X-ray diffraction (XRD) studies were performed. The activation
energies for all samples in the low-temperature range were derived from Arrhenius
plots, andweremodest in comparisonwith those in thehigher temperature region.As
anexample, temperaturedependenceofconductivityintheion-exchangedNaþ /Ho3þ -
b00-aluminas [31] are depicted inFigure 8.1. The activationenergies for 98%exchanged
Naþ /Ho3þ -b00-alumina are 5.6 kJmol�1 at 150 �C, and 44 kJmol�1 at 500 �C. For the
purpose of investigating this unique behavior in ion-exchanged Ln3þ -b00-alumina, the
Ln3þ cationoccupationintheconductionplaneoftheb00-aluminastructurewasstudied
usingXRD forPr3þ -b00-alumina at temperatures between 25 and500 �C [29]. Based on
these measurements, it became clear that only 10% Pr3þ occupied the Beevers–Ross
(BR) sites at room temperature, while the BR position occupancy was increased
on heating up to 250 �C,where both themid-oxygen (mO) andBR sites were occupied
to near-equal extent. At higher temperatures, a redistribution of Pr3þ back into

Figure 8.1 Temperature dependence of the conductivity for ion-
exchanged Naþ/Ho3þ -b00-alumina in an air atmosphere.
(Reproduced with permission from Ref. [31].)
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the mO sites was again observed. Thus, it would appear difficult for the Pr3þ ions to
migrate at low temperature because they are trappedwithin the BR sites and unable to
exhibit any long-range migration due to the considerably high potential barriers
between the nonequivalent BR and mO sites. The result was that residual Naþ ions
may still havemigrated.However, at elevated temperatures, the Pr3þ ion could obtain
sufficient energy so as to overcome the barriers andmigrate out from theBR sites into
adjacent mO sites.
In 2000, the DC electrolysis of Nd3þ -b00-alumina (the degree of ion exchange was

ca. 98%) was performed at both 250 and 650 �C in order to directly identify the
migrating species in ionically exchanged Ln3þ -b00-alumina [32]. A schematic illus-
tration of theDCelectrolysis set-up for Nd3þ -b00-alumina is shown in Figure 8.2. The
elemental distribution inside Nd3þ -b00-alumina electrolyzed at 250 �C (Figure 8.2a)
and 650 �C (Figure 8.2b) was investigated using line electron probe microanalysis
(EPMA). No significant segregation of the Nd atoms was observed at the cathodic
surface for the sample electrolyzed at 250 �C, whereas the Na atoms segregated to a
significant degree. In contrast, when a sample was electrolyzed at 650 �C a strong Nd
peak was also recognized, together with the Na peak. These results clearly indicated
that the migrating species in Nd3þ -b00-alumina changed from only Naþ to both

Figure 8.2 Schematic illustration of the experimental set-up for DC
electrolysis of Nd3þ -b00-alumina, and the EPMA line analysis
results for Nd3þ -b00-alumina electrolyzed at 250 �C (a) and 650 �C
(b) in an air atmosphere.
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Naþ and Nd3þ with increasing temperature, and that the ion-exchanged Nd3þ -b00-
aluminawas not a pure trivalentNd3þ cationic conductor, but rather aNaþ andNd3þ

mixed ionic conductor at elevated temperatures. The existence of other ion-ex-
changed Ln3þ -b00-aluminas has also been in doubt, notably with regards to whether
Ln3þ is the only migrating cationic species, or not, and for the same reason as
considered for Nd3þ -b00-alumina.
Trivalent ion-exchange reactions for polycrystalline Naþ -b00-alumina have rarely

been reported (e.g., for Naþ /Nd3þ -b00-alumina [38]), mainly because ion exchange
into Naþ -b00-alumina polycrystals is much more difficult than for a single crystalline
material, especially in the case of trivalent cations.However, no electrical conductivity
measurements were conducted on these samples.
As in the case of b-alumina, the Ln3þ -b-aluminas (Ln¼Pr, Nd, Ho) were

synthesized using an ion-exchange method [33–35]. However, the ion-exchange of
Ln3þ for a Naþ site in b-alumina again proved to be difficult, due not only to the
structural characteristics but also to the mechanisms of charge compensation;
for example, the maximum degree of the exchange ratio was only 95%. Such a low
ion exchange appears to be due to an excess ofNaþ ionswhich is in turn compensated
by interstitial O2� ions in the conduction planes. Notably, the ion-conducting
properties of these Ln3þ -b-aluminas were not investigated.

8.2.2
b-Alumina-Related Materials

The b- or b00-gallates [112, 113] are recognized as isomorphous materials of b/b00-
aluminas, and often exhibit a faster ionic conductivity than the corresponding
b/b00-aluminas, due mainly to the larger ionic radius of Ga3þ (0.076 nm [114])
compared to Al3þ (0.0675 nm) in the spinel blocks, and which causes an
enlargement of the space between two adjacent spinel blocks. Consequently, the
steric hindrance of the migrating cations is reduced, and this results in a faster ion
exchange. Unfortunately, as the gallates have a much inferior thermal stability
compared to b-alumina, and they are also very expensive to buy, their applications
have been limited.
The magnetoplumbite-type (A2þB3þ

12O19) compound is also related to b-alumi-
na. In the magnetoplumbite structure (see Figure 8.3), a mirror plane is sandwiched
between two spinel blocks, similar to b/b00-Al2O3. However, the mirror plane has no
oxygen vacancies, and the ions are more densely packed compared to b/b00-Al2O3;
consequently, the magnetoplumbite-type compounds exhibit a considerably lower
conductivity and higher activation energies than b/b00-Al2O3. Amongmagnetoplum-
bite-type solid electrolytes containing lanthanoid cations, both LnAl11O18 (Ln¼ La,
Ce, Pr, Nd, Sm, Eu) and LnAl12O18N (Ln¼ La, Ce, Pr, Nd, Sm, Eu, Gd) have been
reported [40–44]. The diffusion of trivalent lanthanoid cations was monitored using
impedance spectroscopy and electromotive force (EMF)measurements, but no direct
demonstration of trivalent cation conduction has yet been reported, similar to the
situation for Ln3þ -b00-alumina.
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8.2.3
Perovskite-Type Structures

Trivalent cationic conduction in perovskite structures has been reported for
b-LaNb3O9 [46]. The compound is A-site deficient, which is a key requirement for
high-valency cation conduction. The La3þ ions are surrounded by 12 oxygen atoms,
and adopt an ordered distribution. One of the A-sites located in the plane parallel to
the ab plane is entirely empty, while one is statistically occupied by 2/3 lanthanum
ions, as illustrated in Figure 8.4. The vacant A-sites are energetically equivalent and
double the number of total La3þ ions in the lattice, therefore providing an inter-
connected 3-D channel for the assumed ionic motion. b-LaNb3O9 is a mixed
ionic–electronic conductor, with electronic conduction appearing at temperatures
in excess of 577 �C. It has also been reported that La3þ ions are the predominant
conduction species below 577 �C. The direct current (DC) electrolysis of b-LaNb3O9

was conducted to demonstrate La3þ migration. Following electrolysis, color changes
of both the cathodic and anodic surfaces were observed, and a high concentration of
La atoms was reported, but only at the cathodic surface. However, as the electrolysis
was performed at approximately 727 �C, when significant electronic conduction
occurs, the question remains as to whether b-LaNb3O9 can be referred to as a �pure�
trivalent cationic conductor.
In 2000, the details of a new trivalent Y3þ ion-conducting solid electrolyte with an

A-site-deficient perovskite structure, Yx(Ta3xW1�3x)O3 (0� x� 0.33) [115], were
reported. By substituting the pentavalent Ta5þ site for hexavalent W6þ in Y1/3TaO3,
A-site cations (such as Y3þ ) could be completely moved into alternate layers, and
Y3þ vacancies introduced. In the Y

x
(Ta3xW1�3x)O3 series, Y0.06(Ta0.18W0.82)O3

(x¼ 0.06) exhibited the highest conductivity (ca. 2.6� 10�5 S cm�1 at 362 �C), this

Figure 8.3 Comparison of the hexagonal crystal structures of the
magnetoplumbite phase LaMgAl11O19 (a) and Naþ -b-Al2O3 (b).
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being approximately 400- and 800-fold higher than that of La1/3NbO3 and La1/3TaO3,
respectively. Y3þ ion conduction in Yx(Ta3xW1�3x)O3 was indicated by the polariza-
tion behavior in an oxygen atmosphere, which suggested the absence of any O2�

anion conduction; high-valence Ta5þ and W6þ ions were shown to barely migrate
within the solid. However, polarization measurements in an O2 atmosphere may
have been indicative of only a negligible role of oxide anion conduction, while the
experiments applied for Yx(Ta3xW1�3x)O3 were insufficient to demonstrate trivalent
cation migration.

8.2.4
Sc2(WO4)3-Type Structures

The tungstate with trivalent cation, M2(WO4)3, has two crystal structures depending
on the trivalent cation size, as depicted in Figure 8.5 [116]. One structure is the
Sc2(WO4)3-type variantwith orthorhombic symmetry, and the other is themonoclinic
Eu2(WO4)3-type lattice. The Sc2(WO4)3-type structure is quasi-layered with a large
space between the layers where R3þ ions can migrate smoothly, as shown in
Figure 8.6a. In this structure, hexavalent tungsten (W6þ ) bonds to four surrounding
oxide anions to form a rigidWO4

2� tetrahedron unit, which results in a considerable
reduction of the electrostatic interaction between M3þ and O2�, and thereby allows
M3þ ion diffusion. The Eu2(WO4)3-type structure also contains W

6þ . However, the
trivalent cation in the Eu2(WO4)3-type structure is 8-coordinated (M3þ in the
Sc2(WO4)3-type lattice has sixfold coordination); M

3þ cation migration is hampered
due to the stronger electrostatic interaction with oxide anions (Figure 8.6b).
Figure 8.7 shows the electrical conductivities at 600 �C and activation energies for

M2(WO4)3with the Sc2(WO4)3-type structure. The conductivity ofM2(WO4)3 changes
with the variation of ionic radius, while Sc2(WO4)3 exhibits the highest conductivity
among the M2(WO4)3 series. In solids with trivalent M3þ ions larger than Sc3þ , the
conductivity decreases.On the other hand, forAl3þ –whichhas amuch smaller ionic
radius (0.0675 nm [114]) in comparison with Sc3þ (0.0885 nm) – the conductivity is

Figure 8.4 Crystal structure of La1/3NbO3 parallel to the ab plane.
One site is completely empty, and one is statistically occupied by
2/3 Ln.
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also lower, presumably due to a larger decrease in the volume of the migrating
trivalent ion (from Sc3þ to Al3þ ) compared to that of the crystal lattice (from
Sc2(WO4)3 to Al2(WO4)3).
Trivalent cation conduction in the Sc2(WO4)3-type solid was clearly demonstrated

by measurements of the oxygen partial pressure dependencies of the electrical
conductivity, polarization measurement, and DC electrolysis. All M2(WO4)3 com-
pounds with the Sc2(WO4)3-type structure exhibited a constant conductivity over a
wide range of oxygen partial pressures, indicating an absence of any essential
electronic contribution. The DC conductivity was measured in atmospheres with
different oxygen partial pressures, and the DC to AC conductivity ratio in any PO2

atmosphere was drastically decreased over time. This phenomenon suggests that the
possibility of oxide anion conduction is rather eliminated, because if O2� anions are
the dominant migrating species, then the (sdc/sac) ratio should be rather constant;
for the four-probe DC conductivity measurements, this ratio should be equal to unity.
The ion transference number (tion) calculated using the 10min electrolysis test was
0.99. Furthermore, for Sc2(WO4)3, EMFmeasurements of the O2 concentration cell

Figure 8.6 The crystal structures of the M2(WO4)3-type solid. (a)
Sc2(WO4)3-type; (b) Eu2(WO4)3-types.

Figure 8.5 Phase relationships in tungstates with trivalent
cations, M2(WO4)3. (Reproduced with permission from
Ref. [116].)
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using Sc2(WO4)3 were also conducted at various temperatures, with the aim of
assessing electronic conduction; the measured EMFwas very close to the theoretical
value calculated from the Nernst equation; tion was estimated to be unity.
For the purpose of identifying the mobile cationic species in Sc2(WO4)3, electroly-

sis was carried out by applying a DC voltage of 10V, which is higher than the
decomposition voltage of Sc2(WO4)3 (ca. 1.2 V) with Pt as an ion-blocking electrode.
Figure 8.8b shows a scanning electron microscopy (SEM) image of the cathodic
surface of the electrolyzed pellet sample, and the EPMA line analysis for the
Sc2(WO4)3 solid electrolyte (Figure 8.8a). After the electrolysis, needle-shaped
crystallites where the Sc amount was ninefold higher than in the bulk Sc2(WO4)3
were observed at the cathodic surface; thesewere identified as Sc6WO12. On the other
hand, the color of the electrolyzed anodic surface was changed to yellow, and WO3

was detected. These results indicated that the following reaction had occurred during
the DC electrolysis, resulting in the macroscopic migration of Sc3þ :

ðAnodic surfaceÞ Sc2ðWO4Þ3 ! 2Sc3þ þ 3WO3 þð3=2ÞO2 þ 6e� ð8:1Þ

ðCathodic surfaceÞ 2Sc3þ þ 6e� ! 2Sc ð8:2Þ

2Scþð3=2ÞO2 !Sc2O3 ð8:3Þ

ð8=3ÞSc2O3 þð1=3ÞSc2ðWO4Þ3 !Sc6WO12 ð8:4Þ

The trivalent Al3þ ion transport in Al2(WO4)3 with Sc2(WO4)3-type structure
was investigated using a large single crystal (15mm in diameter and up to 35mm
in length) grown by the modified Czochralski (CZ) method [54], because the

Figure 8.7 Electrical conductivity at 600 �C in an air
atmosphere, and activation energies for M2(WO4)3 with
Sc2(WO4)3-type structure. (Reproduced with permission from
Ref. [52].)
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Sc2(WO4)3-type structure is orthorhombic and the ion conductivity behavior should
be anisotropic. Ion conduction along the b-axis was found to be highest, while
conductivity parallel to the b-axis at temperatures<500 �Cwas higher than that of the
polycrystalline sample, and conductivity along the c-axis was approximately two
orders of magnitude lower.
Various solid solutions with Sc2(WO4)3-type structures have also been extensively

investigated for the purpose of enhancing trivalent ion conduction in tungstates.
Figure 8.9 shows the electrical conductivities of (1� x)Sc2(WO4)3-xLn2(WO4)3
(Ln¼Gd [50], Lu [58]) at 600 �C. For the Lu-containing system, discontinuity of the
conductivity behavior is recognized between x¼ 0.5 and 0.6. Following DC electroly-
sis, the predominant charge carriers were found to change from Sc3þ at x <0.5 to
Lu3þ in thehigher x region.On the other hand, the conductivity of theGd-containing
system decreased drastically at x� 0.7. This decrease occurs owing to the structural
change from conductive Sc2(WO4)3-type to the insulating Eu2(WO4)3-type structure
(see Figure 8.5).
Inorder to improve theconductivityofaluminumtungstate,Al2(WO4)3-Sc2(WO4)3-

Lu2(WO4)3 solid solutions were prepared [51]. Figure 8.10 depicts their electrical
conductivity at 600 �C. Among the materials investigated, 0.1(Al2(WO4)3)–0.9
((Sc0.5Lu0.5)2(WO4)3) showed thehighest conductivity (8.7� 10�5 S cm�1),whichwas
approximately 25-fold higher than that of pure Al2(WO4)3 (3.4� 10�6 S cm�1).
The migrating trivalent species in 0.1(Al2(WO4)3)–0.9((Sc0.5Lu0.5)2(WO4)3) were
identified as only Al3þ by the DC electrolysis method. This indicates that Al3þ ion

Figure 8.8 (a) EPMA line analysis for electrolyzed Sc2(WO4)3; (b)
SEM image of the cathodic surface of the electrolyzed pellet.
(Reproduced with permission from Ref. [54].)
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migration is much easier than Sc3þ and Lu3þ migration in the Sc2(WO4)3-type
phases, if an appropriate structural arrangement forAl3þ ion conduction is achieved.
Trivalent cation conduction in molybdates with the Sc2(WO4)3-type structure,

M2(MoO4)3, was also investigated. The transport of trivalent M
3þ inmolybdates was

higher than that in tungstates (Figure 8.11), due to the smaller radius of Mo6þ

Figure 8.9 Electrical conductivity of (1� x)Sc2(WO4)3-
xLn2(WO4)3 (Ln¼ Lu, Gd) at 600 �C in an air atmosphere.

Figure 8.10 Electrical conductivity of Al2(WO4)3-Sc2(WO4)3-
Lu2(WO4)3 solid solutions at 600 �C in an air atmosphere.
(Reproduced with permission from Ref. [51].)
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(0.055 nm [114]) compared toW6þ (0.056 nm), which resulted in a smaller volume of
the corresponding lattice elements suitable for trivalent ion conduction in the
Sc2(WO4)3-type structure. In Sc2(MoO4)3, Sc

3þ conduction was also demonstrated
by DC electrolysis, similar to that for Sc2(WO4)3. Based on the results of the
electrolysis, it was clear that molybdates with Sc2(WO4)3-type structures were
trivalent cation conductors, whereas molybdates tended to be easily reduced com-
pared with tungstates; Sc2(WO4)3 was not reduced even at a PO2 of 10

�17 Pa, while
Sc2(MoO4)3 was already reduced atPO2¼ 10�13 Pa and 700 �C (Figure 8.12). It should
be noted that an increase in conductivity at low PO2 indicated the appearance of
electronic conduction, caused by the reduction of Mo6þ .

Figure 8.12 Oxygen partial pressure dependence of the electrical
conductivity for Sc2(WO4)3 (&) and Sc2(MoO4)3 (.) at 700 �C.

Figure 8.11 M3þ radii dependence of the electrical conductivity at
600 �C in an air atmosphere for tungstates (&) and molybdates
(.) with the Sc2(WO4)3-type structure.
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8.2.5
NASICON-Type Structures

NASICON represents another family of high-conductivity Naþ -conducting solid
electrolytes, as described in previous chapters. Its structure has a 3-D network, where
PO4 tetrahedra and ZrO6 octahedra are linked by shared oxygens. In 1994, Talbi
et al. [117] reported that Ln1/3Zr2(PO4)3 (Ln¼ lanthanoids) with the NASICON-type
structure could be prepared using a sol–gel method. However, the Ln3þ cations in
thesematerials are limited to several lanthanoids, and their ionic conductivitywasnot
investigated. In 1999, Sc1/3Zr2(PO4)3 with a NASICON-type structure was prepared
and the Sc3þ transport studied [87, 88]. In order to realize a high cationic conduction,
the concept of the mobile ion size/lattice size ratio was introduced so as to optimize
the diffusion pathway size [89]. This relationship (the A ratio) in R1/3Zr2(PO4)3 was
seen to decreasemonotonically with decreasing R3þ radius, and only Sc1/3Zr2(PO4)3
showed a smallerA ratio compared to LiTi2(PO4)3, with the fastest conduction among
the Liþ -conducting NASICON-type electrolytes. As the electrostatic interaction
between the mobile trivalent ions and surrounding oxide anions becomes stronger,
compared to monovalent Liþ , the optimum A ratio in the former case should be
smaller. Therefore, a high conductivity would be expected for Sc1/3Zr2(PO4)3.
Figure 8.13 shows the A ratio dependence of the electrical conductivity in
R1/3Zr2(PO4)3 prepared by a sol–gel method at 600 �C. As expected, Sc1/3Zr2(PO4)3
possessed the highest conductivity; subsequent DC electrolysis demonstrated Sc3þ

ion transport in Sc1/3Zr2(PO4)3, similar to the case of Sc2(WO4)3.
However, the conductivity (1.07� 10�5 S cm�1 at 600 �C) of Sc1/3Zr2(PO4)3 syn-

thesized with the sol–gel technique was low in comparison with that of Sc2(WO4)3
tungstate (3.74� 10�5 S cm�1 at 600 �C), largely because Sc1/3Zr2(PO4)3 obtained via
the sol–gel method has a low crystallinity. In addition, the crystallization (at ca.
800 �C) and decomposition temperatures (ca. 950 �C) of Sc1/3Zr2(PO4)3 were close,
and any improvement in the crystallinity seemed difficult to achieve when using a

Figure 8.13 Relationship between the A ratio and electrical
conductivity in an air atmosphere for R1/3Zr2(PO4)3 series
prepared by the sol–gel method (.) and Sc1/3Zr2(PO4)3 obtained
via ball milling (~), at 600 �C. (Reproduced with permission from
Ref. [93].)
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conventional sol–gel method. It was also very difficult to prepare Sc1/3Zr2(PO4)3 by a
conventional solid-state reaction at temperatures below the decomposition occurring
at 950 �C. In order to enhance the crystallinity of Sc1/3Zr2(PO4)3, a mechanical
activationmethodwas applied to the synthesis,with ballmilling beingused tomix the
starting powders. This application of mechanical energy led to the formation of an
amorphous phase that was necessary to achieve a high crystallinity. The resultant
crystallinity of the Sc1/3Zr2(PO4)3 was greatly enhanced, and the ionic conductivity
increased to 2.9� 10�5 S cm�1 at 600 �C (see Figure 8.13; closed triangle). The
conductivity of Sc1/3Zr2(PO4)3 preparedusingmechanical activationwas comparable
to the series with the Sc2(WO4)3-type structure, especially at 600 �C. The activation
energy in Sc1/3Zr2(PO4)3 prepared via ball milling was 72.7 kJmol�1, slightly higher
than the activation energies of Sc2(WO4)3 (56.4 kJmol�1) and Al2(WO4)3 (65.8 kJ
mol�1). However, this also indicated that similar suitable pathways had been formed
in both the NASICON and Sc2(WO4)3-type structures.
The Al3þ ion is considered to be a more suitable trivalent cation species in the

NASICON-type phases, because the ionic radius (0.0675 nm [114]) is smaller than
that of Sc3þ (0.0885 nm), and a smallerA ratio would be expected for Al1/3Zr2(PO4)3,
if such a solid could be synthesized. Unfortunately, however, the latter NASICON-
type compound cannot be obtained due to stereological limitations. In order to realize
the formation of theNASICON-type structure withmobile Al3þ , (AlxZr1�x)4/(4�x)Nb
(PO4)3 series was prepared [94]. In this series, which was conducted in 2002,
shrinkage of the NASICON-type lattice was achieved by partially substituting the
Zr4þ (0.086 nm [114]) sites with the smaller, pentavalent Nb5þ (0.078 nm). A
reduction in the electrostatic interaction between Al3þ ions and O2� anions was
also realized, due to the high valence state of Nb5þ compared to Zr4þ . Among the
(AlxZr1�x)4/(4�x)Nb(PO4)3 series, only those samples with an aluminum content (x)
�0.2 could form a single phase with the NASICON structure; the highest Al3þ ion
conductivity was obtained for the solubility-limited composition, (Al0.2Zr0.8)20/19Nb
(PO4)3. Figure 8.14 shows the conductivity of (Al0.2Zr0.8)20/19Nb(PO4)3 and the
corresponding data for Al2(WO4)3. The conductivity of Sc1/3Zr2(PO4)3, with maxi-
mum trivalent ion conductivity among the NASICON-type R1/3Zr2(PO4)3 series, is
also shown. The ionic conductivity of (Al0.2Zr0.8)20/19Nb(PO4)3, at 4.5� 10�4 S cm�1

(at 600 �C), was seen to be two orders of magnitude higher than that of Al2(WO4)3, its
value reaching the practical application range (s> 10�4 S cm�1).
These results suggest that a suitable crystal lattice size for each trivalent cation

species can be obtained by the partial replacement of constituent ions in NASICON-
type compounds. The suitable sizes for rare earth ion conductionwere also extensively
investigated for (R0.05Zr0.95)80/79Nb(PO4)3 [102] by introducing an A ratio similar to
that for R1/3Zr2(PO4)3. Figure 8.15 shows the relationship between the trivalent R3þ

conductivity at 600 �Cand theA ratio for (R0.05Zr0.95)80/79Nb(PO4)3 andR1/3Zr2(PO4)3.
Although the conductivity of R1/3Zr2(PO4)3 was seen to decrease monotonically
with the increasing A ratio, the highest conduction in the (R0.05Zr0.95)80/79Nb(PO4)3
series was obtained for R¼Dy (A ratio: 3.29� 10�3), indicating that themost suitable
lattice size for R3þ transport in NASICON-type lattices depends on the constituent
species.
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8.3
Search for Tetravalent Cation Conductors

Although Zr4þ ion conduction in Zr2O(PO4)2 was first reported in 2000 [104], the
conductivity was still low compared to that of lower-valent ions. For the Zr2O(PO4)2

Figure 8.14 Temperature dependence of the Al3þ ion
conductivity of (Al0.2Zr0.8)20/19Nb(PO4)3 (.) and the
corresponding data of Al2(WO4)3 with the Sc2(WO4)3 type
structure (––). TheSc3þ ion conductivity of Sc1/3Zr2(PO4)3 (- - -) is
also shown. (Reproduced with permission from Ref. [94].)

Figure 8.15 Relationship between the A ratio and electrical
conductivity in an air atmosphere for (R0.05Zr0.95)80/79Nb(PO4)3
(.) and R1/3Zr2(PO4)3 solids (&), at 600 �C.
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solid, Zr4þ ion conduction was demonstrated with DC electrolysis, although since
2001 a high tetravalent cation conduction has been reported for solids with the
NASICON-type structure. The first report to be made related to ZrNb(PO4)3 [105],
and although the crystal structure was initially reported as the b-Fe2(SO4)3-type [105],
it was later identified as being of the NASICON-type. In this phase, Zr4þ vacancies
were introduced by partially substituting Zr4þ in Zr2O(PO4)2 with Nb5þ , accompa-
nying the transformation into the NASICON-type polymorph. Analogously, both
NASICON-type ZrTa(PO4)3 [107] and HfNb(PO4)3 [106] were found to be Zr4þ and
Hf 4þ conductors, respectively. The corresponding order of the conductivity varia-
tions, HfNb(PO4)3>ZrNb(PO4)3>ZrTa(PO4)3 (Figure 8.16), may have originated
from the electronegativity of the constituent cations in MM0(PO4)3. Those cations
having a high electronegativity could form stronger covalent bonds with the sur-
rounding anions. Therefore, compared to Zr4þ (electronegativity 1.33) and Hf 4þ

(1.3), the bonding of Hf 4þ with O2� anions should be weaker than that of Zr4þ ; the
smaller size of Hf 4þ (0.085 nm [114]) compared to Zr4þ (0.086 nm) might also
promote migration. On the other hand, for M0 ¼Nb or Ta, both ions have a similar
size (0.078 nm), whereas the electronegativity of Nb5þ (1.6) is higher than that of
Ta5þ (1.5). These constituent cations could effectively reduce the electrostatic inter-
action between Zr4þ and surrounding O2� by tightly bonding to the O2� anions.
Recently, an even higher Zr4þ conductivity was reported for a ZrTa(PO4)3

derivative, namely Zr39/40TaP2.9W0.1O12 [108], where the P5þ sites were partially
substitutedwithW6þ . By dopingwith hexavalent tungsten, a further reduction in the
electrostatic interaction between Zr4þ andO2�would be expected. Furthermore, the
W6þ ion (ionic radius 0.056 nm [114]) was larger than P5þ (ionic radius 0.031 nm),

Figure 8.16 Temperature dependence of the tetravalent M4þ

cation conductivity of MM0(PO4)3 [(M, M0)¼ (Zr, Ta) (~),
(Zr, Nb) (&), (Hf, Nb) (.)] in an air atmosphere.
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and therefore this type of substitution would also be expected to expand the
NASICON-type crystal lattice. The highest ionic conductivity was obtained for
Zr39/40TaP2.9W0.1O12, the solid solution end member. Figure 8.17 compares the
conductivity of this compositionwith the corresponding data for ZrTa(PO4)3 and data
on O2�-conducting stabilized zirconias, which are used for as commercial oxygen
sensors in the automobile and steel industries. The activation energy (48.7 kJmol�1)
for cation conduction in Zr39/40TaP2.9W0.1O12 was lower than that in ZrTa(PO4)3
(55.9 kJmol�1), which indicated that a smooth cationic transport in the NASICON-
type structure would be realized due to its expansion and reduced electrostatic
interactions between Zr4þ and O2� anions.

Figure 8.17 Temperature dependence of the Zr4þ ion
conductivity in an air atmosphere for Zr39/40TaP2.9W0.1O12 (.) and
ZrTa(PO4)3 (––). The shaded area shows the conductivities of
commercially applied O2� ion-conducting stabilized zirconias.
(Reproduced with permission from Ref. [108].)
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9
Oxygen Ion-Conducting Materials
Vladislav V. Kharton, Fernando M.B. Marques, John A. Kilner, and Alan Atkinson

Abstract

Oxygen ionic and mixed ionic-electronic conductors find important applications in
solid-state electrochemical devices, including sensors, solid oxide fuel cells, high-
temperature electrolyzers, and oxygen separationmembranes. This chapter presents
a brief overview of oxide phases with high diffusivity of O2� anions, providing an
introduction to this fascinating topic. Particular emphasis is centered on the
comparative analysis of ionic and electronic conductivity variations in the major
groups of solid oxide electrolytes and mixed conductors, such as perovskite- and
fluorite-related compounds, apatite-type silicates, and derivatives of g-Bi4V2O11 and
b-La2Mo2O9. The defect chemistrymechanisms relevant to the oxygen ionmigration
processes are briefly discussed.

9.1
Introduction

Technologies based on the use of high-temperature electrochemical cells with oxygen
anion- or mixed-conducting ceramics provide important advantages with respect to
the conventional industrial processes [1–8]. In particular, solid oxide fuel cells
(SOFCs) are considered as alternative electric power generation systems due to high
energy-conversion efficiency, fuel flexibility, and environmental safety [1–3]. Dense
ceramic membranes with mixed oxygen-ionic and electronic conductivity have an
infinite theoretical separation factor with respect to oxygen, and can be used for gas
separation and the partial oxidation of light hydrocarbons [4, 5, 7, 8] (these and other
applications are reviewed in Chapters 12 and 13). For all types of electrochemical
cells, the key propertieswhich determine the use of amaterial are the partial ionic and
electronic conductivities. As an example, solid electrolytes for SOFCs, oxygen pumps
and electrochemical sensors should exhibit a maximum oxygen ionic conductivity,
while the electronic transport should be minimal. In contrast, for SOFC electrodes

j301



and oxygen separation membranes, both ionic and electronic conductivities should
be as high as possible (see Chapter 3). In the case of SOFC interconnectors, both
minimum ionic and maximum electronic conduction are necessary.
In this chapter we present a brief overview of the major groups of solid oxide

electrolytes and mixed conductors, placing special emphasis on their ion transport
properties. The main features of the crystal structures enabling fast anion diffusion
and the basic defect-chemistry mechanisms relevant for these materials are ad-
dressed in Chapters 2–4. Since it has been impossible to cover all promising
compositions and migration-affecting factors within the chapter, priority has been
given to those single-phase oxide ceramics which exhibit a high ionic conductivity
sufficient for practical applications. Further information regarding conventional and
newmaterials for high-temperature electrochemical devices is available in a variety of
reviews and monographs [4, 6–17].

9.2
Oxygen Ionic Transport in Acceptor-Doped Oxide Phases: Relevant Trends

Perhaps one of themostwidely studied topics in high-temperature electrochemistry is
the oxygen ion conductivity of the fluorite-structured binary oxide systems. Except for
thed-phase ofBi2O3, these are formedbypreparing solid solutions of tetravalentmetal
oxides (e.g., zirconia and ceria) with lower-valent metal oxides, most notably the
trivalent rare earths (Ln3þ ). In these solid solutions, addition of the lower-valent cation
is charge-compensated by the formation of oxygen vacancies, which are highlymobile
at elevated temperatures. The combination of this ability of thefluorite lattice to accept
high concentrations of vacancies with the fact that they are mobile at high tempera-
tures is the origin of this high oxygen ion conductivity. Aprominent feature seen in all
investigations is the maximum in the conductivity isotherms with respect to the
content of the aliovalent additive. A simple analysis [12] shows that amaximumis to be
expected when the oxygen sublattice is half occupied, although experimentally this is
found to occur at much lower concentrations. As an example, this concentration in
Zr1�xYxO2�x/2 corresponds to x� 0.07–0.11, depending on temperature, preparation
route, pre-history, purity, and other factors. For zirconia, this effect is complicated by
the fact that it only adopts the fluorite structure (at moderate temperatures) when the
dopant concentration isalreadyhigh, because the smallZr4þ cation (0.84Á ineightfold
coordination) is not large enough to stabilize thefluorite structure to low temperatures.
In contrast, in pure ceria the Ce4þ cation (0.97Á in eightfold coordination) is large
enough to be stable in the fluorite lattice, and thus provides an ideal opportunity
for examining any effects from dilute to concentrated solid solutions. The example of
ceria-based electrolytes isused in this section to illustrate the keyeffects of acceptor-type
doping, which are observed in most fluorite- and perovskite-related phases.
For most ionic conductors, the conductivity activation energy (Ea) may be consid-

ered to consist of two parts, namely the enthalpy of ion migration (DHm) and any
terms caused by the interaction of the point defects and/or by the charge carrier
formation. For low concentrations of the trivalent additive in ceria lattice, the
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interaction term is thought to be due to the formation of defect associates of the
oxygen vacancy with the substitutional cation(s). In a simplest case, this type of defect
interaction in yttria-doped ceria can be presented as

Y 0
Ce þV ..

O $ fY 0
CeV

..

O g. ð9:1Þ

with the association enthalpy DHa. Shown here is the simple dimer, or associated
pair, but it should be noted that the concentration of substitutional cations is twice
that of the oxygen vacancies, and so there is a high probability of forming trimers and
higher clusters as the concentration increases (a point to which we will return). If
simple dimers were to form, then the activation energy for conductivity would be
given by the sum (DHa þ DHm). Irrespective of the association type, two vacancy
concentrations can be defined: the stoichiometric concentration, which is determined
by the electroneutrality condition; and themobile or �free� vacancy concentration given
by the association equilibria, which can be very different. Only the �free� vacancies
are mobile and can contribute significantly to oxygen ionic transport.
What is found by experiment is that, as a general rule, at substitutional concentra-

tions close to the maximum in the conductivity isotherms, there is a minimum in the
activation energy. In an early (but very comprehensive) study of ceria solid solutions
with the trivalent rare earths, Faber et al. [18] showed that the depth of the minimum,
and the concentration at which it occurs, depends upon the identity of the rare earth
cation (Figure 9.1). The minima have been ascribed [19] to competitive defect
interactions. Initially, the effect is a weakening of the association energy of the dimers
caused by an electrostatic interaction between the cluster and the unassociated
substitutionals having an opposite effective charge in the lattice; note, however, that
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Figure 9.1 Activation energy versus dopant concentration in ceria
solid solutions. Data from Ref. [18].
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the intrinsic vacancy-formation process cannot be neglected at low dopant concentra-
tions. On further doping, higher-order clusters form, which act as much deeper traps
for the oxygen vacancies and thus increase the association term.
There are distinct differences between the compositional dependence of Ea for

each of the substitutional species, both in terms of the magnitude and shape of the
dependence, even though they have the same effective charge and give rise to
identical stoichiometric vacancy concentrations (see Figure 9.1). In particular, there
is a furtherminimumhere as a function of the size of the substitutional cation. This is
shownmuchbetter in Figure 9.2,where theminimawith concentration are plotted as
a function of the dopant radius. The global minimum corresponding to the lowest
total activation energy is an important feature for the technological application of
ceria solid solutions. It is usually assumed that, to a first approximation, the
migration enthalpy in these materials changes very little from system to system,
and that the observed changes in Ea reflect changes in the association term. If this is
the case, then Figures 9.1 and 9.2 demonstrate that the association energy must
contain terms that reflect both an electrostatic and an elastic interaction between the
components of any defect cluster, as the dopant size is so important.
The explanation of the minimum in activation energy with dopant radius was

initially made in terms of the elastic component of the association energy of the
simple pairs – that is, in terms of the size mismatch between the host and the
substitutional ion (see early references in Ref. [12]). Later computer simulations of
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ceria-based solid solutions [20] showed that the situation is more complicated and
that, in fact, the minimum is caused by the switchover of the vacancy from a first
(rion�Gd3þ ) to a second nearest-neighbor site (rion�Gd3þ ) to the substitutional ion
in the fluorite lattice, as the dopant size exceeds that of the host (see Figure 9.2). A
similar dependence is operative in zirconia electrolytes [21]; moreover, the same type
of size dependence could be found for larger clusters.More recent density functional
calculations for ceria-basedmaterials have confirmed this trend [22], and have shown
that at the minimum in the association (binding) energy where the crossover takes
place, there is a balance between the electrostatic and elastic interactions that
removes the energy difference between the first- and second-neighbor configura-
tions. It would seem, therefore, that the above-mentioned theoretical studies present
a consistent account of the size dependence. However, recent calorimetric studies
performed by Navrotsky et al. [23] have shown that this explanation might not yet be
complete. In fact, theirmeasurementswould indicate that the vacancy is, as expected,
in the first nearest-neighbor position in CeO2-Y2O3, and CeO2-Gd2O3, but the same
seems to be true for CeO2-La2O3 solid solutions, in contrast to the calculated
predictions.
A word of caution is needed at this point on the above observations and following

comments. It is clear from Figure 9.1 that the defect structure has a strong
concentration dependence, and thus for meaningful comparisons between different
materials it is necessary to compare like with like. However, the concentration
dependence of the activation energy curve is different for each substitutional cation;
indeed, Andersson et al. [22] showed that the interplay between the electronic and
elastic component depends heavily on the dopant type. It is probably the case that the
type of defect clusters observed is very dependent upon concentration, and that
typically around the concentration for theminimumactivation energy a change in the
defect structure takes place.
In the case of mixed ionic-electronic conductors, an analysis of the lattice strain-

promoted clustering phenomena becomes even more complicated as the oxygen
vacancy concentration – and, consequently, the ionic conductivity – depend on both
the oxygen partial pressure and cation size mismatch. In this situation, any
quantitative comparison is often difficult, even when the experimental data were
obtained for essentially similar materials and under identical external conditions.
Nonetheless, the data available on ferrite-, cobaltite-, and nickelate-based systems
with perovskite-related structures (e.g., [24–28]) seem to confirm that, when long-
range ordering in the oxygen sublattices can be neglected, the ionic transport tends to
increase with decreasing difference between the host and dopant cation sizes. As an
example, Figure 9.3 compares the variations of partial ionic and p-type electronic
conductivities in perovskite-type Ln0.5A0.5FeO3�d (A¼Sr,Ba) [24]. Under oxidizing
conditions, increasing the mismatch between Ln3þ and A2þ radii weakens the
metal–oxygen bonding, increases the oxygen nonstoichiometry, and decreases the
hole concentration due the electroneutrality condition; the ionic transport then
exhibits a trend opposite to the vacancy concentration variations. A similar tendency
is observed for the ionic conductivity in reducing atmospheres, when the oxygen
deficiency becomes similar for all Ln0.5A0.5FeO3�d perovskites; the activation energy
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increases with lattice strains and displays no direct correlations with the stereological
parameters which might affect ion diffusivity [24].
Oneway to confirm the defect cluster configurations is to use localized probes such

as the synchrotron-based extendedX-ray absorptionfine structure (EXAFS) andX-ray
absorption near edge structure (XANES) spectroscopic analyses to examine the local
cation coordination [29, 30]. Alternatively, electron beam-based techniques such as
high-resolution electron energy loss spectroscopy (EELS) and selected-area electron
diffraction (SAED) can be used [31]. Most of these techniques have been applied to
materials with the acceptor-type dopant concentration >5%, where trimers and
higher-order clusters are to be expected. Interestingly, even in concentrated solid
solutions based on ceria, the different trivalent substitutionals show differing
behaviors. The study of yttria- and gadolinia-doped CeO2�d using EXAFS and
XANES [29] revealed a greater tendency towards defect association in the former
system, with the most likely configurations comprising either two or four trivalent
cations clustered with one or two neighboring oxygen vacancies. Similar conclusions
were drawn when the study was extended to the CeO2-La2O3 system [30]. Deguchi
et al. [30] also suggested a similarity between the radial distribution functions for the
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dopant cations (e.g., RLn–Ln) and those found in the corresponding rare earth
sesquioxides, concluding that �. . .it is interesting to note that the original structure of
each dopant oxide is kept even in the ceria lattice�. This theme was echoed by Ou
et al. [31], who showed that the defect structure in ceria electrolytes does indeed
change with the dopant content, albeit for rather concentrated materials containing
15–25% additives; these authors proposed the existence of ordered nanodomains –
essentially large vacancy-dopant clusters that resemble the parent C-type structure of
Ln2O3.
Some final comments are needed to qualify the previous analysis. For the

experimental observations, it has already been stated that care must be taken to
ensure that like materials are compared (although the term �like� materials is not
quite clear). It is also instructive to remember that the different techniques probe the
materials over different length scales, and are sensitive to the different properties of
thematerial. The theoretical techniques also differ in their strengths andweaknesses
to simulate these complex lattices, and will bemore successful in their description of
one aspect of the problem. However, themost problematic issue is the comparability
of even the most �identical� samples.
In most oxygen ion-conducting materials used for practical applications, the

lattice diffusivity of the cations is particularly sluggish. This brings its own problems
for understanding the microscopic mechanisms and materials optimization. Usual-
ly, the distribution of dopant cations is assumed to be random among the available
lattice sites – indeed, this is the aim of the (mainly solution based) fabrication
processes designed to maximize cation mixing. Yet, this is far from the case in the
ceramic samples that are subsequently investigated. The computer simulations show
that there is an energetic advantage for the formation of clusters. However, these
need to form from the initial random distribution imposed by fabrication and
thermal prehistory; the redistribution kinetics may be very slow, and it is
unlikely that a true �equilibrium� structure will result. Whichever metastable cation
distribution results from the prehistory, the oxygen sublattice will rapidly adjust to it.
It is probable, therefore, that subtle differences in the observed defect cluster
structure can occur between ostensibly similar materials, and this should be
taken into account when evaluating the experimental data relating to this fascinating
topic.

9.3
Stabilized Zirconia Electrolytes

The maximum ionic conductivity in ZrO2-based systems is observed when the
content of acceptor-type dopant cations with the smallest radii (Sc, Yb, Y) is close to
the minimum necessary to completely stabilize the cubic fluorite-type phase in the
operating temperature range [9, 11, 16, 32–35]. This concentration (often referred to
as the low stabilization limit) and the conductivity of the ceramic electrolytes are
dependent, to a finite extent, on the pre-history and variousmicrostructural features.
In addition to the metastable states discussed above, critical microstructural factors
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include the dopant segregation at grain boundaries, impurities, porosity, and the
formation of orderedmicrodomains. Nevertheless, despiteminor contradictions still
existing in the literature, for most important systems the dopant concentration
ranges providing maximum ionic transport are well established. For example, the
highest conductivity in Zr1�xYxO2�x/2 and Zr1�xScxO2�x/2 is observed at x¼
0.07–0.11 and 0.09–0.11, respectively. Although further additions decrease the ionic
conduction due to progressive defect clustering, typical dopant concentrations in the
solid electrolyte ceramics used for most practical applications are moderately higher,
for example, x� 0.15 inZr1�xYxO2�x/2 (8mol.%Y2O3). This doping strategy aims, in
particular, to partly suppress ageing at 900–1300K associated with kinetically limited
phase changes and time degradation of the conductivity. In the case of scandia-
stabilized zirconia (SSZ), where a relatively fast decomposition of metastable cubic
and rhombohedral solid solutions and/or partial ordering occur at moderate tem-
peratures, this strategy is less effective compared to Y-containing analogues. Taking
into account the precursor costs, yttria-stabilized zirconia (YSZ) is among the most
commonly used solid electrolytes to date. Numerous attempts have been made to
identify new electrolyte compositions in ternary systems, particularly to increase the
conductivity by optimizing the average size of dopant cations, to increase the stability
of Sc-containing materials by co-doping, or to decrease the cost of Ln3þ -stabilized
phases by mixing rare- and alkaline-earth dopants [33]. However, no worthwhile
improvement has been observed. Figure 9.4a displays typical values of the total
conductivity (predominantly ionic) for selected ZrO2-based phases and one YSZ-
Al2O3 composite. Small additions of highly dispersed alumina make it possible to
improve themechanical strength and to reduce the grain-boundary resistance due to
the �scavenging� of silica-rich phases [45–47]; this approach has been used success-
fully to prepare a variety of solid electrolyte ceramics (e.g., [48–50]).
Another necessary comment is that, if compared to other oxide electrolytes,

stabilized zirconia ceramics without variable-valence additives exhibit, as an
average, a minimum electronic contribution to total conductivity in the oxygen
partial pressure rangemost important for practical applications [1, 6, 10, 11, 13, 14,
16, 33]. This approximate PO2 range is from 100–200 atm (oxygen compressors,
impurity sensors in oxygen, high-pressure SOFCs) down to 10�25–10�20 atm
(standard SOFC systems, water vapor electrolyzers, exhaust gas sensors). Whilst
in reducing environments, the n-type electronic transport in ThO2- and LaGaO3-
based electrolytes is lower than that of stabilized ZrO2, shows lower p-type
electronic conduction and, thus, a higher performance under oxidizing conditions.
It should be noted also that the performance of lanthanum gallate at low PO2 is
limited by Ga3þ reduction and gallium oxide volatilization, rather than the n-type
electronic conductivity. For applications in oxygen-separation membranes and
SOFC electrodes, the electronic transport in stabilized zirconias can be moderately
enhanced by incorporating variable-valence cations (e.g., Ti, Nb, Cr, Tb, Pr) into the
fluorite-type lattice [4, 9, 17, 33, 51, 52]. However, such doping leads usually to
decreasing ionic conductivity; the solubility of transition metal cations is relatively
low and temperature-dependent, whereas the addition of praseodymium oxide
causes thermomechanical instability.
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9.4
Doped Ceria

Themain advantages of fluorite-type Ce(Ln)O2�d [38, 53–61] include a faster oxygen-
ionic transport with respect to stabilized ZrO2, a lower cost than that of La(Sr)Ga(Mg)
O3�d (LSGM) ceramics, and modest reactivity and volatility of the components in
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comparison with LaGaO3-, La10Si6O27-, and Bi2O3-based materials. In addition, the
superior catalytic properties of ceria are advantageous for increasing the exchange
currents of the SOFC anodes. Among CeO2-based phases, the highest level of ionic
conduction is characteristic of the solid solutions Ce1�xMxO2�d (M¼Gd or Sm;
x¼ 0.10–0.20) and their analogues obtained by co-doping, where the concentrations
of substitutional cations are adjusted to optimize the average radius and hence, to
minimize the tendency to vacancy clustering. Selected data on the total conductivity,
which is predominantly ionic under oxidizing conditions, are shown in Figure 9.4b.
As with all ceramic electrolytes, the grain boundaries are partially blocking to ionic
transport across them; this is an extra contribution to the total resistance that is
dependent on impurities and dopants that segregate to the boundaries, and is
therefore highly variable from one source to another. This has been an origin of
numerous contradictions in the reported data, particularly that relating to the
optimum ceria-based compositions. Thus, while Ce0.9Gd0.1O1.95 has the highest
lattice conductivity, Ce0.8Gd0.2O1.90 often has higher total conductivity because its
grain boundary contribution seems to be more tolerant to impurities [57]. Due to the
dopant segregation and interactionwith impurities, analogous discrepancies can also
be found on the effects of co-doping (e.g., Refs [60–62] and references cited therein).
The p-type electronic conductivity of gadolinia-doped ceria (CGO) in air is 0.5 to

3.0-fold lower than that of LSGM, and this difference increases with decreasing
temperature (Figure 9.5). The main problems in using doped ceria as an SOFC
electrolyte arise, however, from the partial reduction of Ce4þ to Ce3þ under the
reducing conditions of the anode [11, 13, 16, 55, 57, 69]. This has twomain effects: (i)
it produces n-type electronic conductivity, which causes a partial internal electronic
short circuit in a cell; and (ii) it generates oxygen deficiency and an expansion of the
lattice, which can lead to mechanical failure. For Ce0.9Gd0.1O2�d, the electronic
conductivity at the anode side is greater than the ionic conductivity for temperatures
higher than about 823K (inset in Figure 9.4). Such properties mean that ceria
electrolytes are viable only for low-temperature operation; at the same time, the
appearance of significant mixed conductivity in reducing environments is advanta-
geous for ceria-containing anodes. The behavior of doped CeO2�d with respect to
variable-valence additives which have been incorporated to further enhance elec-
tronic transport in electrodes and ceramic membranes, is generally similar to other
fluorite-type oxides, such as zirconia [4, 7, 8, 17, 40, 70–73]. In particular, maximum
oxygen permeability is achieved in those systems with the highest solubility of
variable-valence cations, such as Pr4þ /3þ [73]; however, the thermomechanical
stability of such ceramic materials remains an open issue.

9.5
Anion Conductors Based on Bi2O3

Oxide phases derived from Bi2O3 are particularly interesting due to their high ionic
conductivity in comparison to other solid electrolytes [4, 74–78]. Themaximum ionic
transport is known for stabilized d-Bi2O3 with a highly oxygen-deficient fluorite
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structure, and for one member of the Aurivillius series, g-Bi4V2O11, which is the
parent compound of the so-called BIMEVOX family. Unfortunately, Bi2O3-based
materials exhibit a number of disadvantages that hamper their practical application,
notably a very high thermal expansion, instability in reducing atmospheres, volatili-
zation of bismuth oxide, a high corrosion activity, and low mechanical strength.
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Stabilization of the high-diffusivity d-Bi2O3 phase down to intermediate and low
temperatures can be achieved by doping with rare-earth and/or higher-valency
cations, such as Y, Dy, Er, W, or Nb [11, 13, 74–76]. Figure 9.6 displays representative
data on the total conductivity (mainly ionic) for two d-Bi2O3-based compositions. As
with zirconia and hafnia electrolytes, the highest ionic transport is observed for
materials containing the minimum addition necessary to stabilize the d-polymorph;
further doping decreases oxygen ion mobility due to a decreasing unit cell volume
and increasing the average energy of themetal–oxygen bonding. As Bi3þ cations are
relatively large, at a given doping level the ionic transport increases with increasing
Ln3þ radius. However, the minimum stabilization limit also increases with Ln3þ

size, and this leads to a decrease in the maximum ionic conductivity with increasing
radius of the stabilizing cation. As a result, the highest conductivity in the Bi2O3-
Ln2O3 systems is observed for Er- and Y-containing solid solutions, namely
Bi1�xErxO1.5 (x� 0.20) and Bi1�xYxO1.5 (x¼ 0.23–0.25). It should be noted, however,
that all known d-Bi2O3-based phases with the disordered fluorite structure are
metastable at temperatures below 770–870K, and exhibit a slow degradation in
conductivity with time due to sluggish polymorphic transformations. The solid
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solutions based on g -Bi4V2O11 [49, 77, 78, 82, 83] stabilized by the substitution of
7–15% vanadiumwith transitionmetal cations such as Cu, Ni, or Co, possess a better
phase stability at moderate temperatures, superior ionic conductivity and oxygen ion
transference numbers (t0) close to unity below 900K under oxidizing conditions
(Figures 9.5 and 9.6). The electrolytic domain of BIMEVOX ceramics is, however,
very narrow. For example, decreasing the PO2 to 10�2 atm results in the electron
transference numbers of Bi2V0.9Cu0.1O5.5�d increasing to 0.05 at 908K (inset in
Figure 9.7); any further reduction will cause phase decomposition.

9.6
Transport Properties of Other Fluorite-Related Phases: Selected Examples

The pyrochlore-type compounds, where the crystal structure is usually considered as a
cation-ordered fluorite derivative with 1/2 vacant oxygen site per fluorite formula unit,
constitute another large family of oxygen anion conductors [9, 33, 41–43, 84–88]. The
unoccupied sites provide pathways for oxygen migration; furthermore, the A2B2O7�d

pyrochlore structure may tolerate formation of cation and anion vacancies, doping in
both cation sublattices, and antistructural cation disorder. Regardless of these factors,
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the oxide pyrochlores possess, in general, worse transport properties compared to the
fluorite-type compounds (Figures 9.4 and 9.5). At elevated temperatures (typically up
to 1650–2500K), most pyrochlores disorder into fluorite polymorphs. A decreasing
A-site cation radius favors this transition. As a rule, partially cation-disordered
pyrochlores exhibit relatively high activation energies for anion transport in the
intermediate-temperature range; the maximum ionic conductivity (which can be
further enhanced by acceptor-type doping within the solid solution formation limits)
occurs for cation stoichiometry, for example, Gd2Ti2O7 and Gd2Zr2O7. Until now, the
highest values of oxygen ion diffusivity in pyrochlore-type compounds have been
achieved for Gd2�xCaxTi2O7�d with x� 0.2 [42, 84]. These materials also display a
significant electronic contribution to the total conductivity under oxidizing and
strongly reducing conditions, close to the upper limit acceptable for solid electrolytes
(Figure 9.5). However, due to the limited solubility of variable-valence cations inmost
pyrochlore phases, the electronic transport cannot be further enhanced by doping to a
substantial extent, as for the fluorite-type solid electrolytes.
Among other ion-conducting phases with fluorite-like structures, note should be

taken of Y4NbO8.5, (Y,Nb,Zr)O2�d solid solutions, and their derivatives (see Refs.
[89–91] and references cited therein). The total conductivity of Y4NbO8.5�d is
essentially independent of the oxygen partial pressure, which may suggest a domi-
nant ionic transport [90]. However, the conductivity level in this system is rather low,
and similar to that in pyrochlore-type titanates and zirconates, although some
improvements can be achieved by the addition of zirconia.

9.7
Perovskite-Type LnBO3 (B ¼ Ga, AI, In, Sc, Y) and their Derivatives

Perovskite-type phases derived from LaGaO3 via acceptor-type doping into both
cation sublattices of the ABO3 perovskite structure exhibit a higher ionic conductivity
than that of stabilized zirconia, and are thus promisingmaterials for electrochemical
cells operating in the intermediate-temperature range (Figures 9.5, 9.8 and 9.9). In
oxidizing atmospheres, the p-type electronic transport in the gallate solid electrolytes
is moderately higher with respect to CeO2-based solid solutions (Figure 9.5), but the
electrolytic domain of doped LaGaO3 extends to substantially lower oxygen chemical
potentials. Following the principle of minimum strain giving maximum oxygen ion
mobility, doping with Sr2þ leads to a higher ionic conductivity in comparison with
either Ca2þ or Ba2þ [104–106]. As for the fluorite-type electrolytes, there is an
optimum concentration of acceptor cations, depending on their size; further addi-
tions result in progressive vacancy association processes. In the case of the
La1�xSrxGa1�yMgyO3�d (LSGM) series, the maximum ionic transport is achieved
at x¼ 0.10–0.20 and y¼ 0.15–0.20, whilst the introduction of smaller Ln3þ cations
and the creation of an A-site deficiency decrease the ionic conduction [103–108]. It
should be noted that qualitatively similar trends are known for numerous perovskite-
type systems with either predominant ionic transport or mixed conductivity, such as
rare-earth aluminates [109, 110], ferrites, and cobaltites [24–28, 98, 102, 111],
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although the optimum concentrations of acceptor-type dopants are always unique for
each system.
The introduction of small amounts of variable-valence cations, such as iron or

cobalt, into the B sites increases ionic conduction in the gallate-based electrolytes and
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their analogues, and produces only a small increase in the electronic conductivity
[95, 112, 113]. However, the concentration of transition metal dopants in the solid
electrolyte ceramics should be limited to below 3–7% due to rising electronic
transport. Also, in many cases the ionic conductivity of heavily doped gallates is
lower than that of LSGM, particularly in the intermediate-temperature range and
under oxidizing conditions, when the average oxidation state of transition metal
cations is higher than 3þ (Figure 9.8).Nevertheless, optimization of the acceptor-type
and variable-valence dopants content makes it possible to develop mixed-conducting
membranes with a high oxygen permeability and improved dimensional stability
[114–117]. The disadvantages of LaGaO3-based electrolytes and membrane materials
include the possible reduction and volatilization of gallium oxide, the relatively high
cost of gallium, and significant reactivity with electrodes and catalysts.
Perovskite-type aluminates based on acceptor-substituted LnAlO3 [93, 94, 106, 109,

110, 118, 119] possess a better stability with respect to reduction and volatilization as
compared to doped CeO2�d and LaGaO3�d, and also moderate thermal expansion
and relatively low cost. Theirmajor disadvantages relate to a rather low level of oxygen
ionic transport, a significant p-type electronic conductivity under oxidizing condi-
tions, and, in many cases, poor sinterability. Although the published data are
somewhat contradictory due tomicrostructural differences and high grain-boundary
resistivity of aluminate ceramics, the highest ionic conduction is known for compo-
sitions close to La0.9Sr0.1AlO3�d, possibly substituted with less than 10% Mg2þ on
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the B sublattice. Other materials of this large family comprising perovskite-like
LnBO3 (B¼ In, Sc, Y) and their derivatives [93, 94, 106, 120–124], represent mainly
academic interest, although a considerable level of protonic conduction in several
LaYO3- and LaScO3-based phasesmight also be of interest for some applications. The
oxygen ionic conductivity of In-, Sc-, and Y-containing perovskites is comparable or
even lower than that of aluminates, while the costs are substantially higher. In
addition, these perovskites exhibit a high electron-hole contribution to total conduc-
tivity under oxidizing conditions, as for aluminates.
Similar properties are also known for brownmillerite- and perovskite-type phases

derived from Ba2In2O5 and having a substantially high electrical conductivity
[125–132]. The conductivity is typically oxygen-ionic in dry atmospheres with
moderate PO2, mixed ionic and p-type electronic under oxidizing conditions, and
protonic in H2O-containing gas mixtures. The parent compound, brownmillerite-
like Ba2In2O5, exhibits a mixed conductivity with a dominant oxygen ionic transport
in dry air; the ion transference number at 773K is approximately 0.93. Heating up to
1140–1230K causes a transition into the disordered perovskite phase, which leads to
a drastic increase in the anion conduction. Doping with higher-valence cations (e.g.,
Zr4þ , Ce3þ , Sn4þ or Hf 4þ in the indium sites, or La3þ in the barium sublattice)
makes it possible to stabilize the disordered cubic perovskite structure, and thus to
increase the ionic conductivity in the intermediate temperature range (Figure 9.10);
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the substitution with transition metal cations (V5þ , W6þ , Mo6þ ) promotes hole
transport. Another important advantage is related to the high protonic conductivity
under SOFC operation conditions [128, 129]. However, due to the instability of
Ba2In2O5-based ceramics in humid atmospheres, high reactivity with CO2 and easy
reducibility [127, 129, 130, 132], it is difficult to imagine practical applications, taking
into account that both the stability and ionic conductivity of LSGM are higher [126].
Again, the easy hydration and phase instability are also typical for analogous
compounds, such as Ba2Sc2O5 [135].

9.8
Perovskite-Related Mixed Conductors: A Short Overview

The complex phase diagrams and rich crystal chemistry of the transition metal-
containing oxide systems, and great diversity in the defect chemistry and transport
properties of mixed-conducting materials known in these systems, make it impossi-
ble to systematize all promising compositions in a brief survey. The primary attention
here is therefore centered on the comparison of major families of the oxide mixed
conductors used for dense ceramicmembranes and porous electrodes of SOFCs and
other high-temperature electrochemical devices.
Perovskite-type manganites (Ln,A)MnO3�d (Ln¼ La-Yb or Y; A¼Ca, Sr, Ba, Pb)

and their derivatives possess a high electronic conductivity, substantial electro-
catalytic activity towards oxygen reduction at temperatures above 1000–1100 K, and
moderate thermal expansion coefficients (TECs) that are compatible with
commonly used solid electrolytes such as YSZ [1–4, 11, 136–138]. Although the
total conductivity of manganites is lower compared to their Co- and Ni-containing
analogues (Figure 9.11), the latter perovskite families exhibit other important
disadvantages, including excessively high TECs and/or limited thermodynamic
stability, even under oxidizing conditions. In fact, (La1�xSrx)1�yMnO3�d (LSM) and
LSM-based composites are still considered as state-of-the-art cathode materials for
SOFCs operating at 1070–1270 K. All perovskite-related manganites exhibit a
predominant electronic conduction in combination with low oxygen ion diffusivity;
their transport properties and electrochemical activity are heavily dependent on the
oxygen nonstoichiometry. In particular, the electrocatalytic behavior under high
cathodic polarization and the specific oxygen permeability, which are limited by
both surface exchange kinetics and bulk ionic conduction, are usually correlated
with oxygen vacancy generation at the manganite surface [136, 137, 148–152].
At atmospheric PO2 and temperatures below 1270 K, La1�xSrxMnO3�d perovskites
are oxygen-hyperstoichiometric at x� 0.2, and become deficient on further dop-
ing [152, 153]. The p-type electronic conductivity of Ln1�xAxMnO3�d at moderate
A2þ concentrations increases with x as theMn4þ fraction increases; themaximum
lies in the range x¼ 0.2–0.5 and shifts towards a lower dopant content on heating.
This feature is qualitatively similar to most other perovskite systems with predomi-
nant hole transport, whilst the acceptor-type dopant concentrations corresponding
to maximum conductivity are unique for each solid solution and depend on
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temperature and oxygen chemical potential. In the case of Ln0.7Sr0.3MnO3�d

(Ln¼ La-Gd) series, the highest conductivity was reported for Nd0.7Sr0.3MnO3�d

above 760 K and for Pr0.7Sr0.3MnO3�d at lower temperatures [154]. The minimum
polarization resistance of manganite cathodes at 1070–1270 K, observed in the
range x¼ 0.3–0.7, also tends to shift towards lower dopant concentrations when the
temperature increases, and is close enough to the conductivity maximum. The
introduction of an A-site cation deficiency increases the electrode performance due
to a suppressed reactivity with zirconia electrolytes, a higher oxygen-vacancy
content and, often, a faster ionic conduction [139, 151, 152, 155, 156].
The number of iron-containing oxide phases with a significant mixed conduc-

tivity, which are stable under the operating conditions of SOFC cathodes and
ceramic membranes, is larger than that in themanganite systems. These primarily
include perovskite-like (Ln,A)FeO3�d and their derivatives existing in all Ln-A-Fe-O
systems, A2Fe2O5�d brownmillerites, (Ln,A)3Fe5O12�d garnets in the systems with
relatively small Ln3þ cations, Ruddlesden–Popper series (Ln,A)nþ 1FenOz, and a
variety of other intergrowth compounds such as Sr4Fe6O13�d (see Refs [4, 8, 17, 98,
134, 152, 157–168] and references cited therein). However, due to structural
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constrains and defect chemistry features limiting both ionic and electronic trans-
port, in most cases an extensive iron substitution is necessary to achieve the total
conductivity higher than 10–30 S cm�1 and partial ionic conductivity higher than
0.1 S cm�1 at temperatures above 700 K. For B-site-undoped ferrites, themaximum
conductivity is characteristic of perovskite-related solid solutions, such as
Ln1�xSrxFeO3�d, where the highest level of electronic and ionic transport is known
for Ln¼ La and x� 0.5. Selected data on the ionic conductivity of these perovskites
are presented in Figures 9.3, 9.8 and 9.9. Figure 9.12 compares the steady-state
oxygen permeation fluxes through dense ceramic membranes of various perov-
skite-related compounds with predominant electronic conductivity. For most
materials the oxygen fluxes are governed by both surface exchange and bulk ionic
conduction, but can still be used to evaluate variations of the ionic transport
properties in different systems due to the well-known correlations between the
exchange kinetics and ion diffusivity [173–175]. It should also be noted that, in the
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Ruddlesden–Popper series, the partial electronic and ionic conductivities tend to
decrease when the concentration of rock salt-type (Ln,A)2O2 layers increases; the
general trends observed on acceptor doping are similar to those in the perovskite
systems (e.g., Refs [134, 165, 167, 168]). If compared to manganite electrode
materials, one important disadvantage of perovskite-related ferrites relates to a
high chemical expansion, which provides a critical contribution to the apparent
TECs due to oxygen losses at elevated temperatures, and may lead to a thermo-
mechanical incompatibility with common solid electrolytes [117, 162, 176, 177].
The layered ferrite phases – particularly the Ruddlesden–Popper series and
brownmillerites – display modest stoichiometry changes and better thermome-
chanical properties compared to the perovskite compounds, although their com-
patibility with electrolyte ceramics is still limited [133, 134, 165, 167, 168, 178].
For the membrane reactor materials, the thermomechanical and thermodynamic
instabilities typical for undoped ferrite ceramics require extensive compositional
modifications, such as the substitution of more than 20–30% iron with other
cations (e.g., Ti, Cr, Ga, Al) and/or the fabrication of ferrite-based composites
containing dimensionally stable components [4, 7, 8, 17, 102, 114–117, 152, 157,
162–166].
Perovskite-related cobaltites exhibit substantially better transport properties and

electrochemical activity in comparison with their ferrite and manganite analogues,
but possess also a lower thermodynamic stability and higher thermal and chemical
expansion [4, 8, 27, 101, 111, 136, 138, 152, 156, 157, 159, 168, 179]. Due to relatively
high mixed conductivity and fast exchange kinetics, significant attention is drawn to
the layered cobaltites where the state of Co cations is oftenmore stable with respect to
disordered perovskite phases and the TECs are lower; important compositional
families are LnBaCo2O5þ d (Ln¼Pr, Gd-Ho, Y), LnBaCo4O7þ d (Ln¼Dy-Yb,Y), and
also Ruddlesden–Popper type (Ln,A)4Co3O10�d and (Ln,A)2CoO4�d (Ln¼ La-Nd)
existing at moderately reduced oxygen pressures (see Refs [179–184] and references
cited therein). Information on the long-term performance of such materials under
SOFC cathodic conditions is, however, scarce. In the well-studied Ln1�xAxCoO3�d

systems, the maximum total conductivity at 800–1300K is observed for Ln¼ La-Sm,
A¼Sr and x¼ 0.25–0.50, shifting towards a lower x on heating; the highest level of
the oxygen ionic transport corresponds to x¼ 0.65–0.70 and Ln¼ La. The level of
ionic conduction in cubic (Sr,La)CoO3�d is not exceptional, but lies close to the
maximum known for the oxide mixed conductors where a higher oxygen perme-
ability was only reported for Bi2O3-containing composites and for perovskite-like
phases derived from A(Co,Fe)O3�d (A¼Sr, Ba). The roles of A2þ cation size and its
matching to Ln3þ radius in these complex systems, where long- and short-range
vacancy ordering in the highly oxygen-deficient lattices is often observed even at
elevated temperatures, are still disputed. In addition to experimental limitations
associated with the partial conductivity measurements when the ion transference
numbers are as low as 10�7–10�5, the discrepancies in the available published data
may partly originate from local ordering, cation demixing under nonequilibrium
conditions, and phase separation in the intermediate-temperature range [4, 185–188].
Analogously to ferrite-based systems, these phenomena are all affected by the
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cobaltites thermodynamic properties correlating with the tolerance factors and A-site
cation radii, and also by the material�s microstructure. As a consequence, whilst the
positive impact of Ba2þ doping on oxygen reduction kinetics was established by
numerous research groups [24, 184, 189–192], data on the ionic transport in (Ba,Sr)
(Co,Fe)O3�d perovskites are quite contradictory (see Refs. [193–196] and references
therein). On the other hand, an extensive Ba2þ substitution for Sr2þ in the electrode
andmembranematerialsmay lead to a fast degradation due to reactionswithCO2 and
water vapor present in the air [197, 198].
At oxygen pressures close to atmospheric, perovskite-type LaNiO3�d is only

stable below 1130–1250 K; further heating leads to the decomposition into K2NiF4-
type La2NiO4þ d and NiO via the separation of Ruddlesden–Popper-type
La4Ni3O10�d and La3Ni2O7�d phases at intermediate stages [152, 199, 200]. As for
LaNiO3�d, these layered compounds display attractive electrochemical and trans-
port properties, but suffer from an insufficient phase stability in the range of
temperatures and oxygen chemical potentials necessary for practical applica-
tions [199–203]. Decreasing the Ln3þ cation radius and acceptor-type doping both
have a negative influence on the stability of the nickelate. The highest stability in
ternary Ln-M-O (Ln¼ La, Pr, Nd; M¼Ni, Cu) systems is observed for the K2NiF4-
type compounds, which attract significant interest due to their moderate thermal
and chemical expansion, in combination with a relatively high ionic conductivity.
The total conductivity of the K2NiF4-type nickelates remains predominantly p-type
electronic over the entire PO2 range where these phases exist; the hole transport is
lower than that in the perovskite analogues, but still sufficient for practical
applications (see Figures 9.11 and 9.13). A moderate A2þ doping leads usually
to a higher electronic conductivity and a lower oxygen content in Ln2NiO4þ d, with a
negative impact on the oxygen diffusivity which is substantially determined by the
interstitial anionmigration [28, 206–210]. On the other hand, although the substitution
of nickelwithhigher-valence cations raises the interstitials� concentration, an increase in
the ionic transport is only observed at temperatures above 1100K.Within the operating
temperature range of SOFCs and ceramic membranes, maximum ionic conduction in
the Ln2NiO4-based systems is thus characteristic of the compositions with a modest
dopant content, particularly for the parent nickelate phases. The corresponding values of
the ionic conductivity and oxygen permeability are 4 to 12-fold lower if compared to
highly oxygen-deficient SrCo(Fe)O3�d and Sr(La)CoO3�d perovskites, but are quite
similar to those in (La,Sr)FeO3�d.
Again, the number of high-conductivity cuprates that are stable under SOFC

cathodic conditions is not very large, including primarily the K2NiF4-type (Ln,A)2
CuO4�d (Ln¼ La–Sm; Ln¼Sr, Ba) and various derivatives of layered LnA2Cu3O7�d

formed in the systemswith Y3þ and smallest lanthanide cations. The total conductivi-
ty of La2CuO4þ d, which exhibits a small oxygen excess in air, has a pseudometallic
character and is considerably lower than that of lanthanumnickelate (see Figure 9.11);
moderate acceptor-type doping enhances the p-type electronic transport, whereas
decreasing the Ln3þ size has an opposite effect. The oxygen diffusion and surface
exchange in all cuprates are rather slow, and tend to decrease when the Ln3þ radius
decreases [36, 204, 220–225]. In the case of La2�xSrxCuO4�d, the ion diffusivity
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becomes slightly higher on modest Sr doping (x< 0.1) and drops with further
additions. The substitution of copper with higher-valence cations often has positive
effects on the ionic transport, thus indicating the relevance of both vacancy and
interstitial migration mechanisms. It should be noted that increasing the oxygen
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content in another well-known cuprate, YBa2Cu3O7�d, also results in a higher oxygen
permeability and ionic conductivity [213].
Finally, it should be noted that numerous perovskite-related materials with

relatively low oxygen ionic conductivity at 700–1200K have been excluded from
consideration in this brief survey, but may have potential electrochemical applica-
tions in fuel cell anodes, current collectors, sensors, and catalytic reactors. Further
information on these applications is available elsewhere [1–4, 11, 159, 217–219].

9.9
La2Mo2O9-Based Electrolytes

Another group of oxygen ionic conductors (the so-called LAMOX series) is based on
the high-temperature polymorph of lanthanum molybdate, b-La2Mo2O9, having a
cubic lattice which is isostructural with b-SnWO4 [13, 16, 65, 81, 220–225]. The fast
anion migration in b-La2Mo2O9 was explained by the lone-pair substitution con-
cept [81, 220, 221] by which lone electron pairs of cations could stabilize oxygen
vacancies. In particular, the outer electrons of Sn2þ in b-SnWO4 project into a vacant
oxygen site, whereas the La3þ cations have no lone-pair electrons and half of the sites
occupied by lone pairs inb-SnWO4 are vacant in lanthanummolybdate.Whatever the
microscopic mechanisms of anion diffusion, the partial substitution of La3þ with
Bi3þ and smaller rare-earth cations (Gd, Dy, Y) and/or the incorporation of V5þ or
W6þ in the molybdenum sublattice can suppress the b$a transition, which
normally occurs at approximately 853K and results from long-range oxygen vacancy
ordering. Examples of the cubic solid solutionswith highest conductivity and stability
in these systems are La2�xLnxMo2�yWyO9�d (Ln¼Y, Gd; x¼ 0.1–0.3; y¼ 0.3–0.6),
La1.7Bi0.3Mo2O9�d, and La2Mo1.95V0.05O9�d. Figures 9.5–9.7 and 9.13 compare the
transport properties of La2Mo2O9-based materials and other solid electrolytes. The
disadvantages of LAMOX include a relatively high electronic contribution to the total
conductivity under ambient conditions, degradation in moderately reducing atmo-
spheres, high TECs, and reactivity with electrodematerials [65, 222, 225–228]. These
problems are less prominent if compared to the Bi2O3-based compositions, but the
ionic conductivity of LAMOX is also lower. The electronic conduction in LAMOX,
mainly n-type, is comparable to the p-type transport in LSGM; the electron transfer-
ence numbers are, however, considerably higher for the former family and further
increase with temperature and with reducing PO2.

9.10
Solid Electrolytes with Apatite Structure

Due to non-negligible levels of the oxygen ionic and/or protonic conduction in
numerous crystalline and amorphous silicates and germanates free of alkalinemetal
cations [229–244], the electrochemical and transport phenomena in these materials
has became a focus of research interest since the 1930s.However, extensive studies of
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the apatite-type phases (Ln,A)10�xM6O26�d, whereM¼Si orGe, and their derivatives
began only during the 1990s [204, 205, 245–257]. The germanate apatites exhibit
better ion transport properties compared to their Si-containing analogues, but seem
unlikely to find practical applications due to high volatilization, a tendency to glass
formation, and the high costs of GeO2. These disadvantages are less pronounced for
the apatite-type silicates, which may be of practical interest owing to low cost and
substantial ionic conductivity comparable to that of stabilized zirconia (Figures 9.5,
9.13 and 9.14). The oxygen ionic transport in Ln10Si6O27 (Ln¼ La, Pr, Nd, Sm, Gd,
Dy) increases with increasing radius of Ln3þ cations, being maximum for the La-
containing phase [245, 246]. Irrespective of thewide scatter among experimental data
associated with relatively poor sintering and different processing routes, the highest
ionic conductivity is observed for the apatite phases containing more than 26 oxygen
ions per unit formula. This tendency suggests a significant role for the interstitial
migration mechanism, in agreement with computer simulations [258, 259]. Other
important factors which influence oxygen diffusion include the deficiency of Ln-
sublattice and Si-site doping, which affect the unit cell volume and may promote the
formationof ionic charge carriers via theFrenkel disordermechanism.Decreasing the
oxygen concentration below a stoichiometric value leads to the vacancy mechanism
becomingdominant, andthere isalsoa considerabledrop in ionicconductivity.Similar
effects are typical for transitionmetal-containing apatites at low oxygen pressures (see
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Figure 9.13), although degradation in reducing atmospheres is also contributed by the
siliconoxide volatilization and local surface decomposition [253, 254]. The latter factor,
and the fast surface diffusion of silica blocking interfacial reactions, result in a poor
electrochemical performance of porous electrodes in contact with the silicate solid
electrolytes [256, 260].
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10
Polymer and Hybrid Materials: Electrochemistry
and Applications
Danmin Xing and Baolian Yi

Abstract

Due to substantial practical interest in proton-exchange membrane fuel cells
(PEMFCs) during the past few decades, significant improvements have been achieved
in polymer and hybrid materials. Much of the research effort has centered on the
development of composite membranes and new proton-conducting materials, aimed
to improving their performance, durability, and cost. Attention has also been focused
onnewmembranes operatingunder high-temperature/low-humidity conditions. This
chapter presents a brief reviewon themotivation for novel proton-exchangemembrane
developments, together with details of recent progress and technology gaps.

10.1
Introduction

The fuel cell is an electrochemical device that directly converts the chemical energy
of a fuel and an oxidant to electrical energy. Compared with the internal combustion
engine (ICE), fuel cells have many advantages, including a high energy conversion
efficiency (40–50%), a high power density, no pollution, and low noise. Hence, fuel
cells are considered to be the new form of �green� power sources during the twenty-
first century, and undoubtedly will achieve many promising applications in areas
such as stationary and mobile power sources, electric vehicles, submarines and
spaceflight [1–4].
The wide variety of fuel cells that have been developed during the past few decades

can be classified according to their operating temperature. For example, fuel cells can
be classified as low-temperature (<100 �C), medium-temperature (100–300 �C), or
high-temperature (600–1000 �C). When considering the electrolyte types, fuel cells
can be grouped into the following classes: alkaline fuel cell (AFC); phosphoric acid
fuel cell (PAFC);molten carbonate fuel cell (MCFC); solid oxide fuel cell (SOFC); and
proton-exchange membrane fuel cell (PEMFC). Detailed descriptions of these fuel
cells are available in Ref. [5].
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The PEMFC has a solid ionomer membrane as the electrolyte, and a platinum,
carbon-supported Pt or Pt-based alloy as the electrocatalyst.Within the cell, the fuel is
oxidized at the anode and the oxidant reduced at the cathode. As the solid proton-
exchange membrane (PEM) functions as both the cell electrolyte and separator, and
the cell operates at a relatively low temperature, issues such as sealing, assembly, and
handling are less complex thanwith other fuel cells. ThePEMFChas also anumber of
other advantages, such as a high power density, a rapid low-temperature start-up, and
zero emission. With highly promising prospects in both civil and military applica-
tions, PEMFCs represent an ideal future alternative power source for electric vehicles
and submarines [6].
The PEM, which is a key component of the PEMFC, has dual functions of:

(i) conducting the protons; and (ii) separating the anode and cathode chambers. The
PEM is also critically important with regards to the performance and cost of a
PEMFC. In this chapter, attention is focused on the main issues and progress in
polymer and hybrid materials for PEMFC applications.

10.2
Fundamentals

10.2.1
The Proton-Exchange Membrane Fuel Cell (PEMFC)

The PEMFC is also referred to as a polymer electrolyte fuel cell or solid polymer
electrolyte fuel cell. A schematic drawing of a singlePEMFC is shown inFigure 10.1. In
thissystem,hydrogenfuelsuppliedtotheanodereactselectrochemicallyattheelectrode

Figure 10.1 Schematic drawing of a proton-exchange membrane
fuel cell. CL ¼ catalyst layer; GDL ¼ gas diffusion layer.
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toformhydrogenions(protons)andelectrons.Theprotonsarethentransferredthrough
the polymer electrolyte membrane to the cathode, while electron transport occurs
throughanexternal load– suchas themotorof anelectric vehicle– to the cathode.At the
cathode of the PEMFC, the oxygen combineswith hydrogen ions and electrons to form
water. Thus, the reactions that occur in a PEMFC can be represented as:

. At the anode:

2H2 ! 4Hþ þ 4e� ð10:1Þ
. At the cathode:

O2 þ 4Hþ þ 4e� ! 2H2O ð10:2Þ
. Overall:

2H2 þO2 ! 2H2O ð10:3Þ
Typically, carbon electrodes with a platinum electrocatalyst are used for both the
anode and cathode. ThePEMused in the fuel cell serves to keep the fuel separate from
the oxidant, and also as an electrolyte.

ThePEMFCsnot only generate powerwith a high power density but also have a low
operating temperature. This is especially advantageous as the cell can be started
quickly under ambient conditions, especially when pure hydrogen fuel is available.
As the only liquid present in the PEMFC is the water formed at the cathode side,
issues such as sealing, assembly and handling are less complex than with other fuel
cells. One disadvantage, however, is that a platinum catalyst is required to promote
the electrochemical reaction. When reformed hydrocarbon fuels which typically
contain carbon monoxide (CO) as a contaminant are used, the ppm levels of CO
formed will be tolerated by the platinum catalyst at 80 �C.
Another issue for PEMFCs is that of water management. Whereas, dehydration of

themembrane leads to a reduction in proton conductivity, an excess ofwatermay lead
to the electrode being flooded.
An additional, but critical, disadvantage of PEMFCs is their high cost, this being

associated primarily with the platinum catalyst and fluorinated polymer electrolyte
membrane.

10.2.2
Proton-Exchange Membranes for Fuel Cells

The PEM, which serves as both the electrolyte and reactant gas separator, represents
the core component of the PEMFC. When serving as the electrolyte, the PEM
transfers hydrogen ions from the anode to the cathode, whereas when serving as the
reactant gas separator it prevents the fuel and the oxidizer from mixing. Conse-
quently, the key requirements for the PEM will include:

. A high proton conductivity for maximum cell performance.

. A low permeability to the reactant gases, so as to maximize the coulombic
efficiency.
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. An excellent thermal and chemical stability, for PEMFC reliability and durability.

. An adequate mechanical strength and dimensional stability to ensure reliability in
both assembly and operation.

. A low cost, to aid commercialization.

10.2.3
Membrane Characterization

The performance of PEMs can be characterized by either their electrochemical param-
eters, which include their equivalent weight (EW) and proton conductivity, or by their
physical properties, which include thickness, gas permeability, mechanical strength,
water uptake, and swelling, and so on.

10.2.3.1 Electrochemical Parameters
The EW (expressed as gmol�1) describes the weight of dry ion-exchange resin per
mole unit of ion-exchange groups, and can be determined via titration [7]. It is the
reciprocal parameter with respect to the ion-exchange capacity (IEC; expressed as
mEq. g�1), and reflects the acid concentration in the PEM. In general, for PEMs with
identical chemical structures, those with a small EW value possess a high proton
conductivity.
The proton conductivity (s; expressed as S cm�1) is themost important property of

the PEMFC membranes for minimizing cell resistance and maximizing cell effi-
ciency. In general, the proton conductivities of sulfonated PEMs tend to increasewith
the acid group concentration and hydration level.

10.2.3.2 Physical Properties
Because the ionic resistance of the PEM is proportional to its thickness, this
parameter is extremely important for cell performance [8]. It is necessary tominimize
membrane thickness, while maintaining an acceptable mechanical strength.
Another important parameter of the PEM is that of gas permeability. The active

oxygen species are produced in the membrane when oxygen transfers from cathode
to anode,which in turn leads tomembrane degradation.On the other hand, if the fuel
gas is able to diffuse to the cathode and react chemically with oxygen, this will cause
efficiency losses. Therefore, reactant gas leakage will results in a reduced cell per-
formance in all cases.
During the course of membrane electrode assembly (MEA), manufacture and

PEMFC operation, the membranes are exposed to the impacts of temperature,
humidity, and pressure. Consequently, it is important that the membranes possess a
goodmechanical stability, and in particular a highmechanical strength andminimal
swelling.

10.2.3.3 Evaluation of Durability
High durability is a major requirement for PEMFCs when used commercially.
For example, a typical lifetime requirement for a stationary application would
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be 40 000 h, but for transportation purposes this would be 5000 h for cars and
10 000 h for buses. The main mechanism of membrane degradation is radical
attack via H2O2 formation. Within the fuel cell environment, H2O2 is formed
via a two-electron oxygen reduction reaction at the Pt catalyst, although due to
the high potential in the cathode the H2O2 will be unstable and peroxide
radicals will form as intermediate species [9]. Not surprisingly, many reports
have confirmed that electrolyte degradation does indeed occur mainly in the
cathode.
During the past few years, the durability characteristics of PEMs have attracted

much attention, with many forms of accelerated evaluation techniques for mem-
branes having been developed to avoid the typical long-term approach to durability
testing. As a result, many such studies have been conducted under open-circuit
conditions [10–13]. In order to minimize the testing time and resources involved,
simulated conduction tests may offer an alternative approach, and are typically
based on the use of H2O2 solution [14], Fenton�s reagent [15], and the simulation of
cell environments [16–18]. As an example, Liu et al. [19] reported the details of an
electrochemical technique that used a thin Pt wire as the working electrode,
for determining H2O2 concentrations within the PEM of operating fuel cells. An
alternative parameter, the fluoride ion emission rate (FER), can also be monitored in
the drain of exhaust gases or liquids, using ion chromatography and ion-selective
electrodes. The degradation patterns of PEMs have also been investigated using
thermogravimetry, as well as a variety of spectroscopic methods and electron spin
resonance (ESR). Gas leakage, membrane weight andmechanical strength have also
been monitored, both before and after durability testing, in order to evaluate the
degree of membrane degradation.

10.3
Fluorinated Ionomer Membranes

10.3.1
Perfluorosulfonate Membranes

The current state-of-the-art PEM is Nafion�, which was developed during the late
1960s by DuPont, primarily as a perm-selective separator in chlor-alkali electro-
lyzers [20, 21]. Nafion is based on the copolymerization of tetrafluoroethylene with
a perfluorinated vinyl ether monomer containing a sulfonyl fluoride in the side
chain. Subsequent conversion of the sulfonyl fluoride to the sulfonic acid group is
required. The perfluorinated sulfonic acid (PFSA) structure combines an excellent
proton conductivity and exceptional chemical stability, both of which are especially
important in fuel cell applications. Similar polymers are produced by the Asahi
Chemical Company and Asahi Glass Company. The Dow Chemical Company has
also produced a similar polymer with shorter side chains and a higher ratio of SO3H
to CF2 groups [22]. The chemical structures of Nafion and the Dow membranes are
compared in Figure 10.2.
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The EW (or IEC) can be varied by changing the ratio of the two components (x and
y in Figure 10.2). Although, previously, Nafion was produced commercially with
EW-values of 900, 1100, and 1200, currently Nafion 1100 EW membranes with
thicknesses of 2, 5, 7, and 10 mil (1mil¼ 25.4mm), known as Nafion 112, 115, 117,
and 1110, appear to be the only grades used widely in fuel cells.
The above-described Nafion membranes were produced using the extrusion-cast

process which was developed for the creation of �thick� films. In recent years,
however, technical progress in fuel cell design and performance has increased the
demand for mass-produced, thin membranes with lower overall costs, for fuel cell
applications. There has also been a growing demand for larger lot sizes, increased roll
lengths, and improved physical properties, and in order to meet these requirements
DuPont has subsequently developed a solution-casting process. This has several key
advantages over the extrusion-cast process, namely that:

. Large dispersion batches can be pre-qualified in terms of their quality; that is, they
will be free from contamination and have a predictable performance (e.g., acid
capacity).

. The production rates for Hþ membranes are increased overall, as compared to
polymer extrusion followed by chemical treatment.

. There is improved thickness control and uniformity of the membrane, and most
notably an ability to produce very thin membranes (e.g., 12.7mm) [23].

These solution-cast membranes are registered as NRE membranes. The
effects of the manufacturing processes on membrane properties are compared in
Table 10.1 [24, 32].
Kreuer et al. [25] investigated the membrane properties, including water sorp-

tion, transport (proton conductivity, electro-osmotic water drag and water diffusion),
microstructure and viscoelasticity of the short-side-chain (SSC) perfluorosulfonic
acid ionomers (PFSA, Dow 840 and Dow 1150) with different IEC-values. The data
were compared to those forNafion 117, and the implications for using such ionomers
as separator materials in direct methanol and hydrogen fuel cells discussed. The
major advantages of PFSAmembraneswere seen to be: (i) a high proton conductivity,

(CF2CF2)x(CF CF2)y

O

CF2

CF

O

CF2

CF2

SO3H
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Figure 10.2 Chemical structures of Nafion and Dow membranes.
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which could achieve 0.2 S cm�1; and (ii) an excellent chemical stability. However, a
limited operation temperature (due to a requirement for humidification), a low glass
transition temperature (Tg), high methanol permeability and cost, and insufficient
mechanical strength and dimension stability proved to be severe disadvantages for
these membranes.

10.3.2
Partially Fluorosulfonated Membranes

During recent years, much effort has been focused on the development of new
membranes, with the Ballard Advanced Materials Corporation having introduced a
styrene membrane based on a novel family of sulfonated copolymers incorporating
a, b,b- trifluorostyrene and a series of substituted a,b,b-trifluorostyrene comono-
mers [26]. These have been registered as BAM membranes; their general formula
is shown in Figure 10.3. The water content of a series of membranes ranging from
375 to 920 EW was found to be much higher than that of Nafion and the Dow
membranes [27]. It has also been reported that this generation of BAM membranes
exhibits a superior performancewith respect to PFSA at current densities in excess of
0.6 A cm�2 and low cost (US$ 0.5–1.5m�2; US$ 5–15 ft�2).
B€uchi et al. [28] reported a series of differently crosslinked FEP-g-polystyrene

PEMs [FEP¼ poly(tetrafluoroethylene-co-hexafluoropropylene)], synthesized by pre-
radiation grafting of the monomers onto a base film and subsequent sulfonation of
the grafted component. Both, divinylbenzene (DVB) and/or triallyl cyamirate (TAC)
were used as crosslinkers. The physical properties of thesemembranes, such aswater

Table 10.1 Properties of Nafion membranes prepared using different processes.

Membrane type Nafion 112 NRE-212

Manufacturing process Extrusion-cast Solution-cast
Thickness (mm) 51 51
Tensile strength (Max./MPa) Transverse 32 32

Lengthways 43 32
Swelling in water at 100 �C (%) Transverse 6 15

Lengthways 17 15
Water uptake in water at 100 �C (%) 38 36
Conductivity (S cm�1) 0.083 —

CF2CF CF2CF CF2CF CF2CFa b c d

R1
R2 R3 SO3H

R1, R2, R3 = alkyls, halogens, or CF=CF2, CN, NO2, OH 

Figure 10.3 Chemical structures of BAM membranes.
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uptake and specific resistance, were found to be heavily influenced by the nature of
the crosslinker. When both the stability and performance of the membranes were
tested inH2/O2 fuel cells, the thick (170mm)DVB crosslinkedmembranes showed a
stable operation of 1400 h at temperatures of up to 80 �C. The highest power density
in the model PEMFC was found for the DVB and TAC double-crosslinked mem-
brane, with corresponding values more than 60% higher compared to those for the
Nafion 117 membrane.
Soresi et al. [29] performed a structural modification of poly(vinylidene fluoride)

(PVDF), which is hydrophobic in nature, by radiation grafting with styrene como-
nomers, thus enabling a linking of the sulfonic groups. The critical parameters of this
process proved to be the energy of the radiation field (electrons, g-rays), the absorbed
dose, and the physico-chemical properties of the starting polymer (crystallization
degree, porosity, etc.). The membranes obtained from PVDF with 5mol% HFP co-
polymer, and from commercial porous and dense PVDF homo-polymer films, were
compared. Both, high grafting degrees and substantial water uptake were achieved,
depending on the nature of the polymermatrix. A room-temperature conductivity in
excess of 0.060 S cm�1 at 90% relative humidity (RH) was observed in the case of
sulfonated membranes obtained from the PVDF-based copolymer.
Yamakia et al. [30] prepared PEMs by the radiation-induced grafting of styrene into

crosslinked polytetrafluoroethylene (PTFE) films and subsequent sulfonation. The
degree of grafting was controlled over a range of 5 to 75% by the crosslinking density
of the PTFE matrix, as well as by the grafting conditions. The resultant membranes
showed a large IEC (up to 2.6mEq /g�1), which exceeded the performance of
commercially available PFSA films, such as Nafion.

10.3.3
Reinforced Composite Membranes

The main driving force for the development of reinforced composite membranes
has been the possibility of increasing both mechanical strength and dimensional
stability, leading to the feasible production of very thin membranes. As mentioned
in Section 10.2.2, as the cell resistance increases proportionally to the thickness,
an improvement in PEMFC performance could easily be achieved by using thin,
reinforced composite membranes. From a cost perspective, such thin reinforced
composites would contain much less of the expensive ionomer resin than conven-
tional membranes.

10.3.3.1 PFSA/PTFE Composite Membranes
More recently, W. L. Gore & Associates, Inc. [31] have used expanded polytetra-
fluoroethylene (ePTFE) porous films and PFSA resin solutions to produce a com-
posite membrane. In this process, the PFSA solution was brushed onto both sides of
the ePTFE film so as to impregnate and substantially occlude the interior volume of
the film; a nonionic surfactant (5%, w/v) was then added into the PFSA solution as a
penetrant. The surfactant was removed by soaking in isopropanol after drying at
140 �C (this procedure was repeated several times so as to fully occlude the interior
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volume). When Liu et al. [32] used porous PTFE as the support for Nafion/PTFE
composite membranes, the composites were synthesized by impregnating porous
PTFE with a Nafion solution on a hot plate. Tang et al. [33] fabricated Nafion/PTFE
compositemembranes by using a hydrophilicallymodified expanded PTFEmatrix to
increase the PFSA resin loading; these composites exhibited an improved mechani-
cal strength in the dry state, and dimensional stability in the wet state. Recently,
Sunrise Power Co., Ltd developed a PFSA/PTFE composite membranes by using a
spray-paint process. In these composite membranes (SPCM), the PFSA resin is
distributed uniformly in themicroporous PTFE layer, there being two homogeneous
thin PFSA films on the PTFE surface (as shown in Figure 10.4). When compared to
the NRE-212, this composite membrane possessed a greater mechanical strength
and demonstrated less swelling. Moreover, the performance of a small PEMFC stack
with SPCM membranes (Figure 10.5) proved to be comparable to that of NRE-212.

10.3.3.2 PFSA/CNT Composite Membranes
Liu et al. [34] developed a carbon nanotube (CNT) -reinforced PFSA composite
membrane for PEMFCs, where the PFSA/CNT composite was prepared using a
solution-casting method. The reinforced composite contained a small amount of
CNT (1wt%), and also showed an excellent mechanical strength and lower dimen-
sional changes compared to Nafion. Yet, the performance of the CNT-reinforced
membranes (50mm) was virtually identical to that of commercial NRE-212. Wang
et al. [35] subsequently used an improved solution-cast method to prepare multiwall
CNT (MWCNT)/PFSA-reinforced membranes. For this, the MWCNTs (1–4wt%)
were oxidized with H2O2 and then added to a MWCNT/PFSA/N,N-dimethylaceta-
mide (DMAC) solutionwith sodiumhydroxide (NaOH); the long-term stability of the
resultant dispersionswas substantially improved,with scanning electronmicroscopy
(SEM) inspections of the as-cast membrane demonstrating a uniform distribution of

Figure 10.4 Scanning electron microscopy images of cross-
sections of the PFSA/PTFE composite membrane.
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MWCNTs in the PFSA resin. Compared to the recast Nafion membranes, both
stretching and tensile strength values were greatly improved (by 27% and 54%,
respectively). A comparison of themechanical properties and electronic conductivity
showed the optimum MWCNT content to be approximately 3wt%.

10.3.4
Hybrid Organic–Inorganic Membranes

The performance degradation of PFSA membranes at elevated temperatures re-
presents another serious drawback, as membrane dehydration, a reduction in ionic
conductivity and a decreased affinity for water are all observed above 80 �C. In order
to overcome these disadvantages of PFSA, many research groups have focused
their attention on a variety of on promising alternatives [36, 37]. One solution to this
problem would be to develop hybrid organic–inorganic, self-humidifying mem-
branes [38–40]. Subsequently, Yang et al. [41] prepared a type of homogeneous
proton-conducting WO3/PFSA composite based on a dynamic conductivity varia-
tions concept, where the membrane resistance could be reduced during fuel cell
operation due to the formation of highly conducting hydrogen–tungsten bronzes.
Indeed, the resistivity of the WO3-containing membranes, as measured with in-situ
AC impedance spectroscopy during the single cell operation, was seen to be signi-
ficantly lower compared to Nafion-112, and led to a superior performance of those
fuel cells with WO3/PFSA membranes.

Figure 10.5 Performance of short stack with SPCM membranes
(40mm thickness). The stack (inset) comprises
10 cells� 290 cm2; H2/air at atmospheric pressure; stack
temperature at 45 �C. D ¼ voltage; & ¼ power density.
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10.3.4.1 Hygroscopic Material/PFSA Composite Membranes
In this case, the hygroscopic components are normally oxides such as SiO2, TiO2,
and ZrO2. All such compounds display a high water-retention ability which is crucial
for proton conductivity at elevated temperatures. In these studies, Kwak et al. [42]
hot-pressed a mixture of melt-fabricated perfluorosulfonylfluroride copolymer resin
(Nafion resin) with a fine mordenite powder to prepare composite membranes for
high-temperature PEMFCs. The proton conductivity was found to increase in linewith
increasing mordenite content at temperatures >90 �C, due to the presence of water in
the mordenite. The current–voltage relationships for single cells at various operation
temperatures also showed that the composite membrane containing 10wt% morde-
nite had maximum performance. Since the use of oxide particles to produce nano-
composite membranes is often difficult due to conglomeration, an in-situ sol–gel
reactionmay be an effective approach. The SiO2/Nafion compositemembranes can be
produced via the in-situ, acid-catalyzed sol–gel reaction of tetraethylorthosilicate
(TEOS) in PFSA films [43–45]. TEOS, when reacted with water in an acidic medium,
undergoes polymerization to form a mixture of SiO2 and a siloxane polymer with
hydroxide and ethoxide groups; the TEOSuptake content in a compositemembrane is
varied according to the sol–gel reaction time.The additionofSiO2 (<10wt%) improved
the water retention of the composite membranes, and also increased the proton
conductivity at elevated temperatures. Nanosized TiO2 powder was synthesized via a
sol–gel procedure by a rapid hydrolysis of Ti(OiPr)4; the membranes were then
prepared by mixing the Nafion–dimethylacetamide (DMAc) dispersion with 3wt%
TiO2, and casting. The results for water uptake, IEC and single cell performance were
compared with the commercial Nafion-115 and home-made, recast Nafion mem-
branes. Power density values of 0.51 and 0.26Wcm�2 at 0.56V were obtained at 110
and 130 �C, respectively, for the composite Nafion–titania membrane [46].
The incorporation of nanosized inorganic particles into PEMs, whilst producing

an effective humidifying effect, would certainly lower the IEC of the membrane.
Some groups have used organic substances containing sulfonic acid (–SO3H) to
modify the hygroscopicmaterial, to enhance the proton conductivity and improve the
performance of Nafion. Rhee et al. [47] used a variety of thiol and sulfone groups to
graft onto the surface of titanate nanosheets in order to render organic sulfonic acid
(HSO3

�) functionality. The nanocomposite membranes, cast together with Nafion
using surface-sulfonated titanates as inorganic fillers, showed a high proton con-
ductivity and a better mechanical and thermal stability when compared to Nafion.
The methanol permeability of the nanocomposite membranes was shown to de-
crease on addition of the sulfonated titanate. Functionalizedmontmorillonite (MMT)
was also employed to improve PFSA [58, 59]; these composite membranes provide a
low methanol crossover, without sacrificing proton conductivity due to the introduc-
tion of sulfonic acid groups at theMMTsurface, followed by blendingwith theNafion
ionomer.

10.3.4.2 Catalyst Material/PFSA Composite Membranes
Watanabe et al. [38–40] developed a form of self-humidifying composite membrane
with nanometer-size Pt and/or hygroscopic materials dispersed into the PFSA resin.
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The Pt particles catalyze hydrogen oxidation in order to generate water and to
humidify the membrane. However, when hygroscopic materials (e.g., SiO2 or TiO2)
were added into themembranes synchronously, thewater produced at the Pt particles
was adsorbed by these metal oxides [48–52]. When Kwak et al. [53] investigated the
effect of Pt loading in the self-humidifying PEMs, the optimum level of Pt particles
embedded in the membrane was found to be approximately 0.15mg cm�2, based
on measurements of single-cell performance characteristics and resistance. Lee
et al. [54] used Pt–zirconium phosphate–PFSA composite membranes for self-
humidifying PEMFCs; here, the composite was prepared by adding ZrP to the
Pt-containing membrane with 1M H3PO4 solution after soaking in 0.5M ZrOCl2.
The zirconium phosphate particles provided stability at elevated temperatures due to
the water- retaining and attractive electrochemical properties of this component.

10.3.4.3 Heteropolyacid/PFSA Composite Membranes
Cs2.5H0.5PW12O40 is insoluble in water and organic solvents, and also has a high
surface area. In addition, the acidity per unit acid site of Cs2.5H0.5PW12O40 was
superior to Nafion-H as well as to homogeneous acids, such as H2SO4, and
H3PW12O40. These facts demonstrate that Cs2.5H0.5PW12O40 is a promising solid
acid for use in PEMs. Li et al. [55] subsequently prepared a Cs2.5H0.5PW12O40/
Nafion/PTFE self-humidifying composite by recasting the Cs2.5H0.5PW12O40/
Nafion layer onto both sides of a Nafion/PTFE membrane, using a solution-
recast method. Due to the strong acidic, hydrophilic, and redox properties of
Cs2.5H0.5PW12O40, the Cs2.5H0.5PW12O40/Nafion layer not only contributed to the
membrane humidification but also improved the open-circuit voltage of the fuel
cell. When the self-humidifying composite membrane was employed as an electro-
lyte in a H2/O2 PEMFC, a higher maximum power density value (1.1Wcm�2) was
obtained than for the Nafion/PTFE composite (0.6Wcm�2), at operating and
humidifying temperatures of 70 �C and 20 �C, respectively. Wang et al. [56] used a
Cs2.5H0.5PWO40/SiO2 composite to achieve the best performance under dry condi-
tions at 60 �C; the stable characteristics were provided due to the substitution of Hþ

with Csþ and interaction between the components.

10.3.4.4 Self-Humidifying Reinforced Composite Membranes
Liu et al. [57] developed a preparation method for self-humidifying composite mem-
branes. When using the solution-cast method, porous PTFE substrates in these
membranes may increase their strength and distribute self-humidifying layers
adjacent to the anode side. The resultant performance of PEMFCs is dramatically
improved in terms of both the cell voltage and current density under dry conditions;
the cell with Pt/C-PEM showed the best, and most stable, performance. Wang
et al. [58] subsequently developed a Pt/SiO2/PFSA/PTFE self-humidifying reinforced
composite that minimized membrane conductivity loss under dry conditions due
to the presence of a catalyst and hydrophilic Pt/SiO2.
A novel, thin, three-layer reinforced and self-humidifying composite membrane,

comprising two outer layers of plain Nafion and a middle layer of Pt/CNT-dispersed
Nafion, has been developed [59]. The Pt/CNTs present in themembrane provide sites
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for the catalytic recombination of H2 and O2 permeating through the membrane to
produce water, simultaneously improving the mechanical properties. The water
directly humidifies the membrane, thus enabling the operation of PEMFCs with dry
reactants.
Matos et al. [60] developed Nafion–titanate nanotube composites as the PEMFC

electrolyte operating at elevated temperatures. The addition of 5–15wt% nanotubes
to the ionomer allowed the PEMFC performance essentially to be sustained up to
130 �C. The polarization curves of PEMFCs using composite electrolytes reflected a
competing effect between an increase in water uptake due to the extremely large
surface area of the nanotubes, and a decrease in the proton conductivity of the
composites.

10.4
Non-Fluorinated Ionomer Membranes

Despite perfluorinated polymer electrolytes (Nafion, Flemion, Aciplex) having been
used extensively in PEMFCs, their poor thermal mechanical stability (low Tg), high
methanol permeability, and extremely high production costs have led to limitations of
their large-scale application. Therefore, a variety of hydrocarbon polymer electrolytes
have beendeveloped during the past decade,with the greatest emphasis placed on the
costs, conductivity, and durability of these materials. At the same time, the poor
mechanical stability and inadequate durability of the hydrocarbon polymer mem-
branes were identified as the main barriers to their practical application.

10.4.1
Materials, Membranes, and Characterization

Poly(arylene sulfone)s and poly(arylene ketone)s are important engineering ther-
moplastics, and display high Tg-values, high thermal stabilities, good mechanical
properties, and an exceptional resistance to both oxidation and acid-catalyzed
hydrolysis. It is only during the past decade that the sulfonated aromatic polymers
have been considered to be well-suited as PEM candidates for fuel cells [61–64].

10.4.1.1 Post-Sulfonated Polymers
Several types of industrially produced polymer, including poly(ether ether ketone)
(PEEK), poly(ether sulfone) (PES), polyimide (PI), and poly(benzimidazole) (PBI)
(see Figure 10.6), have attracted much attention owing to their excellent physical,
chemical, and other properties. In order to prepare proton-conductive membrane
materials by introducing sulfonic acid groups into the polymer backbone, the initial
route is related to post-sulfonation. The pioneering studies of Noshay and Robeson
[65] resulted in a mild sulfonation procedure for the commercially available
bisphenol-A-based poly(ether sulfone). Different sulfonation agents have been
employed for post-modification reactions, including concentrated sulfuric acid,
fuming sulfuric acid, chlorosulfonic acid, and a sulfur trioxide–triethyl phosphate
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complex.Genova-Dimitrova et al. [66] reported the comparative analysis of sulfonating
agents, while Gao et al. [67] prepared a class of sulfonated poly(phthalazinones),
including sulfonated poly(phthalazinone ether sulfones), sulfonated poly(phthalazi-
none ether ketones) and sulfonated poly(phthalazinone ether sulfone ketones) by
modification of the corresponding poly(phthalazinones). The sulfonation reactions
were conducted at room temperature usingmixtures of 95–98% concentrated sulfuric
acid and 27–33% fuming sulfuric acid, with different acid ratios in order to achieve a
degree of sulfonation (DS) of 1.00–1.37. The conductivity of all sulfonated polymers is
known to increase with DS, reaching >10�2 S cm�1 at DS values close to 1.0.
In these post-sulfonation reactions, the sulfonic acid group is usually restricted

to the activated position, or to the aromatic ether bond; the precise control over its
location and the degree of sulfonation is often difficult. Moreover, secondary reac-
tions and degradation of the polymer backbone may occur during sulfonation [68].
Kerres et al. [69] reported an alternative sulfonation process for commercial poly-
sulfone based on a series of steps including metalation–sulfination–oxidation
reactions. The advantages of the partial oxidation process usingNaOCl are as follows:
(i) the oxidation degree can be adjustedfinely to a necessary level; (ii) no side reactions
take place during oxidation; and (iii) the partially oxidized polymers are stable at
ambient temperature. However, this method is still restricted by the molecular
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structures of existing commercial polymers, which cannot control the ionic mono-
mer units and distribution of the ionic groups. Another novel post-sulfonation
method was reported by Karlsson et al. [70], where the polymers were prepared via
lithiation and sulfination of polysulfone (PSU), followed by the grafting of sulfoethyl,
sulfopropyl, or sulfobutyl chains onto the sulfonate units.

10.4.1.2 Direct Polymerization from the Sulfonated Monomers
Generally, in the post-sulfonation reaction the sulfonic acid group is restricted to the
activated position ortho to the aromatic ether bond (structure I in Figure 10.7). For the
bisphenol-A based systems, no more than one sulfonic acid group per repeat unit
could be introduced into the polymer. It would be of great interest to investigate
sulfonation on the deactivated portion of the repeat unit (structure II), as one might
expect an enhanced stability and, perhaps, amodestly higher acidity due to the strong
electron-withdrawing properties of the sulfone group [71, 72]. The deactivated rings
are more stable against desulfonation, as the anticipated intermediate carbonation
required for desulfonation is more difficult for stabilization on a deactivated ring.
Another shortcoming of the post-sulfonating approach is a difficult control of the
sulfonation process, which may occasionally lead to side reactions. Typically, the
degree and position of sulfonation will depend on the process conditions, such as
temperature, time, and concentration.
One alternative approach to obtain sulfonated aromatic polymers is the direct

synthesis via aromatic nucleophilic substitution reaction from the sulfonated-
functionalized monomers. This direct synthesis process has been proven to bemore
advantageous than post-sulfonation, namely:

. The concentration and positions of the sulfonate groups within the directly-
synthesized sulfonated aromatic polymers can be easily controlled.
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Figure 10.7 Structures of sulfonated poly(arylene ether sulfone)s
possess different sulfonic acid positions.
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. The meta-positioned sulfonate group may enhance proton conductivity due to
increased acidity.

. The direct synthesis method avoids the crosslinking and other side reactions,
which could result in better thermal stability and mechanical properties.

Most sulfonated aromatic polymers can be directly synthesized via aromatic
nucleophilic substitution reaction. The direct synthesis has been widely investigated
by McGrath et al. [71–79], who showed that the carbonate base process includes two
steps: the phenols first react with carbonate to produce phenoxides, after which the
phenoxides undergo polycondensation with halide. For the first reaction, there are
two factors that cause incomplete formation of the phenoxide, namely poor solubility
of the K2CO3 in the reaction solvent (e.g., DMAc), and water formation. The water
formed may act as a nucleophilic agent and, after reacting with the activated halide,
produce unreactive bisphenol. Hence, a typical polymerization process was per-
formed at a high temperature (150–190 �C) for a long duration (16–30 h). In this
procedure, toluene or chlorobenzenemust be used as the azeotropic agent to remove
any water formed during the polymerization. Xing et al. [80] synthesized a series of
poly(arylene ether sulfone)s and sulfonated copolymers via the improved procedure,
when the polymerizations were performed with 3.0 molar equivalents of potassium
carbonate perOHgroup and the phenoxide could be completely formed due to a high
excess of potassium carbonate. The latter system produced no water; thus, no
azeotropic distillation was required and the polymerization could be performed at
a lower temperature (�130 �C). It should be noted also that sulfonated poly(arylene
ether sulfone)s show excellent oxidative and thermal stability, good mechanical
properties, a high proton conductivity, and thus represent a very promisingmaterials
for PEMFC applications [79, 80]. The proton conductivity of the copolymers contain-
ing 40–50% sulfonic acid was 0.12–0.18 S cm�1.
Sulfonated polyimides are synthesized by polycondensation using a commercial

naphthalenic dianhydride monomer and different sulfonated and nonsulfonated
diamines, the proportions of which are adjusted so as to control the IEC value.
However, common five-membered ring polyimides are generally unstable towards
acid due to the easy hydrolysis of imido rings, and sulfonated polyimides are generally
less stable than their nonsulfonated counterparts. Six-membered ring polyimides
derived from 1,4,5,8-naphthalenetetracarboxylic dianhydride (NTDA) have been
found to be fairly stable in both acid and pure water [81]. Faure and coworkers [82,
83] were the first to synthesize a series of sulfonated five-membered and six-
membered ring polyimides from oxydiphthalic dianhydride (ODPA) and NTDA,
respectively, and subsequently to test these in fuel cell systems. Their results
indicated that ODPA-based polyimideswere not sufficiently stable under the PEMFC
conditions, whereas the NTDA-based polyimides were stable while the sulfonation
degree was controlled to an appropriate level.
The main developments in the field of sulfonated polyimide membranes are

currently related to the use of chemically modified diamines in order to enhance
stability against hydrolytic and oxidative attack [84, 85]. The relationships between
membrane stability (especially water stability) and polyimide structure (diamine
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moiety) have been studied [86–88]. Those factors having significant impact on the
water stability include: (i) the structure of the sulfonated diaminemoieties including
the flexibility, basicity and configuration; (ii) the ratio of the sulfonated diamine
moiety; and (iii) the type of backbone of the polymers (aliphatic/aromatic, main
chain/side chain, branched/crosslinked).

10.4.1.3 Microstructures and Proton Transportation
Kreuer et al. [89, 90] investigated the proton-transport mechanisms in different
materials. The transport properties and swelling behavior of Nafion and different
sulfonated polyetherketones were explained in terms of distinct differences in their
microstructures, and in the acid–base ionization/dissociation constants (pKa) of the
acidic functional groups. The less-pronounced hydrophobic/hydrophilic separation
of sulfonated polyetherketones compared to Nafion corresponded to narrower, less-
connected hydrophilic channels and to larger separations between less-acidic sul-
fonic acid functional groups. At high water contents, this is shown to significantly
reduce electro-osmotic drag and water permeation while maintaining a high proton
conductivity. The blending of sulfonated polyetherketones with other polyaryls
further reduced the solvent permeation (by a factor of 20 compared to Nafion), in-
creased themembraneflexibility in the dry state, and also led to an improved swelling
behavior. Therefore, polymers based on sulfonated polyetherketones appear not only
to be promising low-cost alternativemembranematerials for hydrogen PEMFCs, but
they may also help to reduce the problems associated with high water drag and high
methanol cross-over in the direct methanol fuel cell (DMFC). These studies were in
progress just as McGrath and colleagues [91] were reaching many of the same
conclusions about sulfonated poly(arylene ether sulfones). PFSAmembranes such as
Nafion have a pKa of about –6 as compared to an aromatic sulfonic acid moiety in
sulfonated PEEK, of about –1. The implication of this difference is that theremay be a
lower ionic charge-carrier concentration in the Nafion membrane as compared to
PEEK to produce the same conductivity under identical conditions; the microstruc-
tural differences between the two systems are somewhat more subtle.

10.4.1.4 Durability Issues
Unfortunately, one general issue of most nonfluorinated PEMs is their insufficient
stability for fuel cell applications, the chemical degradation of PEM being a major
factor responsible for PEMFC degradation. The hydroxyl and hydroperoxyl radicals
are generated in either the anode or cathode after a two-electron reduction reaction
between H2 and O2, and cross over the PEM to the opposite electrode [92, 93]. In the
PFSA backbone, the C–F bond energy is high (485 kJmol�1), and the fluorine atoms
wrap the C–Cmain chain closely in order to avoid attack from oxidative free radicals,
which in turn leads to a good oxidation resistance. However, in the F-free PEMs, the
C–H bond dissociation enthalpy is lower and oxidative degradation occurs more
easily.
Both, Yu and Wang and coworkers [94, 95] have developed multilayer composite

membranes to improve the stability of PEMs. ThePSSA–Nafion compositemembrane
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was designed to prevent the oxidative degradation of PSSA; the performance of fuel
cells with this composite membrane, where the Nafion membrane was bonded with
the PSSA and located at the cathode side, was shown to be stable. The chemical
stability of sulfonated poly(biphenyl ether sulfone) (SPSU-BP)/PBI crosslinked blend
membranes inH2O2 solution have been investigated [96]. The weight losses and IEC
changes of SPSU-BP/PBI were lower than those of SPSU-BP, indicating a higher
chemical stability of the blend membranes.
Since an alternative approach would be to develop the inorganic–organic compos-

itemembranes,Haugen [97] preparedPFSAmembranes dopedwith heteropolyacids
(HPAs) such as 12-HSW, 21-HPW, and 18-HPW, and tested their stability perfor-
mance under fuel cell operating conditions. The results of the F� release test showed
that HPAs reduced the degradation of the PFSA membrane. As a consequence,
Ballard Power Systems, Inc. [98] has recently published the details of amethod based
on additives to the anode, cathode or PEM so as to reduce membrane degradation in
fuel cells. The additive may be a radical scavenger, a crosslinker, a H2O2 decomposi-
tion catalyst, and/or aH2O2 stabilizer. In order to provide an enhanced lifetime of the
MEA, UTC Fuel Cells LLC [99] reported the details of a H2O2 decomposition catalyst
which could be placed in at least one position chosen from the anode, cathode,
intermediate layers between the membrane and electrode, and/or within the mem-
brane. Xing et al. [100] prepared a Ag-SiO2/SPSU-BP composite to increase the
chemical stability, whereby the Ag/SiO2 catalyzes the decomposition of H2O2.
Accelerated fuel cell life tests conducted under open-circuit voltage (OCV) conditions
showed that the durability of PEMFC with the Ag-SiO2/SPSU-BP membrane was
indeed improved. It should be noted that the configurational stability of the above
compositemembranes, as well as themechanisms providing improved durability, all
require further investigation.

10.4.2
Reinforced Composite Membranes

Although hydrocarbon polymer membranes exhibit certain advantages, they also
demonstrate barriers against practical applications, including a higher water uptake,
a brittle nature at elevated temperatures, and poor dimensional and chemical/
mechanical stabilities in the wet state [101]. The proton conductivity of sulfonated
hydrocarbon membranes depends on the degree of sulfonation. although the
mechanical properties tend to deteriorate progressively with an increasing DS.
Highly sulfonated polymers may swell extensively at high temperature and humidi-
ty [102–104]. In order to overcome these problems and to improve the PEM�s
properties, a method of reinforcement by forming a composite membrane, either
by introducing reinforcing materials or with chemical crosslinking, is generally
adopted. The reinforcementmaterials used have included PTFE porous films, woven
PEEKs, and fiber-glasses. The composite membranes have demonstrated improved
properties, such as mechanical strength and dimensional stability [105]. Despite the
lower EW of these composites, due to the addition of insulating reinforcement
materials, a low resistance can be achieved by using thin membranes [106].
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Kerres�s group synthesized several different types of basic, sulfonated or sulfinated
polymer, and developed blend concepts for the fuel cell ionomer membranes [107–
122]. Different types of polyaryl blendmembranes – that is, ionic, ionic-covalent, and
covalent crosslinking –have been studied, and the results have shown that, in the case
of ionic crosslinking, the ionic bonds have an unsatisfactory thermal stability which
makes the use of such membranes questionable. In contrast, the ionic–covalent
blend membrane had a good mechanical stability, a reduced fuel permeability, and
suitable proton conductivity. Ultra-violet irradiation-induced crosslinking is thought
to be an effective method for generating three-dimensional (3-D) polymer networks,
owing to its ease of use, relative safety, low cost, and high initiation rate under intense
illumination [123–125].

10.4.3
Hybrid Organic–Inorganic Membranes

In recent years, organic–inorganic hybrids have received great attention due to their
advantage in improving proton transport and mechanical properties. Many research
groups have investigated organic–inorganic hybrid materials, where functional
groups were covalently/physically attached to the organic part of the hybrid, in-
cluding Nafion and hydrocarbon membranes. The functional inorganic additives
make it possible to: (i) prevent membrane (anode side) dry out; that is, so-called
self-humidifying [126–128]; (ii) improve the mechanical strength and dimensional
stability [129, 130]; (iii) enhance the pathways of proton conduction [131–134]; and
(iv) suppress methanol permeation [135–139].
Zhang et al. [128] synthesized a self-humidifying membrane based on a sulfo-

nated poly(ether ether ketone) (SPEEK) hybrid with a sulfated zirconia (SO4
2�/

ZrO2, SZ) -supported platinum catalyst (Pt-SZ catalyst). This type of composite
membrane has a higher proton conductivity than plain SPEEK, due to the effect of
the Pt-SZ catalyst; themembrane also provided excellent single cell performance at
low humidity.
Liang et al. [131] have developed an effective approach to improve protonic

transport in sulfonated poly(phthalazinone ether sulfone ketone) (SPPESK) mem-
branes; the SPPESK/PWA/SiO2 composite membrane was prepared by supporting
PWA on silica gel via the sol–gel process. The composite showed not only a higher
proton conductivity (0.11 S cm�1 at 95 �C) than that of the original membrane, but
also excellent mechanical properties (46.8MPa tensile strength and 9.6% swelling
at 80 �C). Another significant improvement was the reduced loss of PWA after
immersion of the membrane in water.
Su et al. [138] prepared composite PEMs from sulfonated poly(phthalazinone

ether ketone) (sPPEK) and various amounts of sulfonated silica nanoparticles
(silica-SO3H). The use of silica-SO3H was seen to compensate for the reduction in
the IEC of the membrane, while the strong –SO3H/–SO3H interaction between
sPPEK chains and silica-SO3H particles led to ionic crosslinking in the membrane
structure, which improved not only the thermal stability but also the methanol
resistance.
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10.5
High-Temperature PEMs

In an aim to increasePEMFCefficiency and reduce complexity, an increasing amount
of research effort has been focused on the development of high-temperature
PEMs [140–143]. Operating at elevated temperatures allows improvements to be
made in the kinetics of fuel oxidation and oxygen reduction, thus significantly
enhancing the fuel cell efficiency. Another advantage relates to simplifying the water
management system. As no liquid water is present in the fuel cell above 100 �C, the
two-phase flow need not be considered, and this (at least potentially) will lead to a
reduction in both the size and complexity of the system.However, several challenges
emergewhen operating above 100 �C. First, the proton conductivity of themembrane
may degrade due to dehydration. The above-mentioned membranes can only func-
tionwithin the temperature range 25–100 �Cbecause their conductivity is dependent
on their water content. For example, whereas the conductivity of Nafion at 100%
relative humidity (RH) was 0.1–0.2 S cm�1 at 30–85 �C, it fell to only 0.00014 S cm�1

when the RH was decreased to 34% at 30 �C [144, 145].
The currently available PEMs for high-temperature fuel cells may be classified as

two distinct categories, in relation to the temperature range. The inorganic–organic
hybrid membranes referred to in Sections 10.2.3 and 10.3.3, which potentially offer
operation at temperatures above 80 �C, still depend on humidification tomaintain an
acceptable conductivity. Accordingly, these membranes might provide a maximum
operational temperature of only 120 �C. A brief summary of possible candidate
membranes for PEMFCs operating at temperatures of up to 200 �C is provided in the
following sections.

10.5.1
Acid-Doped Polybenzimidazole

Polybenzimidazole (PBI) has been suggested as a useful polymer candidate for
PEMFCs on the basis of its excellent thermochemical stability and mechanical
properties. Commercially available PBI has a Tg of 425–435 �C, and shows a long-
term thermal stability above 350 �C. As shown in Figure 10.8, PBI is a basic polymer
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Figure 10.8 Chemical structure of (a) polybenzimidazole (PBI) and (b) phosphoric acid-doped PBI.
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(pKa¼ 5.5) which is able to form a complex with a strong acid or a very strong base.
Aharomi et al. [146] were the first to recognize that PBI, when dopedwith phosphoric
or sulfuric acid, was a potential electrolyte. Thereafter, phosphoric acid-doped PBI
membranes have been intensively investigated for use in high-temperaturePEMFCs.
Phosphoric acid-doped PBImembranesmay be prepared by either of twomethods

[147–153]. The first method involves casting from a polymer solution in NaOH/
ethanol or LiCl/DMAC, followed by water washing and doping by immersion in
phosphoric acid solution. The acid loading is calculated from theweight difference of
PBI before and after immersion, with the loading being determined by the molarity
of the acid. For example, immersion in a 5M acid solution provides a doping level
of 3mol acid per PBI repeat unit (designated as a 300% doping level), while
immersion in an 11M acid solution provides a 520% doping level. The second
method involves direct casting from a PBI and phosphoric acid solution in a suitable
solvent, usually trifluoroacetic acid (TFA). The lattermethod enables direct control of
the acid loading.
Themembranes formedvia these twoprocesses demonstrate different performance

levels. Typically, the post-doped PEMs are stronger and tougher than directly cast
membranes, which require a polymer of a higher inherent viscosity in order to prepare
membranes with reasonable strength. In general, the conductivity of the directly cast
membrane will be significantly higher than that of post-doped membranes [154].
Conduction in such a PBI electrolyte is heavily dependent on the doping level [155].

Over the acid doping range of 200% to 560%, the activation energies range from18 to
25 kJmol�1. At a doping level of 200%, membrane conductivity is approximately
2.5� 10�2 S cm�1 at 200 �C, and the presence of free or unbound acid is necessary to
improve the transport. At a doping level of 570% phosphoric acid, the conductivity is
4.6� 10�3 S cm�1 at room temperature, 4.8� 10�2 S cm�1 at 170 �C, and 7.9� 10�2

S cm�1 at 200 �C.
An electro-osmotic drag due to protonmigration is defined as the number of water

molecules moved with each proton in the absence of a concentration gradient. For
comparison, the electro-osmotic drag coefficient for vapor or liquid-equilibrated
Nafionmembranes ranges from0.9 to 3.2 at room temperature [146]. For phosphoric
acid-doped PBImembranes, however, the water drag coefficient is close to zero [149,
151], indicating that the conductivity of the doped PBI is less demanding on fuel
humidification during fuel cell operation; a hoppingmechanism has been suggested
in order to explain the proton transport in H3PO4/PBI.
In H2/O2 fuel cell tests with phosphoric acid-doped PBI membranes [156], power

densities of 0.28 and 0.55Wcm�1 were reported for a H3PO4/PBI membrane
operating at atmospheric pressure using dry H2 and O2 at temperatures of 125 �C
and 200 �C, respectively. The CO tolerance was assessed by supplying different
amounts of CO in the hydrogen feed gas [157]; a 3% CO admixture was found to be
permissible when the operating temperature was 200 �C.
The oxidative decay and mechanical degradation, which resulted in failure of the

MEA, proved to be the main reasons for poor long-term performance of the single
cell. When Zhai et al. [158] studied the lifetimes and performance degradation
mechanism of H3PO4/PBI high-temperature PEMFCs, their results showed that the
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dissolution and re-deposition of platinum caused agglomeration of the Pt particles
and Pt deposition onto H3PO4/PBI. This in turn resulted in a smaller electrochemi-
cally active surface area of the cathode, and degradation of the single cells. The loss
of H3PO4 from the H3PO4/PBI membranes had only a minor influence on cell
performance.

10.5.2
Nitrogen-Containing Heterocycles

The nitrogen-containing heterocycles, such as imidazole, pyrazole, or benzimidazole
(Figure 10.9), exhibit a moderate intrinsic proton conductivity [159]. The basic nitro-
gen site acts as a strong proton acceptor for Brønsted acids, such as sulfonic acid
groups, to form protonic charge carriers (C3H3N2H2)

þ . The compact molecules are
advantageous for extended local dynamics, while the protonated and unprotonated
nitrogen functionals may act as donors and acceptors in the proton-transfer mechan-
isms. The aromatic ring within imidazole is itself rather nonpolar, and this tends to
promote proton-transfer reactions. As the melting point is higher than that of water
and phosphoric acid, imidazole becomes an interesting candidate for supporting
proton conductivity at elevated temperatures (120–200 �C).
The Grotthus-type diffusion mechanism was used to explain the proton diffusion

process in imidazole chains [160]. The protonic defects cause local rather than long-
range disorder by forming (. . .HIm - (HImH)þ - ImH . . .) and t(ImH) configurations.
At 117 �C, the proton-transfer step is fast, with a time scale of 0.3 ps; the reorientation
step is rate-determining and the corresponding time scale is approximately 30 ps.
The ionic conductivities of sulfonated polyetherketone/imidazole (pyrazole) sys-

tems were first studied by Kreuer et al. [161]. The intercalation of imidazole (pyrazole)
into the polymer with Brønsted acid functions was shown to produce a high protonic
conductivity (ca. 10�2 S cm�1). However, the volatility of these heterocycles hampers
their application for high-temperature PEMFCs. In order to improve the thermal
stability, the immobilization of these heterocycle systems was evaluated [162–164].
When Schuster et al. characterized the conductivity of imidazole-terminated ethylene
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Figure 10.9 Structures of nitrogen-containing heterocycles.
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oxide oligomers, the conductivity of the completely water-free materials was 10�5 S
cm�1, and further enhanced (up to 10�3 S cm�1) after triflic acid-doping at 120 �C.
Based on recent experimental results, the 2-heptyl-imidazole showed a large electro-
chemical stability window and proton conductivity of 10�3 S cm�1 at 150 �C.However,
the insufficient thermo-oxidative stability and high overpotential for oxygen reduction
on platinum are severe disadvantages for high-temperature PEMFC applications.

10.5.3
Room-Temperature Ionic Liquids

Room-temperature ionic liquids (RTILs), which are liquid at ambient temperature,
contain essentially only organic cations, such as 1-alkyl-3-methylimidazolium,
1-alkylpyridinium,N-methyl-N-alkylpyrrolidinium and ammonium ions, and anions
such as halides, inorganic anions, and large organic anions. RTILs can be combined
with polymers to form ionic liquid–polymer compositemembranes. Because of their
unique properties, which include high thermal stability, goodmechanical properties,
negligible volatility and, especially, relatively high ionic conductivity, much effort is
currently being centered on the use of RTIL–polymer composite membranes as new
candidate proton-conducting materials. An example would be a fuel cell electrolyte
capable of operating under anhydrous conditions and at elevated temperatures.
Many approaches have been developed for the production of ionic liquid–polymer

composite membranes. For example, Doyle et al. [165] prepared RTILs/PFSA com-
posite membranes by swelling the Nafion with ionic liquids. When 1-butyl, 3-methyl
imidazolium trifluoromethane sulfonate was used as the ionic liquid, the ionic
conductivity of the composite membrane exceeded 0.1 S cm�1 at 180 �C. A compari-
son between the ionic liquid-swollen membrane and the liquid itself indicated
substantial proton mobility in these composites. Fuller et al. [166] prepared ionic
liquid–polymer gel electrolytes by blending hydrophilic RTILs into a poly(vinylidene
fluoride)–hexafluoropropylene copolymer [PVdF(HFP)] matrix. The gel electrolytes
prepared with an ionic liquid : PVdF(HFP) mass ratio of 2 : 1 exhibited ionic con-
ductivities >10�3 S cm�1 at room temperature, and >10�2 S cm�1 at 100 �C. When
Noda and Watanabe [167] investigated the in situ polymerization of vinyl monomers
in the RTILs, they produced suitable vinyl monomers that provided transparent,
mechanically strong and highly conductive polymer electrolyte films. As an example,
a 2-hydroxyethyl methacrylate network polymer in which BPBF4 was dissolved
exhibited an ionic conductivity of 10�3 S cm�1 at 30 �C.
Noda et al. [168] reported the details of Brønsted acid-based ionic liquids consisting

of a monoprotonic acid and an organic base, in particular solid bis(trifluorometha-
nesulfonyl)amide (HTFSI) and solid imidazole (Im) mixed at various molar ratios to
form liquid fractions. Studies of the conductivity, 1H NMR chemical shift, self-
diffusion coefficient, and electrochemical polarization results indicated that, for the
Im excess compositions, the proton conductivity increased with an increasing Im
molar fraction, with rapid proton-exchange reactions taking place between the
protonated Imcation and Im.Proton conductionwas found to occur via a combination
of Grotthuss- and vehicle-type mechanisms. Recently, Nakamoto [169] reported the
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creation of a simple protic ionic liquid obtained by combining diethylmethylamine
(dema) and trifluoromethanesulfonic acid (TfOH). This liquid ([dema]/[TfOH]¼ 1/1)
exhibited a high thermal stability (onset weight-loss temperature of 360 �C, liquefying
at �13.1 �C), and substantial ionic conductivity (4.3� 10�2 S cm�1 at 120 �C). In
addition, a facile oxygen reduction – which led to a high, stable OCV (1.03V) – was
reported for theH2/O2 fuel cell. It should be noted that the critical issue for the use of
protic ionic liquids in fuel cells is how to process thin membranes with a satisfactory
H2/O2 leakage.

10.5.4
Inorganic Membranes: A Brief Comparison

Many solid acids, such as CsHSO4 and CsH2PO4, have attracted much attention for
applications in intermediate-temperature fuel cells. As these materials are consid-
ered in greater detail in Chapter 7, only a few relevant examples are listed here which
provide experimental data that can be compared with PEMFC performance. In
particular, Haile et al. [170] demonstrated a continuous, stable power generation for
H2/O2 fuel cells operated at 160 �C with a humidity-stabilized CsHSO4 electrolyte.
The stable conductivity ofCsHSO4 (1.3� 10�4 S cm�1)was determined at 146 �Cand
under humidified air. Of note, two critical factors – namely operation above 100 �C
and harmless impact of steam in the case of CsHSO4 electrolyte – were apparent.
Analogously, CsH2PO4 was tested as an electrolyte in a solid acid fuel cell [171]. The
thermal analysis of CsH2PO4 in H2 and O2 atmospheres confirmed that the
phosphate-based compound cannot be reduced to form solid phosphorus or gaseous
HxP species. The H2/O2 fuel cell with a 260mm-thick CsH2PO4 membrane was
operated at 235 �C, inwhich both the anode and the cathode gaseswere humidified to
prevent dehydration; during the subsequent 100 h period, both the polarization
performance and OCV were remarkably stable. Despite the much higher power and
current densities than for the CsHSO4 electrolyte, the electrolyte thickness was the
primary performance-limiting factor in the case of CsH2PO4. Although these
solid acids demonstrate excellent proton transport, they have not been used on a
practical basis owing to their unstable conductivity and poor mechanical properties,
and the introduction of an inorganic porous support matrix might, therefore,
represent an effective approach. For instance, Bocchetta et al. [172] fabricated thin
nanoporous alumina membranes filled with CsHSO4, while Wang et al. [173] pre-
pared a CsHSO4–SiO2 nanocomposite. Although the results of these studies showed
significant improvements in conductivity, the stability and tightness of these inor-
ganic pore-filling membranes remain a major challenge in fuel cell development.

10.6
Conclusions

Performance, durability, and cost are the three basic requirements for the commer-
cial application of PEMFCs.Whilst state-of-the-art PEMFCtechnology is based on the
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use of PFSAmembranes, extensive investigations have been undertaken in the field
of alternative PEM systems. These developments have been focused primarily on
reducing the costs and increasing the temperature of PEMFC operation. In parti-
cular, composite membranes have attracted much interest and have shown great
promise as electrolytes for PEMs. Aspects related to the structures and characteriza-
tion of the composite membranes are also very important for further developments.
Although a number of proton-conducting electrolyte systems have demonstrated
good performance, their use in PEMFCs remains very limited. The more serious
issues are related to the unsatisfactory durability of novel, non-fluorinated PEMs and
the various instabilities of the membranes. The long-term durability of composite
membranes has not yet been sufficiently investigated, and this has in turn led to the
need for further optimization, modeling and PEMFC performance analysis.
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11
Electrochemistry of Electronically Conducting Polymers
Mikhael Levi and Doron Aurbach

Abstract

This chapter is devoted to the preparation, structural, and electrochemical charac-
terization of p-conjugated organic polymers as a typical example of mixed electro-
n–ionic conductors among a vast class of solid, electrochemically active materials. A
short review of general features of doping-induced changes in p-conjugated poly-
mers, as well as of their common and specific mechanisms, is provided. The chapter
also provides an introduction into the thermodynamics and kinetics of electrochem-
ical doping processes in organic polymers, and emphasizes some common features
as well as distinctions with that of ion-insertion into inorganic intercalation cathodes
and anodes.

11.1
Introduction

Early studies on p-conjugated molecular organic semiconductors date back to the
period between the 1940s and 1970s [1].However, due to a lack of any effectivemeans
of controlling the structure–property relationships, the organic materials studied at
the time displayed poorer characteristics as compared to those of conventional,
inorganic semiconductors. Two truly outstanding discoveries which were made
between the 1970s and 1980s led to a major breakthrough in the field, with the
investigators – H. Shirakawa, A. McDiarmid, and A. Heeger – being awarded the
Nobel Prize for chemistry in 2000.
By carrying out experiments on the polymerization of acetylene by using a

concentrated Ziegler–Natta catalyst solution, Shirakawa and Ikeda were the first to
report on the preparation of partially crystalline polyacetylene (PA) films under
well-defined conditions [2]. Some six years later, Shirakawa, McDiarmid, and
Heeger and colleagues [3] presented unequivocal evidence that, after doping
with iodine vapor, the room-temperature electronic conductivity of PA film was
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increased by seven orders of magnitude, approaching that of typical metals. In
1981, Diaz et al. [4] showed, for the first time, that electronically conducting
polypyrrole (PPy) films of well-defined structure could be obtained by the direct
anodic oxidation (polymerization) of pyrrole in suitable electrolyte solutions. Both,
PA and PPy are typical representatives of the rapidly expanding class of p-
conjugated organic polymers, usually referred to as electronically conducting
polymers (ECPs).
As intensive studies on the ECPs have been carried out for almost 30 years, a vast

knowledge of the methods of preparation and the physico-chemical properties of
these materials has accumulated [5–17]. The electrochemistry of the ECPs has been
systematically and repeatedly reviewed, covering many different and important
topics such as electrosynthesis, the elucidation of mechanisms and kinetics of the
doping processes in ECPs, the establishment and utilization of structure–property
relationships, as well as a great variety of their applications as novel electrochemical
systems, and so forth [18–23]. In this chapter, a classification is proposed for
electroactive polymers and ion-insertion inorganic hosts, emphasizing the unique
feature of ECPs as mixed electronic–ionic conductors. The analysis of thermody-
namic and kinetic properties of ECP electrodes presented here is based on a
combined consideration of the potential-dependent differential capacitance of the
electrode, chemical diffusion coefficients, and the partial conductivities of related
electronic and ionic charge carriers.

11.2
Solid Organic and Inorganic Electrochemically Active Materials for Galvanic Cells
Operating at Moderate Temperatures

Solid organic and inorganic redox-active materials can be divided into two major
classes

. Low-dimensional charge-transfer (CT) complexes, formed by the coupling of p-
conjugated electron-donor and electron-acceptor molecules (see Scheme 11.1a).

. Electroactive polymers and inorganic solids (Scheme 11.1b).

This classification takes into account the character of the chemical bonds in the
relatedmaterials, the prevailing type of conductivity, and the ability of the compounds
to release, reversibly, the electronic and ionic charges stored in the bulk of the
electrodes, accompanied by pronounced changes in their electronic and ionic
conductivities.

11.2.1
Molecular, Low-Dimensional CT Complexes and p-Conjugated Organic Oligomers

A general feature of the complexes under consideration is that they exhibit a metallic
or semiconducting type of conductivity as a result of charge transfer between the
parent electron donor and electron acceptor organic, p-conjugated molecules [24].
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The extent of charge transfer is invariable with the applied potential, and thus the
charge cannot be reversibly released from their bulk. This subclass (Scheme 11.1a)
includes: (i) a highly crystalline, and conducting low-dimensional ion-radical salt (1),
and covalently linked phthalocyanine (Pc)-fullerene (Pc-C60) conjugate (4); and
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(ii) moderately conducting, doped organic semiconductors (2), and novel intramo-
lecular donor–acceptor systems, linked covalently through a rigid, saturated space (3).
Linear, p-conjugated organic oligomers (5) with well-defined crystalline structures

should be separated in a special subclass, bridging the typical molecular charge
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transfer complexes and ECPs. The dual nature of the oligomers is revealed by the fact
that they form charge-transfer complexes with strong enough acceptormolecules; on
the other hand, they can be doped, similar to the ECPs [25].

11.2.2
Electroactive Solids and Polymeric Films with Mixed Electronic–Ionic Conductivity

These are presented by two subclasses of electroactive polymer: (i) p-conjugated
polymers of both organic and inorganic nature [5–15]; and (ii) conventional
redox polymers [26], and by inorganic ion-insertion (intercalation) compounds
[27, 28] (see the top of Scheme 11.1b). Despite the different nature of their
chemical bonds, all of these compounds are mixed, electronic–ionic conduc-
tors [29], and hence, their electronic and/or ionic conductivity is expected to
change with the applied potential in a predictable, characteristic manner (see
Section c11.4).

11.2.2.1 Inorganic p-Conjugated Polymers and Polymer-Like Carbonaceous Materials
Poly(sulfur nitride) (compound 6 in Scheme 11.1b) is a crystalline, one-dimensional
conductor which was known for its metallic conductivity long before the highly
conductive, p-conjugated polymers attracted somuch attention.However, in contrast
to the organic ECPs, its high conductivity does not change practically with the doping
level.
Fullerene C60 and its derivatives, with their characteristic �buckyball� structure (7),

can be formally considered as carbonaceous polymers of a specific three-dimensional
(3-D) structure.
In turn, a single-wall carbon nanotube (SWCNT; see 8) presents an intermediate

structure between C60 and a well-known crystalline graphitic carbon (9). It
should be noted that the latter comprises a vast family of graphite intercalation
compounds.

Scheme 11.1 (Continued )
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11.2.2.2 Organic p-Conjugated Polymers
In Scheme 11.1c, five subclasses of organic, p-conjugated polymers are defined:
(i) compounds 10–13 relate to linear homopolymers; (ii) 14 presents a conducting
copolymer comprising two different monomeric units (with electron-donor and
electron-acceptor properties); (iii) compounds 15–18 comprise the group of fused-
ring and ladder-type polymers; (iv) phthalocyanine (Pc) complex (20) bridged by a
conjugate spacer, bipyridil (21), forms a special Pc-based ECP (19); and (v) the group
of polymeric blends: these include a blend of conducting polymer with a conven-
tional, nonconducting polymer (22); a blend of conducting polymer with a polymeric
ionomer (23); and a �self-doped� ECP (24).

11.2.2.3 Conventional Redox-Polymers
As shown in Scheme 11.1d, these polymers consist of the main backbone of: (i) a
nonconductive polymer (25–27), or a polymeric ionomer (29); or (ii) a backbone of an
ECP (28) to which pendant, localized redox-centers, such as ferrocene (Fc), bipyr-
idine-complexes of Ru, Os, and so forth, or even low-molecular-weight thiophene
oligomers, are covalently attached (25, 27, and 26, respectively). Covalent attachment
is characteristic of the structure 28, whereas 29 contains a typical electrostatic bond
between the electroactive bipyridine-complex of Ru and the polymeric ionomer�s
backbone.

11.2.2.4 Inorganic Ion-Insertion (Intercalation) Compounds
These compounds, which are shown in Scheme 11.1e as a separate subclass, are
represented by a vast group of transition metal-containing oxides, chalcogenides (S,
Se, Te), oxochalcogenides, clustered chalcogenides (Chevrel phases, etc.) of different
dimensionality [27–29]: compound 30 has a typical one-dimensional (polymer-like)
host with 3-D ordered guest atom sites; an example is LixMo6S6; compound 31
comprises a two-dimensional (2-D) host lattice with a 2-D set of intercalation sites
(e.g., LixV2O5 in polyhedral representation); 32 is a 3-D host with a set of 3-D
intercalation sites (e.g., Chevrel phase, LixMo6S8). Additional information on such
compounds can be found in Chapters 2, 5 and 7.
Scheme 11.2 summarizes the typical values of room-temperature electronic

conductivity of various electroactive materials (classified as presented in this
section) in comparison with the conductivity of a typical metallic conductor (Cu)
and insulator (diamond). As already discussed, the conductivity ratio for the doped
and undoped p-conjugated oligomers is less than that for the ECP (as well as for the
n-doped C60). For the last two groups of materials a drastic increase in conductivity,
by more than 10 orders of magnitude, takes place upon doping. This change
exceeds by orders of magnitude the changes typical for the SWCNT (a good
electronic conductor) and for Li-insertion inorganic conductors. Conventional
redox-polymers do not reveal high conductivity, and the changes in this quantity
upon their redox-switching are far less than that for ECPs. The electronic band
diagrams of the ECP considered in Section 11.3.1 explains their conductivity
behavior very well.
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11.3
General Features of Doping-Induced Changes in p-Conjugated Polymers

11.3.1
The Electronic Band Diagram of ECP as a Function of Doping Level

The term �polymer doping�, which is used to denote the transition of a pristine
(neutral) form of a p-conjugated polymer to its highly conducting form, differs
fundamentally from the doping of inorganic materials. During the course of doping
of p-conjugated polymers, oxidation/reduction processes on the polymeric backbone
result in the appearance of electronic and counterbalancing ionic charge carriers in
their bulk. This transforms the polymer from an insulating to a highly electronically
and ionically conducting state. Such oxidation/reduction can be performed chemi-
cally in the absence of solvents (e.g., in vapors of Cl2, Br2, I2, FeCl3, etc.), or
electrochemically, using either two- or three-electrode cells (with a metallic current
collector to which polymeric film is attached). Clearly, a variety of aqueous and
nonaqueous solutions can be used for electrochemical doping.
When considering one-dimensional (1-D) structures of p-conjugated polymers

within the framework of Paierls� approach to electronic conductivity [30], one
should expect the ground (neutral) state of these polymers to be a perfect insulator.

Scheme 11.2 Typical values of the electronic conductivity of the
various classes of conducting solids, including ECPs in their
doped and undoped form, in comparison with metal (Cu) and
insulator (diamond) under ambient conditions.
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The electrons located at neighboring C atoms are coupled, causing a local
deformation of the initial lattice, which results in alternation of the C¼C and
C�C bond lengths. A simplified electronic band diagram of the neutral state of the
polymer is shown in Figure 11.1a, where the doping-induced changes are pre-
sented in panels a to d, following the results of Ref. [31]. The conducting and
valence bands (CB and VB) of the neutral polymer are separated by a gap shown by
the two-sided arrow in Figure 11.1a. The changes in the electronic structure of the
p-conjugated polymer when an electron is taken from its valence band during
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Figure 11.1 Electronic band diagrams of a non-
degenerate p-conjugated polymer related to
different doping levels. (a) Undoped (neutral
state); (b) Slightly doped polymer with localized
polaronic levels; (c) Moderately doped polymer
with polaronic bands; (d) Heavily doped polymer
with bipolaronic bands. The benzenoid (e) and

quinoid (f and g) chemical structures correspond
to neutral, slightly, and heavily doped material,
respectively. Note the formation of a cation-
radical (i.e., of a spin-bearing, polaronic-type
charge carrier, (f)), and dication species
(spinless bipolaronic charge carrier, (g)) upon
polymer doping.
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oxidation (thus leaving an unpaired electron on the macromolecule) are shown in
Figure 11.1b and d.
As a result of oxidation and the accompanying deformation of the chemical

bonds, the polymer transforms from its benzenoid- to quinoid-type structure [19]
(see the reactions in Figure 11.1e and f, respectively), creating an electronic level for
the unpaired electron inside the gap, closer to the top of the valence band. From a
chemical point of view, a cation-radical in the polymer backbone is delocalized
within several repeat units. The location of the electronic level of unpaired electron
in the gap, correlated with appearance of positive charge and the related transfor-
mation of the chemical bonds around this level, is equivalent to formation of a
positively charged polaron. Since it localizes in the gap, the doping signifies a local
suppression of the Paierls transition [30]. With further oxidation, more electrons
are withdrawn from the valence band; the polarons interact with each other,
merging the localized polaronic levels into a continuous polaronic band (see
Figure 11.1c).
Reduction (cathodic polarization) causes the appearance of negatively charged

polarons in the gap near the bottom of the conduction bands, similar to the
formation of positively charged polarons considered above. At high levels of doping,
polaronic charge carriers may recombine their spins forming spinless, double-
charged bipolaronic charges carriers (dications from a chemical point of view; see
their formation in Figure 11.1f and g). These expand their own bands in the gap at
the expense of the polaronic and valence bands, as shown in Figure 11.1d (the width
of the former bands is indicated by double-ended arrows). The evolution of the
electronic band structure with doping level suggests the appearance of a metal-like
conductivity, which, however, must be confirmed by the relevant experimental
techniques [30].

11.3.2
The Effect of Morphology on the Conductivity of the Polymeric Films

The conductivity of a polymeric film cannot be simply reduced to 1-D conductivity of
the constituting macromolecules; rather, it should be noticeably dependent on the
film�s morphology. Taking as an example PAwith its typical fibrillar, �spaghetti�-like
morphology containing semi-crystalline domains (shown schematically by a set of
parallel lines in Figure 11.2), it is easy to see that the conductivity implies both
intrachain and interchain pathways [30]. Stretching of the PA film results in an
increase of both the film�s crystallinity and the number of interfibrillar crosslinks per
unit cross-section, thus enhancing the conductivity.
The effect of the inserted counterbalancing ions was not taken into account in the

electronic band diagram of Figure 11.1. Due to the electroneutrality of the film�s bulk
at any moment of the doping process, the counter-ions are distributed between the
positively chargedmacromolecular chains of the polymer, forming their sublattice, as
shown schematically in the upper part of Figure 11.2. When a film is chemically
doped, the counterbalancing anions are formed by electron transfer from the
polymer chain to an oxidizing species (see, e.g., the chemical reaction of doping
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of PAwith iodine vapor in Figure 11.2). During the course of electrochemical doping,
the counter-ions are inserted from the equilibrating solution.

11.3.3
Electrochemical Synthesis and Doping

11.3.3.1 Selection of Suitable Electrolyte Solutions
In a sense, electrochemical synthesis provides means for the effective oxidation of
a suitable monomeric species, the formation of oligomeric species, and their
further grafting onto the electrode surface to form continuous polymeric films.
Electrochemical doping can be expressed as coupling of oxidation/reduction in the
neutral polymeric films to the simultaneous counter-ions (and solvent molecules)
insertion from the equilibrating electrolyte solutions. This can be induced by
polarization of the electrodes in either potentiostatic or galvanostatic mode. The
electrochemical methods were shown to be particularly flexible for the preparation
of conducting polymer films in a controlled manner (in terms of their thickness,
morphology, doping level, mechanical properties, etc.), as well as for the effective
doping when structure–property relationship is required to be under continuous
control.
Many polar organic aprotic solvents, such as acetonitrile, propylene carbonate, and

sulfolane, and less polar solvents such as tetrahydrofuran, dimethylchloride, and

Figure 11.2 Schematic representation of the fibrillar structure
of PA film with intrachain, interchain, and interfibrillar conduction
pathways. The semicrystalline character of the separate parts
of the PA, consisting of sublattices of polaronic and counter-ionic
charge carriers, is shown in the upper-right corner of the figure.
The reaction of chemical doping of PA with I2 vapor is indicated
as an example.
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nitrobenzene, with soluble salts containing small (perchlorates, perfluoroborates,
etc.) or large (tetraphenylborate, p-toluenesulfonate, etc.) anions, small (Liþ , Naþ ) or
large (tetra-alkylammonium) cations, may be suitable. The requirements for their
purification are usually those recommended in classical handbooks of electrochem-
istry, in those sections related to non-aqueous systems [32]. Some polymeric
materials can be electrochemically doped in both nonaqueous and aqueous solutions
(e.g., polypyrrole, polyaniline, etc.), whereas others should preferably be doped in
very dry solutions of nonaqueous solvents, with all manipulations carried out under
an inert atmosphere in a glove box (PA is a typical example of this).
The correct choice of solvent and salt depends on the sensitivity of the electronic

charge carriers (i.e., of polycation- and polyanion-radicals) towards electrophilic or
nucleophilic reactionswith solution species. A rough rule is the same as that known to
determine the stability of low-molecular-weight organic cation- and anion-radicals in
solutions [33]. Namely, cation-radicals are mostly stable in solvents of low nucleophi-
licity. For example, the cation-radical of polyparaphenylene (PPP) is formed at
relatively high anodic potential. Applications of aqueous solutions are excluded
because of their high nucleophilicity and thermodynamic instability in the required
potential range. However, an exotic solvent such as concentratedH2SO4, which forms
an emulsion with pristine benzene monomer, appears to be suitable for both
electropolymerization and p-doping of the PPP films [34]. The next example refers
to the heavily doped poly(3-methoxythiophene), which remains stable in a high charge
density state if a low-nucleophilicity solvent such as CH2Cl2 at 0 �C is used [35].
The opposite case is the n-doping of p-conjugated organic polymers. The anion-

radicals, which are readily formed on the macromolecular chains (negatively charged
polarons and bipolarons) in highly nucleophilic solvents, are destroyed in solvents of
low nucleophilicity. For example, it was possible to reach a relatively high degree of
n-doping of PTh in liquid ammonia at �55 �C [36]. Hexamethylphosphorustriamide
(HMPA), an organic solvent with the highest ever known electron donor number, was
theonly choice toobtainn-dopingofPTh in thepresence ofhighly electrophilic cations
such as Liþ [37]. This last example clearly shows that a careful consideration of
nucleophilic and electrophilic properties relates not only to solventmolecules but also
to all components of the solution, including the cations and anions of the salt used.

11.3.3.2 A Short Survey on In Situ Techniques used for Studies of Mechanisms of
Electrochemical Doping of p-Conjugated Polymers
The relevant in situ techniques can be divided into two groups (for a recent review, see
Ref. [23]).
The first group consists of conventional electroanalytical techniques such as cyclic

voltammetry (CV), chronoamperometry, chronopotentiometry, coulometry, and
electrochemical impedance spectroscopy (EIS), all of which provide general infor-
mation about the doping process (see also Chapters 4 and 5). Below are listed some
typical questions that can be answered using the above group of techniques:

. A distinction between p- and n-doping processes, and evaluation of the electronic
band gap of the polymer under consideration.
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. An estimation of the maximum doping level of a polymeric film; measurement of
charging–discharging characteristics of the polymeric electrode at slow rates for
their further fitting with doping isotherms.

. Ageneral viewof themechanisms andkinetics of the doping processes (usingEIS),
and a quantitative evaluation of the chemical diffusion coefficients of electronic
and ionic charge carriers with the use of small-amplitude techniques (often called
potentiostatic and galvanostatic intermittent titration techniques; PITTand GITT,
respectively [29]).

. Characterization of the film�s porosity.

The second group of electrochemical methods is aimed at measuring any
special characteristics of the films, which cannot be directly obtained from
standard electrochemical measurements in the potential–current–time (E–i–t)
domain. In this case, in addition to a potentiostat/galvanostat, some specialized
equipment and suitable electrochemical cells are required. This group of tech-
niques includes:

. In situ electronic conductivity measurements of polymeric film electrodes as a
function of the potential, solvent and/or electrolyte nature.

. In situ atomic forcemicroscopy (AFM) and scanning tunnelingmicroscopy (STM),
which can be used to follow the morphology of the ECP films.

. Scanning electrochemical microscopy (SECM), which has an intermediate resolu-
tion between that of conventional lithography and AFM/STM, is useful for
mapping the electrochemically active areas of electronically conductive patterns
of the films [38]; it also can be used for the special mode of coating of the surface of
metallic electrodes with ECP films by electroless deposition [39].

. In situ optical absorption characterization (UV-Vis-NIR) provides a direct clue as to
the optical band gap of neutral forms of the polymers, and to the development of
intergap electronic states as a function of the doping level.

. In situ Fourier transform infra-red spectroscopy (FTIR) can be used to trace the
appearance of surface-active groups on the polymer surface, and to characterize the
insertion of counter-ions as a function of the doping level.

. In situ Raman spectroscopy can be used when the characterization of doping-
induced changes in symmetry and polymeric chains conformation is required.

. Electrochemical quartz-crystal microbalance (EQCM) methods (which allow for
high-precision measurements of mass changes during the course of polymeriza-
tion and doping) are very effective for discriminating between counter-ion and co-
ion fluxes and fluxes of solvent molecules, when combined with simultaneous CV
measurements.

. In situ electron-spin resonance measurements enable the qualitative and quanti-
tative detection of ion-radicals, and tracking of their relaxation dynamics.
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11.3.3.3 Mechanisms of Electrochemical Synthesis of Conducting Polymer Films
Electrosynthesis is a complicatedprocesswhichbegins at the electrode surfacewith an
electron-transfer reaction and results in the formation of a monomeric cation-radical
(step 1 in Figure 11.3). This is followed by two subsequent chemical steps (dimeriza-
tion of cation-radicals with the subsequent deprotonation to form neutral dimers,
steps 2 and 3) [40]. In the following, the intermediate dimers are oxidized at a lower
potential compared to themonomer (step 4), reactingwithmonomeric cation-radicals
(step 5), so that the polymeric chain grows by the repetition of ECC cycles (E¼
electrochemical step, C¼ chemical step; see the right-hand column in Figure 11.3).
Electropolymerization continues further until insoluble thiophene oligomers are
formed. Adhering to the electrode surface, they give rise to the formation of growing
films on the electrodes surfaces [41, 42]. The growth of the polymeric film can be
studied using chronoamperometry. An example [43] is shown in Figure 11.4, where a
characteristic rising current transient is due to a gradual increase of the internal
surface of the film through which the current passes (similar to the classical
mechanism of electrodeposition of metals [44]). The higher is the potential, the faster
is the nucleation step and the following film�s growth. The current reaches approxi-
mately a plateau as the electrode surface is completely coveredwith thepolymericfilm,
so that it continues to grow in a steady-state condition.
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Figure 11.3 Typical (ECC)nmechanism of the anodic oxidation of
thiophene with the formation of a PTh film. E and C in the right-
hand part of the figure denote electrochemical and chemical steps
of the entire oxidation mechanism, respectively.
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It is important to note that several parasitic processes may compete with electro-
deposition reactions, namely: (i) a rapid diffusion of the intermediate oligomeric
species to the solution bulk (this occurs when cation-radicals are especially stable in
the chosen solution); and (ii) when, in contrast to the previous case, the cation-
radicals formed by oxidation of the monomers are very reactive towards solution
components. This may substantially decrease the Faradaic efficiency of the electro-
deposition process [40]. The reactivity of p-conjugated oligomers towards solution
species depends on themonomers� electron donor and/or electron acceptor strength
of possible aliphatic or aromatic substituents in the 3-position with respect to the
heteroatom in the 5-membered heterocyclic molecule. Thus, the careful molecular
design of ECP films showing stable and highly reversible behavior upon their
doping/undoping will always imply that the electron donor/acceptor abilities of:
(i) the related heteroatomic repeat unit; (ii) the alkyl-substituent in the ring; and
(iii) the components of the electrolyte solutions, are well tuned [19–22].
It should be remembered that the polymeric films are obtained electrochemically

in already doped forms; that is, in a general case the anions (as the principal counter-
ions), co-ions, and solvent molecules may participate in film deposition. The
complicated mechanism of doping is best studied by the combined application of
CVandEQCM.A typical example is the galvanostatic polymerization of PPyfilms [43]
(see Figure 11.5a). The potential first increases, and then decreases, due to the
development of an internal surface of the deposited oligomeric nuclei. During the
deposition process, the mass of the coating increases almost linearly with the charge
involved, thereby demonstrating mass per electron (mpe) values of 52–56 g
mol�1 [43]. The stoichiometry of the electropolymerization of pyrrole is the same
as that for thiophene (see Figure 11.4), and estimated as 2.3e� per mol monomer
units. This should result in an mpe of 43 gmol�1 in EQCM experiments with

Figure 11.4 Potentiostatic deposition of polyfluorene
(octylthiophene) film (PFDOBT-HH) onto a Pt wire by electro-
oxidation of a 0.002M solution of 2,7-bis(4-octylthien-2-yl)-
fluoren-9-one in 0.25M TEABF4/CH2Cl2.
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electrodeposited PPy films. It might be suggested that the higher experimentally
determined mpe values are due to the insertion of co-ions and solvent molecules.
Moreover, the competition between these three processes depends on the potential
and the direction of the potential scan. For instance, let us consider the previous case
of the PPy film deposited galvanostatically, and then polarized cathodically by a linear
potential scanning [43] (see Figure 11.5b). The current response was peak-shaped, as
would be expected for undoping under these conditions (the curve in Figure 11.5b
marked by solid circles). The film�s mass will first decrease, signifying undoping
accompanied by deinsertion of the perchlorate counter-anions.However, if undoping
is continued the mass begins to increase considerably increase, indicating the
insertion of solvent molecules and co-ions (in this case, TBA cations).

11.3.3.4 Dynamics of the Micromorphological Changes in ECP Films as a Function of
their Doping Level
It is logical to expect that the complicated character of ions and solvent molecules
insertion/deinsertion upon doping/undoping of the polymericfilms should also be
reflected by changes in theirmicromorphological structure.Demonstrated here is a
typical case of a freshly prepared PPy film in a TBAClO4/PC solution [43] (see
Figure 11.6), studied by the combined application of CV and EQCM. This combi-
nation allows the charging characteristics of the polymeric film to be connected to a
variety of ion and solvent molecule insertion phenomena. The anodic–cathodic
redox peak of approximately 2.8 V (versus Li) is clearly expressed in the CV curve
(marked by the thick curve in Figure 11.6), whereas the second peak is less
distinctive because of the relatively low anodic vertex potential. Nevertheless, the
change in filmmass (thin curve in Figure 11.6) on doping/undoping can be clearly
rationalized in terms of the following two processes. At the start of the anodic scan,
the mass will decrease due to the deinsertion of cations and solvent molecules,
whereas at more positive potentials the charge of the film will be compensated by

Figure 11.5 (a) Simultaneous potential and mass changes during
the deposition of a 0.1mm-thick PPy film (1 Am�2, 250 s) in a 1M
pyrrole þ 0.25M TBAClO4/PC solution, measured by EQCM;
(b) Current and mass changes during a first cathodic
potentiodynamic polarization of the film immediately after its
electrodeposition. Scan rate n¼ 5mV s�1.
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inserted anions. In the negative potential scan the processes occur in a reversed
order.
In addition to mass changes when the film is doped/undoped, drastic morpho-

logical changes were directly tracked by in situ AFM imaging [43], taken both in the
doped and undoped states (i.e., at 4.0 Vand 2.0 V, respectively; see Figure 11.7). In its
neutral (reduced) form, the film had a granular morphology; however, after the
removal of co-ions and solvent molecules, as the anions are inserted into an oxidized
polymeric film, some short-length oriented fibrils are formed (see Figure 11.7b).
Obviously, the anions screen very well the positively charged (polaronic-type) carriers
on the macromolecular chains and, in the absence of an excess of solvent molecules,
are located closer to the polymer backbones (as shown schematically in Figure 11.2),
favoring a more ordered, and apparently partially crystalline, structure.
An additional factor has also been identified as being responsible for the micro-

morphological changes described above. It is known that p-conjugation of the doped
ECP results in a planar configuration of the repeat units (which favors ordering of the
neighboring macromolecules). Electrically neutral macromolecules will normally
have a non-planar conformation (helical, globular, etc.), which is additionally stabi-
lized by the presence of an excess of solvent molecules and neutral salt [45]. The
doping-induced conformational changes of the macromolecules can be kinetically
sluggish, and contribute together with the ionic and solvent fluxes to a complicated
dynamics of the electrochemical doping processes.

11.3.3.5 The Maximum Attainable Doping Levels and the Conductivity Windows
Both, stable and reversible charge storage at high concentrations of charge carriers in
ECP, depends not only on the internal stability of the polaronic and bipolaronic charge
carriers, but also on their reactions with the solution components. At ambient condi-
tions (i.e., fortypicalorganicsolventswithratherlownucleophilicity, roomtemperature
measurements, limiting potential up to 1.2 V versus Ag/Agþ ), many polyheterocyclic
ECPs exhibit a doping level of 1e� per three to four rings [19]. The maximum doping

Figure 11.6 Current (thick line) and mass changes (thin line)
during the first potentiodynamic cycle experiments with a PPy film
electrode in a fresh, monomer-free 0.25M TBAClO4/PC solution
in an EQCM experiment. Scan rate n¼ 5mV s�1.
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level of PPy and PTh can be increased by a factor of 2 in liquid SO2 at�40 �C, with the
limiting potential up to 2.0V (versus Ag/Agþ ) – that is, 1e� per two rings [46].
Themaximumdoping level depends, to a great extent, on the film�smorphology. A

slow electropolymerization at low anodic potentials will increase the maximum
doping level [47–49]. As an example, Figure 11.8 shows the CV curves for a PPy film
with a gradual shift of the anodic vertex potential up to 4.8 V (versus Ag/Agþ ), until
themaximumdoping level of 1e�per ringwas achieved [49]. The stoichiometry of the
two redox processes observed, and also a possible mechanism of a parasitic anodic
reaction at very high potentials (exceeding 5V versus Li), are shown in this figure. An
alternative strategy based on a careful selection of the substituent in the thiophene
ring (e.g., in poly-3-methoxydithiophene) also resulted in themaximum doping level
of 1e� per ring [35].

Figure 11.7 Atomic force microscopy images measured in situ
from fresh PPy film formed in a 0.25M TBAClO4/PC solution (the
conditions of galvanostatic polymerization are indicated in the
caption to Figure 11.5a). The images were taken during two
consecutive potentiodynamic cycles, at (a) 2 V and (b) 4 V, as
indicated. Area scanned: 1� 1mm.
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In contrast to p-doping, the reported intercalation levels for n-doped ECPhave never
exceeded the levelof1e�per three to four rings [50–53].Aspecial strategywasdeveloped
to obtain electronically balanced, donor–acceptor-type copolymers [54], for example,
comprising octylthiophene and oxadiazole units (see 14 in Scheme 11.1c) [55, 56].

Figure 11.8 (a) Anodic behavior of a 0.2mm-thick PPy film
prepared with the use of a current density of approximately
0.8 Am�2 during 610 s, and afterward cycled in 0.25M LiClO4 /PC
at a scan rate of 5mV s�1 to different vertex potentials, as
indicated; (b) Electrochemical reactions occurring in the vicinity of
the first and second anodic peaks at 3.06 and 4.20V (versus Li),
respectively.
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Figure 11.9 shows the families of CVcurvesmeasured for p- and n-doped films of this
polymer at different scan rates, n [56]. The dependence of the peaks currents, Ip, on the
scan rate reveals linear and square-root plots for the p- and n-doped films, respectively.
A linear plot of Ip on n implies the absence of a diffusion control of the kinetics of the
p-doping reaction. In contrast, the square-root dependence of Ip on n suggests a
diffusion-like movement of either electronic (i.e., negatively charged polarons) or
counter-ionic (i.e., cationic) charge carriers on the film doping/undoping.
The p-doped PMOThOD film reveals a sigmoid-like dependence of the conduc-

tivity versus potential (this is in good agreement with the essentially flat peak on the
related CV curve; the upper curve in Figure 11.10) [56]. The conductivity near the
plateau is relatively high, as can be seen from the lower curve in Figure 11.10. In
contrast, the n-doped PMOThOD film reveals a narrow (finite) conductivity window
(lower curves in Figure 11.11)which is linked to a higher localization of the negatively
charged polaron on the macromolecular chain compared to that for the positively
charged carriers [56]. This is also reflected by the different shapes of the related CV
curves (compare the upper curves in Figures 11.10 and 11.11). In addition, consecu-
tive cycling of the n-doped film reveals typical features of the charge-trapping

Figure 11.9 Cyclic voltammogramsof p- and n-dopedPMOThOD
(structure 14 in Scheme 11.1c) film electrode 0.5mm thick on a Pt
current collector measured at 10, 20, and 50mV s�1 scan rates.
The inset at the top of the figure shows adouble logarithmic plot of
the n- and p-doping peak heights as a function of the scan rate (the
slopes were found to be 0.5 and 1.0, respectively).
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phenomenon, which is characteristic of many conducting polymers in their n-doped
form (this is further discussed in the following section).
The differences in the mechanisms of conductivity of p- and n-doped film can be

summarized as follows. The n-doping process is characterized by a substantial
localization of the negatively charged carriers [57], and for this reason the absolute
value of electronic conductivity and characteristic width of the conductivity window is
less than that for the p-doped film. At intermediate doping levels, the p-type
conductivity of some ECPs may reach values typical of metals, however, as the
valence band of the p-doped polymeric film becomes depleted in electrons (i.e., as
they are withdrawn from the CB at high enough electrode potentials; see the
electronic band diagram in Figure 11.1d). The localization of the remaining charge
carriers then again increases, so that the metallic state of the polymer degrades, and
the polymer again becomes an insulator (as is the case for the derivatized PTh, PPy,
etc., in liquid SO2 at �40 �C [46]).
It should be noted that in situ conductivitymeasurements of ECP films allow for an

estimation of the absolute values of conductivity, althoughhigh values of conductivity
are not the only feature of a metallic state. Ex situ direct current electronic
conductivity measurements of the films should be carried out in order to examine
any temperature dependence of the conductivity and thermoelectric power over a
wide range of temperatures, starting with very low values (of a few K) [30]. Typical
metals have negative temperature coefficients for their electronic conductivity, and
positive temperature coefficients for their thermopower, which contrasts with
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polarized to 1 V (versus Ag/Agþ ). The potential scan rate was
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conventional semiconductors [30, 58]. In reality, the wide variety of ECPs studied to
date have revealed a thermoelectric power which, indeed, is indicative of themetallic
behavior [58]. In contrast, the electronic conductivity of p-doped conjugated polymers
is characterized by a positive temperature coefficient [58], similar to that for inorganic
semiconductors. Variations in the electronic conductivity of doped, p-conjugated
polymers with temperature are similar to those of amorphous metals (e.g., Mg-Zn,
Ca-Al), and are ascribed to a hopping conductivity mechanism (Mott-type variable
range hopping [59]). Themetallic domains in 1-D organic conductors (crystalline and
semicrystalline domains) are believed to be linked together through disordered
regions. As the resistance of these films depends on the various domains, the
disordered regions predetermine the Mott-type conductivity mechanism [58]. In
contrast, the thermoelectric power appears to be basically insensitive to the electrical
barriers between the metallic and disordered domains.

11.3.3.6 Charge Trapping in n-Doped Conducting Polymers
Charge-trapping during consecutive n-doping of ECP was abundantly reported for
the conducting PTh and its derivatives [50, 51, 56, 60]. From Figure 11.11, it can be

Figure 11.11 Cyclic voltammetry curves (top)
measured simultaneously with in situ electrical
conductivity (bottom) for the n-doped
PMOThOD film electrode. The curve marked by
filled circles relates to the 3rd cyclemeasured in a

narrow potential window, down to �2.3 V. The
following curves (marked by filled squares and
triangles) relate to the 3rd and the 10th cycles
measured down to the vertex potential �2.5 V.
The potential scan rate was 20mV s�1.
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seen that the consecutive cycling of n-doped PMOThOD films causes an abrupt
decrease in the mobility of the electronic charge carriers, whereas the total concen-
tration of charge carriers is decreased only to a small extent [56]. Moreover, when
opening the negative vertex potential from �2.3 to �2.5 V (versus Ag/Agþ ) in that
case, the total injected charge increases, as canbe seen from theCVcurve in the upper
part of Figure 11.11, whereas the conductivity continuously decreases. The appear-
ance of parallel transient peaks of conductivity versus potential, and the anodic peak
in the CV curves at potentials around �1.8 V (which are caused by opening the
potential window down to�2.5 V), relates to a partial oxidation of the charge carriers
trapped at very negative electrode potentials. However, the other part of the charge
carriers remains trapped, and accumulate on the consecutive n-doping. These
trapped charges can be only released during a first p-redoping cycling – that is, at
much higher potentials within the characteristic potential window of the p-doping
process, as shown in Figure 11.12. Similar voltammetric evidence for the charge
trapping of negatively charged carriers was found for the various derivatives of
PTh [50, 51]. Based on the EIS features of the polymericfilms, additional evidence for
the existence of charge carriers trapping was furnished in Refs [56, 60, 61]. Indeed it
was found that, upon charge trapping, the electrochemical impedance is increased
enormously, due to losses of electronic conductivity; however, charge detrapping that
occurs on a first p-redoping potential scan will result in a dramatic decrease in
impedance which, basically, will return to its initial, low value. A simple relaxation
model describing the charge trapping effect in n-doped conducting polymers, which
is well reflected by their EIS behavior, has been proposed [60]. This model takes into
account the different mobilities of the �shallow� (mobile) and �hollow� (trapped)
charge carriers, and hence the related different relaxation times constants, which can
easily be revealed by EIS measurements.

Figure 11.12 Cyclic voltammetry curves for freshly prepared
p-doped PMOThOD film, and for the 1st and the 2nd p-redoping
cycles after accumulation of negatively charged carriers during
consecutive n-doping. The scan rate is indicated.
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11.4
The Thermodynamics and Kinetics of Electrochemical Doping of Organic Polymers
and Ion-Insertion into Inorganic Host Materials

At this point, a brief discussion is held of the approach [62, 63] which permits an
understanding of the thermodynamics of charge storage mechanisms, and the
kinetics of doping (insertion) reactions for different classes of redox-active solids and
polymeric films (see Chapter 1). In Figure 11.2, a crystalline fragment of a PA fibril
indicates (schematically) the location of the positively charged electronic carriers
(polarons) on the macromolecular chains and the counterbalancing anions between
the polymeric chains of the fibril. Suppose now that such a fibril or, equivalently, a thin
polymerfilm, is in electronic equilibriumwith ametallic current collector on one side,
and in ionic equilibriumwith the electrolyte solution containing the counterbalancing
anion on the other side (see Figure 11.13a). It is assumed that the polymeric filmhas a

Figure 11.13 (a) A schematic picture of a current
collector/polymer film/electrolyte solution
systemwith electron and ion equilibria across the
interfaces; (b) Equations for the chemical
potentials of polarons and anions, and the
related Galvani potentials. The effect of perm-

selectivity is taken into account; (c) Derivation of
variations of the Galvani potentials as a function
of the applied voltage; (d–f) Potential profiles for
the system at different doping levels and types of
limitation of the redox-capacity under the various
conditions indicated.

11.4 The Thermodynamics and Kinetics of Electrochemical Doping of Organic Polymers j387



rather dense morphology, permitting the anions As
�, to enter the film from the

solution in order to preserve its electroneutrality. However, the dense morphology of
the film prevents it from a considerable partitioning of the electrolyte as a whole (i.e.,
thefilm is considered asperm-selective). Themodelwhichpresentedhere is valid,first
of all, if localization of the electronic and (or) ionic charge carrier states takes place. It is
thus expected tobe relevant not only for the redox-polymers suchaspolyvinylferrocene
(structure 25 in Scheme 11.1d) and inorganic ion-insertion compounds (struc-
tures 30–32 in Scheme 11.1e) but also for n-doping (full range), and for the start
and finish of the p-doping of p-conjugated organic polymers, as discussed previously.
The starting points for brief discussion are the following assumptions.
In Figure 11.13a, the simplest case of the injection of singly-charged polarons in

polythiophene, PTþ, is considered. This injected charge carrier can be formerly
presented by a chemical equilibrium between a neutral PTo species of the film, a
charge carrier, PTþ, and electrons in the film, e�p , as shown in the center of
Figure 11.13a. By applying a positive external potential to the electrochemical cell,
electrons are withdrawn from the film to the current collector, thus driving the PTo

dissociation into PTþ and e�p until an equilibrium state at this potential is reached. In
order to preserve the electroneutrality of the film, single-charged anions from
solution phase, A�

s , with a concentration equal to that of the PTþ, are inserted into
the film�s bulk at equilibrium conditions, thus becoming A�

p .
We first consider a situation where the number of accessible sites for PTþ is

limited, while the occupation of an equal number of sites by counter-ions is far from
saturation of the latter type of site. In otherwords,we assume two sublattices – one for

Figure 11.13 (Continued )
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the electronic species, and the other for the ionicmoieties, for whichwe need to write
expressions for their chemical potentials in the framework of the Bragg–Williams
approximation to regular solutions [64], or, equivalently, by using lattice gas models
with interactions between the lattice sites [27]. The chemical potentials of PTþ

polarons and the counterbalancing anions, A�
p , in the film are given by Equations

11.8 and 11.9 in Figure 11.13b. Here, the symbol (o) denotes the standard potential, X
is the dimensionless doping level, and g is the interaction constant for the polaronic
lattice (the condition g¼ 0 indicates an absence of interactions, signifying a Nerns-
tian (Langmurian) behavior. In contrast, the cases of g < 0 and g> 0 describe attractive
and repulsive interactions, respectively; the isotherm which takes into account g is
called a Frumkin-type isotherm [65]); k and T are the Boltzmann constant and
absolute temperature, respectively.
Note that the chemical potential of the counter-ions, m�

Ap, is written in a dilute
solution approximation as saturation of concentration at high doping level is
postulated for the polarons only.
The electronic and ionic equilibria on the left- and right-hand sides of the

polymeric film create two Galvani potentials, mfp and pfs (see Figure 11.13a), each
of which is determined by the difference in the chemical potentials of the electrons
and anions in the film, and in the current collector and solution, respectively (see
Equations 11.10 and 11.11, respectively, in Figure 11.13b). The applied voltage across
the galvanic cell, (E�E0

o) is, of course, equal to the sumof these twoGalvani potentials
(the potential of the reference electrode, which is reversiblewith respect to the cations
in solution, Mþ , is constant and is included in standard potential of the cell, E0

o) (see
Equation 11.12). A combination of Equations 11.9–11.12 (follow the directions of the
arrows in Figure 11.13b) results in a doping (insertion) isotherm of a non-Frumkin-
type because of the perm-selective properties of the film (i.e., the so-called Donnan
equilibrium was taken into account) [66] (see Equation 11.13).
Let us assume now that the perm-selectivity is broken down; that is, an excess of

MA electrolyte is present in the film, so that the change in the concentration of A�
p

induced by doping, is small compared to the excessive electrolyte concentration. This
leads to an invariance of the chemical potential of A�

p instead of the condition of
perm-selectivity (Equation 11.9), so that a Frumkin-type isotherm (Equation 11.14)
appears instead of the non-Nernstian isotherm (Equation 11.13).
As seen from Equations 11.9–11.14, the different types of isotherm are internally

linked to the different distribution of Galvani potentials across the cell. Let us find this
distribution, assuming for simplicity, g¼ 0. By combining Equations 11.8–11.11, and
collecting all terms which are independent of X in E0

o, we obtain for the Galvani-
potentials,Dmfp andDpfs (Equations 11.15 and 11.16, respectively; see Figure 11.13c).
The variations of these two Galvani-potentials with the applied potential (E�E0

o)
can easily be found by differentiation of both parts of the isotherm (Equation 11.13)
with respect to E, and substituting the result into the differentiated (with respect to E)
Equations 11.15 and 11.16 (see Equations 11.17 and 11.18 in Figure 11.13c).
On the basis of these equations, important conclusions can be drawn with regards

to the potential profile across the galvanic cell comprising the polymeric film, which
is described herein. At a low doping level, as X� 1, the variation of the applied
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potentialDE results in equal variations of bothGalvani-potentials,Dmfp¼Dpfs¼DE/2,
as shown in Figure 11.13d. In contrast, at high doping levels, the concentration of
PTþ saturates, and thepotential across thepolymer/solution interface ceases to change
because the chemical potential of the anions no longer changes (a consequence of
the bulk electroneutrality). This means that the applied potential will polarize a single
interface (i.e., themetal/polymer interface), as shown inFigure 11.13e. Thus, if thefilm
is characterized by a breaking downof the perm-selectivity, therewill be always a single
polarizable interface (i.e., the metal/polymer contact) at all doping levels, as m�

Ap is
supposed to be constant. In other words, the classical Frumkin isotherm (Equation
11.14) implies a single polarizable interface.
In view of the symmetry of the systems, which consist of charged polarons and

single-charged anions, the alternative assumption, that there are fixed numbers of
sites for the accommodation of anions (and a dilute solution approximation for the
polarons), leads simply to an interchange ofEquations11.17 and11.18.Hence, at a low
doping level the potential profile remains as shown in Figure 11.13d, whereas at high
doping levels – as the chemical potential of electrons in the polymer film becomes
independent of the applied potential – the latter drops across the single polymer/metal
interface (see Figure 11.13f ). Note that, quite symmetrically to the previously
considered case of breaking down the perm-selectivity effect, the assumption that
the film contains �excessive� and mobile electrons in the film (or host) – that is, the
film (host) is electronically conducting – results immediately in the single potential
drop across the polymer/solution interface at all the doping levels, from 0 to 1 (see
Figure 11.13e).
A question arises concerning the analysis of the shapes of the isotherms (Equa-

tions 11.13 and 11.14), in order to determinewhich species – electronic or ionic –will
limit themaximumdoping level. The derivative of the fQmX (where f¼ e/kT;Qm is the
maximum charge that the film can store) with respect to the applied potential, E, is
called the differential capacitance, Cdif (the dimension C/V¼F), which can easily be
obtained by differentiation of the isotherms (see Equations 11.19 and 11.20) in
Figure 11.14a and b, respectively. The calculated potential dependences of Cdif for
both isotherms are shown in Figure 11.15.
Atfirst glance, the asymmetry of theCdif versusE curve corresponding to the perm-

selective isotherm is large enough to identify the type of carrier limitation. However,
on a practical basis these curves are significantly distorted by slow interfacial kinetics
and Ohmic potential drops, in addition to differences in the carriers� interactions in
the host.
As an example, Figure 11.16a–c shows the potential dependencies of Cdif for Li

þ

insertion into V2O5, the electrochemical doping of fresh films of PPy I (prepared at
low potentials), and of the aged PPy films (PPy II, cycled continuously to the anodic
vertex potential of 4.0 V, versus Li), respectively. The potential scale is the same for all
three curves; hence, it can be seen that the half-peak widths of the differential
capacitance curves for the three materials increase in the sequence: V2O5�PPy
I<PPy II. The extreme narrowness of the curves for the V2O5 electrode is due to an
intercalation process (Li-ions insertion intoV2O5)which occurs via afirst-order phase
transition (a highly negative attraction constant in Equation 11.19, g <�4) [28, 67].

390j 11 Electrochemistry of Electronically Conducting Polymers



The behavior of PPy I [49] is very similar to that of the short-length oligomers with
predominantly localized electronic carriers [25], whereas its continuous cycling
results in a further solid-state polymerization of PPy I with the final structure (PPy
II), which is less prone to electronic charge localization [47, 49]. This example shows
that the intercalation-induced phase transition inV2O5 dominates in determining the
shape of the differential capacitance curve.
Thus, an approach is required which can discriminate unambiguously between

the different types of limitation of the differential redox-capacitance in electroactive
materials [62, 63]. We refer to a simple particular case of the limitation of the redox-
capacity by single-charged electronic carriers with an excess of electrolyte solution
inside the film. Then, the Frumkin-type isotherm (Equation 11.14) is valid, with Cdif

determined by Equation 11.20. At this point, we also need to define two important
kinetic characteristics – the chemical diffusion coefficient,D, and the conductivity s
(parameterized as a product of D and Cdif [63]) which, in the particular case
considered, should be assigned entirely to the electronic species (see Equations
11.21 and 11.22, respectively, in Figure 11.14b). Figure 11.14c shows the calculated
potential dependences of Cdif, D, and s. The criterion for distinguishing the type of

Figure 11.14 Equations for the differential
capacitance for a perm-selective polymeric film
(a) and for a film with the excess of background
electrolyte in its bulk (b). In the latter case, the
chemical diffusion coefficient and electronic
conductivity are explicitly written down. De is the

chemical diffusion coefficient of electronic
species; DO is the self-diffusion coefficient. The
potential dependences of Cdif,D, and s obtained
with the use of Equations 11.20–11.22, assuming
g¼�2) are shown in panel c.
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limitation of the redox-capacity is related to comparing the shapes of the potential
dependences of Cdif and s. It is seen from Figure 11.14c that a limitation of the
capacitance by the availability of the electronic species requires a peak-shaped
potential dependence of s, characteristic of a redox-type conductivity. The ionic
conductivity in this particular case is constant (due to an excess of electrolyte in the
film). In the opposite limiting case, when the insertion of ions limits the capacitance,
and the host has a metallic conductivity, it is the potential dependence of the ionic
conductivity that has a peak corresponding to the peak of Cdif versus E (the case
related to many Li intercalation host materials).
Note also that we took as an example particular, simplified cases, when the total

mixed electron-ionic conductivity, sei, is equal either to se or si. In general, both sei

and Dei consist of partial contributions of the electronic and ionic charge carriers,
which do not necessarily have the same values. EIS represents one of the most
powerful techniques available for discriminating between partial electronic and ionic
contributions to Dei and sei. Using this technique, it was found [68] that the
modulation of interfacial potentials across the metal/film/solution interface with
a small amplitude applied potential, may effectively probe the relative mobilities of
the both types of charge carrier. In particular, the classical Warburg region appears in
the related Nyquist plots from high to moderate frequencies, when both charge
carriers have the samemobilities (the equivalent electrical circuit analogue includes a
frequency-independent resistance and the distributed capacitance). In the case when
themobilities are different, a non-homogeneous electrical field arises in thefilm [68].
This results in a certain �delay� of the concerted electronic and ionic transport in the
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Figure 11.15 Potential dependences of the differential
capacitance of a perm-selective film (thin line) and in the case of
the presence of an excess of electrolyte solution in the film (thick
line) calculated with the use of Equations 11.19 and 11.20,
respectively, assuming g¼ 0.
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film, so that the related equivalent circuit includes both distributed capacitance and
resistance.

11.5
Concluding Remarks

Progress in the synthesis of high-quality thin films and powders of p-conjugated
polymers, together with a better understanding of the mechanisms of their doping,
have beenmade, along with permanent attempts to introduce them into practice. On

Figure 11.16 Potential dependences of the differential
capacitance for three different electronic–ionic conductors. (a)
V2O5 film (1600 A

�
thick) in 1M LiClO4/PC solution. Scan rates of

0.2mV s�1; (b) Freshly prepared 0.1mm-thick PPy cycled in 0.25M
TBAClO4/PC solution up to 4 V (versus Li), n¼ 5mV s�1; (c) The
same PPy film as in panel b, after 100 consecutive cycles.
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the basis of their unique electronic, ionic, optical, conformational, and crystalline
properties, coupled with an extreme flexibility to control their characteristics via the
organic synthesis, ECPs have become one of the most important classes of electro-
chemically active, solid-state materials. The commercialization of novel materials
and devices always occurs amid bitter competition with pre-existing materials and
devices, and in this respect two major groups relating to the application of ECPs can
be distinguished (note – we have omitted here some very interesting, albeit stand-
alone, specific applications such asECP-based chemical sensors [69] or ECPactuators
such as artificial muscles [70]. The first group relates to the use of ECPs for energy
storage and conversion, and the second group to their use in electronics, including
the manufacture of organic light-emitting diodes (OLEDs), solid-state memory,
photovoltaic cells, and organic thin-film transistors (OTFTs) [71]. The history of Li
batteries provides a clear demonstration of the difficulties encountered when
introducing new materials, such as ECPs, to the field of energy storage and
conversion. During the early 1990s, polyaniline was commercialized as the cathode
for non-aqueous batteries with Li anodes; However, production was very soon
discontinued when batteries with Li anodes were replaced by Li-ion batteries that
comprised typical inorganic intercalation electrodes (Li-graphite anodes and lithiated
transition metal oxide cathode, LixMO2 cathodes) and also displayed a much better
performance than Li-batteries with a polyaniline cathode. Yet, this did not discourage
many research groups from attempting to utilize ECPs as supercapacitors, or as
hybrid supercapacitors with inorganic materials [72].
Among the many applications of ECPs, perhaps the most successful has been the

commercialization of OLEDs in automobile radios, electric shavers, cell phones, and
cameras displays (in limited venues) [73]. In the case of OTFTs, those produced from
ECPs show certain advantages: their softness is beneficial to their low-temperature
processability and fine-tuning of their structure–property relationships, and they are
inexpensive to produce. However, their morphology and microcrystallinity, and
hence other important physico-chemical characteristics, may be difficult to control,
as might also be their reproducibility of performance. Clearly, the many ongoing
investigations with ECPs will contribute much to the future success of these
materials.

References

1 Bruting, W. (ed.) (2005) Physics of Organic
Semiconductors, Wiley-VCH, Weinheim.

2 Shirakawa,H. and Ikeda, S. (1971)Polymer
J., 2, 231–44.

3 Shirakawa, H., Louis, E.J., Mac-Diarmid,
A.G., Chiang, C.K. andHeeger, A.J. (1977)
Chem. Commun., 578–80.

4 Diaz, A.F., Castillo, J.I., Logan, J.A. and
Lee,W.-Y. (1981) J. Electroanal. Chem., 129,
115–32.

5 Skotheim, T.A. and Reynolds, J.R. (eds)
(1986) Handbook of Conducting Polymers,
1st edn, Marcel Dekker, New York.

6 Skotheim, T.A., Elsenbaumer, R. and
Reynolds, J.R. (eds) (1998) Handbook of
Conducting Polymers, 2nd edn, Marcel
Dekker, New York.

7 Skotheim, T.A. and Reynolds, J.R. (eds)
(2007) Handbook of Conducting Polymers,
3rd edn, CRC Press, New York.

394j 11 Electrochemistry of Electronically Conducting Polymers



8 Salaneck, W.R., Seki, K., Kahn, A. and
Pireaux, J. (eds) (2002) Conjugated Polymer
and Molecular Interfaces, Marcel Dekker,
New York.

9 Hanziioannou,G. and vanHutten, P. (eds)
(2000) Semiconducting Polymers, Wiley-
VCH, Weinheim.

10 Takemoto, K., Offenbrite, R. and
Kamachi, M. (eds) (1997) Functional
Monomers and Polymers, Marcel Dekker,
New York.

11 Rupprecht, L. (ed.) (1999) Conductive
Polymers and Plastics in Industrial
Applications, Plastics Design Library,
New York.

12 Reynolds, J.R. and Epstein, A.J. (2000)Adv.
Mater., 12, 1565–70.

13 Reddinger, J.L. and Reynolds, J.R. (1999)
Adv. Polym. Sci., 12, 57–123.

14 Chandrasekhar, P. (1999) Conducting
Polymers, Fundamentals and Applications,
Kluwer Academic Publishers, New York.

15 Wallace, G.G., Spinks, G.M., Kane-
Maquire, L.A.P. and Teasdale, P.R. (eds)
(2003) Conductive Electroactive Polymers:
Intelligent Materials Systems, 2nd edn, CRS
Press, New York.

16 Leclerc, M. (2007) Macromol. Rapid
Commun. (Special Issue), 28, 1665–824.

17 Freund, M.S. and Deore, B.A. (2007) Self-
Doped Conducting Polymers, John Wiley &
Sons, New York.

18 Hillman, A.R. (1987) Electrochemical
Science and Technology of Polymers, Vol. 1
(ed. R.G. Linford), Elsevier, London, pp.
103–239 and 241–91.

19 Heinze, J. (1990) Topics in Current
Chemistry, Vol. 2, Springer, Berlin,
pp. 1–47.

20 (a) Roncali, J. (1992) Chem. Rev., 92,
711–38. (b) Roncali, J. (1997) Chem Rev.,
97, 173–205.

21 Novak, P., Muller, K., Santhanam, K.S.V.
and Haas, O. (1997) Chem. Rev., 97,
207–82.

22 Pickup, P.G. (1999) Modern Aspects of
Electrochemistry, Vol. 33 (eds R.E. White,
J.O�M. Bockris and B.E. Conway), Kluwer

Academic/Plenum Publishers, New York,
pp. 549–97.

23 Inzelt, G. (2008) Conducting Polymers. A
New Era in Electrochemistry (ed. F. Scholz),
Springer-Verlag, Berlin.

24 Farges, J.-P. (ed.) (1994) Organic
Conductors. Fundamentals and Applications,
Marcel Dekker, New York.

25 Fichou, D. (ed.) (1999) Handbook of Oligo-
and Polythiophenes, Wiley VCH,
Weinheim.

26 Murray, R.W. (ed.) (1992)Molecular Design
of Electrode Surfaces. Techniques of
Chemistry, Vol. 22, John Wiley & Sons,
New York.

27 McKinnon,W.R., andHaering, R.R. (1983)
Modern Aspects of Electrochemistry, Vol. 15
(ed. J.O�M. Bockris), Plenum Press,
New York, pp. 235–304.

28 Bruce, P.G. (ed.) (1995) Solid State
Electrochemistry, Cambridge University
Press, Cambridge.

29 Gelling, P.J. and Bouwmeester, H.J.M.
(eds) (1997) The CRC Handbook of Solid
State Electrochemistry, CRC Press,
New York.

30 Roth, S. and Carrol, D. (2004) One-
Dimensional Metals, 2nd edn, Wiley-VCH,
Weinheim.

31 van Haare, J.A.E.H., Havinga, E.E., van
Dongen, J.L.J., Janssen, R.A.J., Cornil, J.
and Bredas, J.-L. (1998) Chem. Eur. J., 4,
1509–22.

32 Kissinger, P.T. and Heineman, W.R. (eds)
(1996) Laboratory Techniques in
Electroanalytical Chemistry, 2nd edn,
Marcel Dekker, New York.

33 Lund, H. and Hammerich, O. (eds) (2001)
Organic Electrochemistry, 4th edn, Marcel
Dekker, New York.

34 Levi, M.D. and Pisarevskaya, E.Yu. (1991)
Synth. Met., 45, 309–22.

35 Heinze, J. (1991) Synth. Met., 41–43,
2805–23.

36 Crooks, R.M., Chyan, O.M.R. and
Wrighton,M.S. (1989)Chem.Mater., 1, 2–4.

37 Mastragostino, M. and Soddu, L. (1990)
Electrochim. Acta, 35, 463–6.

References j395



38 Bard, A.J. and Mirkin, M.V. (eds) (2001)
Scanning Electrochemical Microscopy,
Marcel Dekker, New York.

39 Borgwarth, K., Rohde, N., Ricken, C.,
Hallensleben, M.L., Mandler, D. and
Heinze, J. (1999) Adv. Mater., 11, 1221–5.

40 Waltman, R.J. and Bargon, J. (1986)Can. J.
Chem., 64, 76–95.

41 Chao, F., Costa, M. and Tian, C. (1993)
Synth. Met., 53, 127–47.

42 Hwang, B.J., Santhanam, R. and Lin, Y.L.
(2001) Electrochim. Acta, 46, 2843–53.

43 Cohen, Y.S., Levi, M.D. and Aurbach, D.
(2003) Langmuir, 19, 9804–11.

44 Greef, R., Peat, R., Peter, L.M., Pletcher, D.
and Robinson, J. (1985) Instrumental
Methods in Electrochemistry, Ellis Horwood,
Chichester, UK.

45 Otero, T.F. (1999) Modern Aspects of
Electrochemistry, Vol. 33 (eds J.O�M.
Bockris, R.E. White and B.E. Conway),
Plenum Press, New York, pp. 307–434.

46 Ofer, D., Crooks, R.M. andWrighton,M.S.
(1990) J. Am. Chem. Soc., 112, 7869–79.

47 Zhou, M., Pagels, M., Geschke, B. and
Heinze, J. (2002) J. Phys. Chem. B, 106,
10065–73.

48 Novak, P. and Vielstich, W. (1990) J.
Electrochem. Soc., 137, 1681–9.

49 Levi, M.D., Lankri, E., Gofer, Y., Aurbach,
D. and Otero, T. (2002) J. Electrochem. Soc.,
149, E204–14.

50 Levi, M.D., Gofer, Y., Aurbach, D.,
Lapkowski, M., Vieil, E. and Serose, J.
(2000) J. Electrochem. Soc., 147,
1096–104.

51 Rudge, A., Raistrick, I., Gottesfeld, S. and
Ferraris, J.P. (1994) Electrochim. Acta, 39,
273–87.

52 Zotti, G. and Schiavon, G. (1994) Synth.
Met., 63, 53–6.

53 Sarker, H., Gofer, Y., Killian, J.G., Poehler,
T.O. and Searson, P.C. (1997) Synth. Met.,
88, 179–85.

54 Zotti, G., Zecchin, S., Schiavon, G., Berlin,
A., Pagani, G., Borgonovo, M. and
Lazzaroni, R. (1997) Chem. Mater., 9,
2876–86.

55 Fisyuk, A.S., Demadrille, R., Querner, C.,
Zagorska, M., Bleuse, J. and Pron, A.
(2005) New J. Chem., 29, 707–13.

56 Pomerantz, Z., Levi, M.D., Salitra, G.,
Demadrille, R., Fisyuk, A., Zaban, A.,
Aurbach, D. and Pron, A. (2008) Phys.
Chem. Chem. Phys., 10, 1032–42.

57 Zotti, G., Zecchin, S., Schiavon, G.,
Vercelli, B. and Zanelli, A. (2004) Chem.
Mater., 16, 3667–76.

58 Kaiser, A.B. (2001) Rep. Prog. Phys., 64,
1–49.

59 Mott, N.F. andDavis, E.A. (1979) Electronic
Processes in Non-Crystalline Materials, 2nd
edn, Oxford, Clarendon.

60 Levi,M.D.,Gofer,Y.,Aurbach,D.andBerlin,
A. (2004) Electrochim. Acta, 49, 433–44.

61 Levi, M.D. and Aurbach, D. (2007)
Electrochem. Soc. Trans., 3 (27), 259–63.

62 Vorotyntsev, M.A., Daikhin, L.I. and Levi,
M.D. (1992) J. Electroanal. Chem., 332,
213–35.

63 Chidsey, C.E.D. andMurray, R.W. (1986) J.
Phys. Chem., 90, 1479–84.

64 Moore, W.J. (1972) Physical Chemistry,
Prentice-Hall, Englewood Cliffs,
New Jersey, p. 273.

65 Levi, M.D. and Aurbach, D. (1999)
Electrochim. Acta, 45, 167–85.

66 Vorotyntsev, M.A. and Badiali, J.P. (1994)
Electrochim. Acta, 39, 289–306.

67 Lu, Z., Levi, M.D., Salitra, G., Gofer, Y.,
Levi, E. and Aurbach, D. (2000) J.
Electroanal. Chem., 491, 211–21.

68 Vorotyntsev, M.A., Daikhin, L.I. and Levi,
M.D. (1994)J.Electroanal.Chem.,364, 37–49.

69 McQuade, D.T., Pullen, A.E. and Swage,
T.M. (2000) Chem. Rev., 100, 2537–74.

70 Kim, K.J. and Tadokoro, S. (eds) (2007)
Electroactive Polymers for Robotics
Applications. Artificial Muscles and Sensors,
Springer-Verlag, London.

71 Horowitz, G. (2004) J. Mater. Res., 19,
1946–62.

72 Mastragostino,M., Arbizzani, C. andSoavi,
F. (2002) Solid State Ionics, 148, 493–8.

73 Sheats, J.R. (2004) J. Mater. Res., 19,
1974–94.

396j 11 Electrochemistry of Electronically Conducting Polymers



12
High-Temperature Applications of Solid Electrolytes: Fuel Cells,
Pumping, and Conversion
Jacques Fouletier and V�eronique Ghetta

Abstract

High-temperature, solid-state electrochemical reactors have numerous current and
potential applications. In this chapter, we briefly review the various modes of
operation of cells involving a solid electrolyte conducting by oxide ions or protons,
either for energy generation or fine chemicals production. The specific requirements
of the materials constituting the cell core are outlined, after which examples of
current applications are briefly described. These include oxygen and hydrogen
pumping, atmosphere control, intermediate- and high-temperature solid oxide fuel
cells, and catalytic membrane reactors.

12.1
Introduction

Ceramic electrochemical reactors are currently undergoing intense investigation, the
aim being not only to generate electricity but also to produce chemicals. Typically,
ceramic dense membranes are either pure ionic (solid electrolyte; SE) conductors or
mixed ionic-electronic conductors (MIECs). In this chapter we review the develop-
ments of cells that involve a dense solid electrolyte (oxide-ion or proton conductor),
where the electrical transfer of matter requires an external circuitry. When a dense
ceramic membrane exhibits a mixed ionic-electronic conduction, the driving force
formass transport is a differential partial pressure applied across themembrane (this
point is not considered in this chapter, although relevant information is available in
specific reviews).
Solid-state electrochemical cells based on pure ionic conductors – which often are

referred to as solid-electrolytemembrane reactors (SEMRs) –have numerous current
or potential applications, including the production of high-purity oxygen by separat-
ing nitrogen and oxygen from the air; the control of oxygen in a gas or in a molten
metal (oxygen pump or an oxygen �getter�, a form of oxygen-trapping device);
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high-temperature water electrolysis; high-temperature fuel cells for energy produc-
tion (e.g., solid oxide fuel cells; SOFCs) or for the production of synthetic gases;
and catalytic membrane reactors (CMRs) [1–5]. The majority of these industrially
important catalytic reactions are oxidations, hydrogenations, and dehydrogenations.
The fields of applications range frommetallurgy to the semiconductor industry, to

medicine, the petrochemical industry, electricity production, chemical cogeneration
(i.e., the simultaneous production of electricity, heat, and chemicals), atmospheric
control within the laboratory, and so on. However, virtually no large-scale industrial
applications have yet been reported, and for a variety of reasons, including:

. the relatively high price of membrane units;

. the low electrode surface area compared to the large surface area of a porous
catalyst;

. an insufficient demonstration of the durability and sustained performances of the
reactors (in the range of 25 000–30 000 h); and

. the high production costs (notably the high temperature requirements and
consequent consumption of electrical energy) [5].

Current and future advancements in materials engineering might, however, lead
to a significant reversal of this trend, and in this context the lowering of operating
temperatures represents the main target. By comparison, compared to conventional
catalytic reactors, SEMRs could be used to produce expensive fine chemicals, with
attractive yields.
The single cells consist of a dense solid electrolyte membrane and two porous

electrodes. In most cases, at least one of the electrodes is exposed to an oxygen-
containing gas (often, ambient air), while the other electrode is exposed to an inert gas,
a liquid metal, a partial vacuum, or a reacting mixture (hydrogen, water vapor, hydro-
carbons, CO, CO2, etc.). The single-chamber reactor (SCR) has been also proposed
either asamembranereactororasa fuel cell. In this case, thesolid-electrolytedisk,with
two different electrodes that are coated either on opposite sides or on the same side of
the pellet, is suspended in a flow of the reacting mixture (see Section 12.6.3).
Basically, four types of set-up can be considered:

. Open-circuit cells (chemical sensors) (for further details, see Chapter 13).

. Electrochemical pumps and compressors; that is, devices for dosage, separation,
compression or removal of oxygen (or hydrogen), according to Faraday�s law. The
set-up devoted to separate oxygen fromair has been also referred to as either the ion
transport membrane (ITM) or solid electrolyte oxygen separation (SEOS) [6].

. Catalytic reactors, where the incorporation of an appropriate catalyst can increase
the conversion and lead to an increase in selectivity. These reactors can operate
according to either a �pumping mode� or a �fuel-cell mode�.

. Catalytic membrane reactors which exhibit a nonfaradaic electrochemical modifi-
cation of catalytic activity (NEMCA) effect.

The development of novel oxygen solid electrolytes conducting at temperatures
below 800 �C is of major importance in the large-scale development of applications,
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such as intermediate-temperature (IT) SOFCs, and electrocatalytic reactors for
natural gas conversion. Decreasing themembrane thickness also represents ameans
of reducing the ohmic loss, albeit to a limited extent (i.e., sufficient mechanical
strength and no defects) until the surface exchange processes become rate limiting.
During the past ten years, a great deal of research has been devoted to the

improvement of electrode microstructure [7, 8], notably of the thickness, porosity
and dual phase nature, as well as the use of functionally graded materials and
interlayers.
Although protonic conductors have not yet achieved the same degree of develop-

ment, intensive effort is currently being applied to the development of hydrogen
sensors, low-temperature SOFCs, the removal of hydrogen from coal gas, the
production of pure hydrogen from hydrocarbons or via steam electrolysis, and the
hydrogenation and dehydrogenation of organic compounds. Thesematerials possess
a number of theoretical advantages compared to oxide ions conductors, notably in
terms of their efficiency and fuel utilization. However, further investigations will be
required in order to improve their chemical stability (under a hydrogen atmosphere
and air) and electrical conductivity. In addition, themajority of the currently proposed
proton-conducting ceramics depend heavily on both temperature and atmosphere –
that is, on protons, oxygen vacancies, and electronic defects.
In this chapter, the aim is to provide a brief review of themain applications of cells

based on oxide-ion and protonic conductors.

12.2
Characteristics of a Current-Carrying Electrode on an Oxide Electrolyte

In the case of an electrolyte purely conducting by oxide ions, the role of a direct
current (DC) through an electrode can be described within the �microsystem�
concept (Figure 12.1) [9]. The electrode formed by the contact between the metal,

Figure 12.1 A schematic illustration of the oxygen electrode microsystem concept.
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the solid electrolyte and the gas is viewed as measuring the oxygen activity in the
microsystem that exchanges oxygen from the surrounding gas, relatively easily.
The local balance of oxygen in the microsystem takes into account the fluxes of

adsorption ( Jads) and desorption ( Jdes) of oxygen, and theflux linked to the electrode
reaction ( JER), corresponding to either an intake or an uptake of oxygen, according
to:

1
2
O2 þ 2e� , O2� ð12:1Þ

Under a stationary state, the balance of the fluxes can be written as:

Jads � JER ¼ Jdes: ð12:2Þ

On the cathode side of the cell, the gas fixes the maximum adsorption flux; this flux
corresponds to a limiting cathodic current (Ilim), for which the oxygen activity in the
microsystem is nil. For a current intensity higher than Ilim, a direct injection of
electrons within the solid electrolyte will occur simultaneously with the oxygen
reaction (Equation 12.1). Here, two situations are encountered:

. Case 1: the DC current is lower than |Ilim|. The mass balance within a layer of the
solid electrolyte near the cathode indicates that no stoichiometry change is
obtained; rather, only an oxide ions flux from the cathode to the anode is observed.
This flux obeys the Faraday law (i.e., J¼ I/2F, and the cell functions as an oxygen
pump (Figure 12.2).

. Case 2 (Figure 12.3): here, the applied cathodic current I is higher than |Ilim|, which
corresponds to the maximum oxide ions flux. The current obeys the following
equation:

I ¼ Ilim þ Ie: ð12:3Þ

The current Ie corresponds to the injection of electrons that are trapped on the point
defects, thus inducing a coloration (the formation of �color centers� such asVO

. orV�
O ;

Figure 12.2 Schematic representations of the cathode processes
on an oxide electrolyte: pumping mode.
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see previous chapters). It could easily be demonstrated that this nonstoichiometric
zone progresses within the oxide, from the cathode to the anode [10, 11].
The shape of the current–voltage curve at the cathode of the cell illustrates the two

cases, as shown in Figure 12.4. Two domains can be observed: (i) the A–B interval
corresponds to the case 1 (the reduction of oxygen takes place within the �electrolytic

Figure 12.4 Typical cathode characteristics. The solid line
indicates oxygen reduction; the dashed line indicates the
O2 þ H2O þ CO2 mixture.

Figure 12.3 Schematic representations of the cathode processes
on an oxide electrolyte: electrochemical reduction of the oxide
electrolyte.
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domain� of the electrolyte), (ii) in the B0–E interval, the solid electrolyte is electro-
chemically reduced. It should be pointed out that, when other oxygenated species than
oxygen arepresent in thegas (H2O,CO2, etc.), limiting currents for each species canbe
defined (corresponding to their maximum adsorption fluxes). As a consequence, the
shape of the current–voltage curve ismodified, as shown in Figure 12.4 (dashed line).

12.3
Operating Modes

Let us consider a solid oxide electrolyte reactor inwhich one side of themembrane is in
contactwith ambient air, and the other side (referred to as theworking electrode) is fed
either by an inert or a reactive gas (a mixture of hydrogen, natural gas, hydrocarbons,
CO, etc. and H2O and/or CO2). Figure 12.5 shows, in graphical terms, the voltage
variation of the working electrode referred to air as a function of the current.
Four situations can be considered here:

. The fuel cell mode: the driving force is the Gibbs energy of fuel oxidation reactions.
The cell is used for the generation of electricity and/or for the production of
chemicals.

. The pumping mode, by applying an external potential. As shown in Figure 12.5, the
oxygen feed can be increased (according to Faraday�s law or with the NEMCA

Figure 12.5 Current–voltage curve of a membrane reactor (air is
provided at one side of the membrane), with an indication of the
operating modes.
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effect). When the reducing applied voltage is less than the open-circuit voltage
(EOCV), the oxygenated species such as O2, CO2 and H2O are reduced.

. Electrochemical reduction of the electrolyte (the applied current density is higher than
the limiting current, ilim).

. The sensor mode at OCV (see Chapter 13).

12.3.1
Electrochemical Pumping

The oxygen flux through the membrane is controlled by imposing an external
current, in both directions, between the electrodes. A current corresponds to
I/2 Fmol of O2� ions per second transported through the electrolyte, according to
Faraday�s law.Most technological applications require current densities approaching
1Acm�2, which corresponds to oxygen fluxes of 2.6mmol O2 cm

�2 s�1 or 3.5 cm3

cm�2min�1. As described in Section 12.6.1, the same device can be used for oxygen
pumping, the reduction of carbon dioxide or water vapor, or the oxidation of
hydrogen. The device can also be used for controlling the oxygen pressure in a
reactor or a flowing gas, or as a catalytic reactor.
Investigations carried out on membrane reactors based on pure oxide ion-

conductingmembranes have been reviewed [12]. Compared to theMIEC-membrane
reactor, SEMRs allow for direct control of the oxygen permeation rate due to the
faradaic coupling of oxygen flux and cell current. The SEMR has advantages over
conventional catalytic reactors [3, 5], including:

. The ionic flux can easily be controlled by the current passing through the cell.

. The oxygen (or hydrogen) produced at the working electrode are of the highest
purity (there is no poisoning or deactivation of the catalyst by impurities contained
in the gas feed, such as ppm-level H2S in hydrogen).

. The reactivity and selectivity of the ionic species supplied at the electrode can be
very different from that of the corresponding gaseous component (O2, H2, etc.).

. A high oxygen pressure can be achieved without need for a compressor.

. Air instead of pure oxygen can be used for catalytic oxidation in a single reactor.

. By controlling the oxygen flux, the local reactants composition can be kept outside
the flammability region, so that the risk of explosion is eliminated, and hot spots
can be avoided.

. The simultaneous production of a useful chemical and generation of electricity can
be very attractive from an economics point of view [5].

12.3.2
Fuel Cell Mode

The SEMR combines the membrane reactor concept with the working principle of a
SOFC, with oxygen being reduced to O2� anions at the cathode side and transported
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via the solid electrolyte membrane to the anode. At the anodic catalyst, hydrocarbons
react with the supplied oxygen species to form oxidized products.
Hydrogen is the preferred feedstock for use in the present generation of fuel

cells for energy production, due to its high electrochemical reactivity compared to
the more common fossil fuels, such as hydrocarbons, alcohols, or coal. In the
latter cases, a gas treatment is necessary before entering the stack (external
reforming) or within the stack itself (internal reforming) for producing hydrogen
or synthesis gas.
In this process, air and fuel are fed to the reactor at opposite sides of a dense oxygen

ion-conducting solid electrolyte membrane. The theoretical electromotive force
(EMF), Eth or EOCV, is calculated from the Nernst equation (1.01 V at 800 �C with
pure hydrogen at the anode and air at the cathode). The voltage output (U) under load
conditions obeys the following equation:

U ¼ Eth�R:Iþhc�ha ð12:4Þ

where R is the cell resistance, and hc (hc< 0) and ha (ha> 0) are the polarization
losses associated with the cathode and anode, respectively. As indicated in Fig-
ure 12.6, various phenomena contribute to the irreversible losses – that is, activation
polarization, ohmic drop, and concentration polarization. The SOFC performance
dependsmainly on the ohmic loss of the electrolyte and on the cathodic polarization.
These polarization phenomena are minimized by an appropriate choice of the
materials (conductivity, exchange kinetics, etc.) and by optimization of the electrode
microstructure.

Figure 12.6 Fuel cell voltage and power density versus current density.
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Because of the high temperature of operation, onemajor advantage of the SOFC, in
comparison with other fuel cell types, is its flexibility in the choice of fuel: natural gas
and other hydrocarbons can be reformedwithin the cell stack [13]. Internal reforming
involves the conversion of hydrocarbons to hydrogen and carbon monoxide:

. steam reforming:

CH4 þH2O ¼ 3H2 þCO ð12:5Þ
. dry reforming:

CH4 þCO2 ¼ 2COþ 2H2 ð12:6Þ
followed by electrochemical reactions:

H2 þO2� ¼ H2Oþ 2e� ð12:7Þ

COþO2� ¼ CO2 þ 2e� ð12:8Þ

Generally, a pre-reforming of the fuel is carried out, whereby part of hydrocarbon is
reformed in an external reactor and the remainder is internally reformed. Methane
and other hydrocarbons can also be converted to hydrogen by partial oxidation (POX);
this is an exothermic process which is often combined with endothermic steam
reforming, and leads to an autothermic conversion of methane.
Internal reforming has a number of practical issues, notably that a high excess of

steam is necessary in order to avoid carbon deposition, and the cooling effect due to
the endothermicity of the reforming reaction may induce thermal stress within the
cell. Vernoux et al. [14, 15] have proposed a new concept – gradual internal reforming –
which is based on a local coupling of the steam reforming on the catalyst dispersed on
the anode material and the electrochemical oxidation of the in situ-produced hydro-
gen (see Figure 12.7). This concept has been demonstrated both experimentally [16]
and, more recently, in model form [17].
Two recent concepts have also generated significant excitement:

. The direct oxidation of hydrocarbon without reforming [18–21]; the key issues here
are the lower electrochemical oxidation rate with respect to hydrogen, and carbon
deposition on the anode surface.

Figure 12.7 A diagram of the gradual internal reforming process.
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. A single-chamber SOFC, based on the highly specific catalytic activity of the two
electrodes [22–25]. This concept offers a variety of advantages: the gas-sealing
problem is overcome; there is less carbon deposition risk due to the presence of a
large amount of oxygen; the system can withstand higher mechanical and
thermal forces; and the solid electrolyte can be porous. Although an impressive
performance of this system has recently been reported (0.6Wcm�2), future
studies are necessary, notably to improve electrode selectivity, fuel utilization,
and durability.

12.3.3
The NEMCA Effect

The concept of theNEMCAeffect or electrochemical promotion catalysis (EPOC)was
proposed first by Vayenas et al. [26–30]. It has been shown that the catalytic activity
and selectivity of a catalyst, when deposited on a solid electrolyte, can be greatly
affected by the application of small currents or potentials, supplying or removing ions
at the catalyst surface. The induced steady-state change in the reaction rate may be
up to 90-fold higher than the open-circuit catalytic rate, and up to 3� 105-fold
higher than the steady-state of ions supply predicted by the Faraday�s law. The
NEMCA effect has been observed for tens of catalytic reactions on porous catalysts,
including metals such as Pt, Pd, Rh, Au, and Ag, or oxides such as IrO2 and RuO2.
The solid electrolytes used were O2� ionic conductors (stabilized zirconia and doped
ceria), sodium ion conductors (such as b00-alumina or NASICON), various protonic
conductors, fluoride electrolytes (CaF2), or mixed ionic-electronic conductors, such
as TiO2 or CeO2.
Following Vayenas et al., the effect of current or potential on the catalysis activity is

usually described by two parameters (we consider here the use of an O2� conductor):

. the rate enhancement ratio (r), defined as: r¼ r/ro, where ro is the catalytic rate at
open circuit and r the catalytic rate under polarization;

. the apparent faradaic efficiency or enhancement factor, L, defined as:

L ¼ Dr=ðI=2FÞ ¼ ðr�roÞ=ðI=2FÞ; ð12:9Þ

where I is the applied current, F is the Faraday constant, and I/2F equals the rate of
O2� ions supply to the catalyst.
In the case of a Faradaic effect, all oxygen which is transported electrochemically

through the electrolyte reacts at the anode (L¼ 1). A reaction exhibits the NEMCA
effect when |L|> 1. When L> 1, the reaction is termed electrophobic (the catalytic
reaction is promoted by a positive current or overpotential), while a reaction
accelerated by a negative current or potential is termed electrophilic.
The NEMCA effect was explained by taking into account the increase in the

catalyst work function during oxygen pumping, and the consequent weakening of
the binding strength of the adsorbed species. A typical example is given in
Figure 12.8 [31–33].
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An important characteristic of NEMCA is that, for any reaction, the magnitude of
|L| can be estimated by the equation:

jLj ¼ 2Fro
io

ð12:10Þ

where io is the exchange current density of the catalyst/solid electrolyte interface.
This means that, in contrast to conventional fuel cell applications, highly polariz-

able interfaces (low io values) are required in order to obtain highL values – that is, in
order to observe the NEMCA effect.

12.3.4
Electrolyte Reduction

It has been demonstrated that, in the case of a potentiostatic electrolysis and for a
cathodic voltage less than �1.5 V (versus air reference electrode; see Figure 12.5) a
stationary current is obtained [34]. In fact, for a more cathodic voltage an electro-
chemical reduction of the electrolyte may occur, inducing a continuous current
increase. In the case of a galvanostatic mode, when the corresponding current is
smaller than the limiting currents associatedwith the possible gas electrode reactions
(involving species such as O2, CO2, H2O), a stationary state is rapidly obtained. By
forcing a current higher than the sum of the limiting currents, the solid electrolyte is
reduced. It has been demonstrated that the reduced oxide can be reversibly reox-
idized, provided that the reoxidation rate is moderate [35, 36]. An electrically
renewable and controllable oxygen getter based on reversible reduction–oxidation
cycles of stabilized zirconia has been developed [37].

Figure 12.8 Example of the electrochemical promotion catalysis
(ethylene oxidation on platinum catalyst) using a YSZmembrane:
oxidation rate (r) and catalyst potential (VWR) response to step
changes in applied current.
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12.4
Cell Materials

12.4.1
Electrolytes

As the details of solid electrolytes are considered elsewhere in this book, wewill in this
chapter list only themajor groups of electrolyte membranes and critical issues related
to their applications. The two main difficulties that arise during the utilization of
SOFCs or catalytic membranes concern the requirement for a high ionic conductivity
and a high oxygen partial pressure gradient between the fuel compartment and the air
chamber. This tends to induce a number of problems in the membrane materials,
such as structural modification and phase segregation [38]. Typically, the membrane
must withstand an oxidizing atmosphere (air) on one side, and a highly reducing
atmosphere (methane, hydrocarbons), with oxygen pressures down to�10�19 bar on
the other side, and at high temperature.
Consequently, considerable attention has been paid to lowering the operating

temperature, in either of two ways:

. By decreasing themembrane thickness, although only to a limited extent, until the
surface reactions become rate limiting [40].

. The development of electrolytes that exhibit a higher conductivity at low tempera-
ture. Three candidates have emerged, namely doped ceria, doped lanthanum
gallate, and doped barium zirconate. The first two of these are oxygen ion
electrolytes, and the latter is a proton conductor.

It is considered that the bulk area specific resistance R0 must be lower than
R0¼ L/s¼ 0.15W cm2, where L is the electrolyte thickness and s is its total
conductivity, predominantly ionic [39]. At present, fabrication technology allows
the preparation of reliable supported structures with film thicknesses in the range
10–15 mm; consequently, the electrolyte ionic conductivity must be higher than
10�2 S cm�1. As shown in Figure 12.9, a few electrolytes (ceria-based oxides,
stabilized zirconias, and doped gallates) exceed this minimum ionic conductivity
above 500 �C.
In all ceramic high-temperature (HT) SOFC systems, LaCr(Mg)O3 andLa(Ca)CrO3

are the interconnect materials used. The disadvantages of this include an expensive
manufacturing route and a poor ability to withstand rapid temperature changes.
Ferritic stainless steel can be used in IT SOFCs (see Figure 12.9).

12.4.1.1 Oxide Electrolytes
Fully stabilized zirconias doped with Y2O3 (8–9mol%) or CaO (15mol%), or partially
stabilized zirconia dopedwithMgO (3mol%), are themostwidely used electrolytes in
devices operating at temperatures higher than 800–850 �C.
For temperatures less than 800 �C, a variety of ceramic materials have been

proposed, including doped ceria, lanthanum gallates (LaGaO3), or bismuth-based
oxides (e.g., Bi2O3-Er2O3 or dopedBi2VO5.5 family). None of thesematerials fulfils all
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of the requirements in terms of chemical stability, stability under reducing condi-
tions, and mechanical strength.

One promising group of solid electrolytes are the apatite-type silicates
A10�x (SiO4)6O2�d (where A¼ rare- and alkaline-earth cations). These exhibit a high
ionic transport number, a moderate thermal expansion, and show no chemical
reactivity with the cathode materials [41].

12.4.1.2 Proton-Conducting Electrolytes
Since the pioneering studies of Iwahara et al. [42, 43], most of the HT (>500 �C)
proton-conducting ceramic materials that have been developed have been either
cerates or zirconates, with the general formula (Sr,Ba)Ce1�xMxO3�d, where M is a
rare earth element, x (the molar site fraction) is less than its upper solubility limit
(usually <0.2), and d is the oxygen deficiency per unit formula [44]. When these
ceramics are exposed to a hydrogen-containing atmosphere at an elevated tempera-
ture, the electronic conductivity is decreased and protonic conduction appears. The
conductivity in either a humid or a hydrogen-containing atmosphere at elevated
temperatures is of the order of 10�2–10�3 S cm�1 over a temperature range of 1000 to
600 �C, due to the incorporation of protons by the reactions shown in Equations 12.11
and 12.12:

H2OðgÞ þV ..

O þO�
O , 2OH .

O ð12:11Þ

H2ðgÞ þ 2O�
O , 2OH .

O þ 2e0 ð12:12Þ

Figure 12.9 Arrhenius plots of the ionic conductivity of selected
electrolytes. The temperature ranges of utilization of
interconnects materials are also indicated. For electrolyte
thicknesses >150mm, the cell can be supported by the ionic
membrane.
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The protons migrate mainly as lone protons, and jump from lattice site to lattice site
by the Grotthus mechanism. The protonic conductivity of zirconates [(Ca,Sr,Ba)
ZrO3] is approximately one order of magnitude lower than that of the cerates;
however, their chemical andmechanical stabilities are superior. In contrast to cerates,
zirconates barely react with carbon dioxide gas. The stability of barium cerates can be
increased when cerium atoms are partially substituted by zirconium atoms.
On recent years these proton-conducting ceramics have attracted increasing

interest, not only as SOFC materials but also for HT electrolysis, for sensors, and
for electrochemical processes. However, their widespread application depends on a
number of factors, such asmaterial stability, electrochemical and energetic efficiency
and, of course, their cost.

12.4.2
Electrodes

Three types ofmaterial are used as electrodes, namelymetals, mixed ionic-electronic
oxides, and composite materials [45].
In laboratory-prepared devices (such as oxygen pumps), porous platinum layers

that function as both the electrode and current collector are generally deposited on
both surfaces of the membrane.

12.4.2.1 Cathode
In the case of a porous electrode prepared from an inert metal or a semiconducting
oxide, the electrode reaction is limited to the so-called triple phase boundaries (TPBs)
between the electronic conductor, the ionic conductor, and oxygen gas (air).
La0.85Sr0.15MnO3 perovskite (LSM) is the most widely used cathode material at
temperatures above 800 �C, based on its high thermal and chemical stabilities.
However, its performance decreases rapidly at low temperature. The performance
can be improved by preventing the formation of any highly resistive layer at the
electrode–electrolyte interface (the nonstoichiometric compound La1�xMnO3 is
much less reactive with zirconia than LaMnO3), and also by increasing the TPB
length (by mixing LSM with zirconia) [46, 47]. One strategy for improving cathode
performance is to grade its composition so that the transition from the solid
electrolyte to the electrodematerial occurs over several compositional steps. Cathodes
of this type are usually described as functionally graded [48, 49].
For IT SOFCs, perovskite oxides (La,Sr)(Co,Fe)O3�d have attracted particular

attention [50]. Due to chemical reactivity with yttria-stabilized zirconia (YSZ), the
use of a protective interlayer between the cathode and electrolyte is required to
increase the system�s stability during long-term operation [51–53].
Anew family of compounds, formulatedA2MO4þ d, with theK2NiF4 type-structure,

has been recently proposed as cathode materials [54–56]. These compounds exhibit a
relatively highoxygen conductivity, a level of electronic conductivity ofse� 102 S cm�1

at 700 �C, high oxygen exchange coefficients, thermal expansion coefficients (TECs)
that are compatible with commonly used electrolytes such as YSZ, doped ceria and
lanthanum gallates, and chemical compatibility with the SOFC components.
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12.4.2.2 Anode
Within a SEMR, the anodic layer serves both as electrode and as a reaction zone for
the desired selective oxidation [57]. The electrode designhas a critical effect on reactor
performance. Ideally, the electrode must possess both high ionic and electronic
conductivity and good catalytic properties for the desired reaction, avoiding side
reaction such as carbon deposition that will block the anode function. Despite the
main requirements that an anodemust satisfy having been reviewed recently [58], the
ideal material is difficult to find, and a variety of electrode configurations has been
proposed (Figure 12.10):

. A porous mixed ionic-electronic layer may be deposited on the solid electrolyte
surface (Figure 12.10a). However, it is generally difficult to find a material which
exhibits a high catalytic activity in combination with sufficient stability.

. A composite electrode, in which the electronic conductor (typically a metal) is mixed
with an ionic conductor. A well-known example is the conventional Ni–YSZ
composite electrode used as anode of SOFCs (Figure 12.10b). The composition
of the anode, the particle sizes of the powders, and the manufacturing method are
key to providing good adhesion of the electrode with the electrolyte, to bring its
thermal coefficient closer to that of the electrolyte, to prevent sintering of the nickel
particles, and to obtain a high electrical conductivity and a high activity for
reforming and electrochemical reactions.

. A bilayer electrode in which an electronic conductor is placed between the electrolyte
and the porous catalytic material. Such a configuration can be used in the case of a
low electrical conductivity of the catalyst: as an example, the controlled partial
oxidation of hydrocarbons has been recentlymodeled (Figure 12.10c) [59]. Another
example concerns the decomposition of the global reaction in two independent
steps: such an electrode design was developed for the partial oxidation of iso-
octane [60], or for the internal reforming ofmethane in SOFCswithout water vapor
excess [61, 62] (Figure 12.10d). The methane is reformed on the porous catalyst,
which is insensitive for methane cracking; the hydrogen produced diffuses
through the catalyst layer and is oxidized on the Ni–YSZ anode, which also serves
as the current collector.

12.5
Cell Designs

In most cases, the cells are either in the form of tubes (open or closed-ended) or flat
plates. Although the cells based on flat plates are more compact, the stacks require
high-temperature seals, they aremore sensitive to thermal stress and thermal cycling,
and they are more difficult to pressurize. The tubular designs are more robust, allow
the use of room-temperature seals, and exhibit a good thermal cycling capability.
Two concepts for cell design have been developed: for an electrolyte thickness

>150 mm, the membrane is self-supporting (see Figure 12.8), whereas for lower
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Figure 12.10 Various configurations of anodes. MIEC¼mixed
ionic electronic conductor; Cermet¼ ceramic–metal mixture.
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thicknesses the electrolyte membrane is deposited onto a porous electrode, which
may be either the anode or cathode of the cell. Typically, the cathode is selected as a
supporting layer in the tubular design, whereas the anode, the electrolyte and,more
recently, the interconnect, is the more common choice for the planar design.
Large-scalemanufacturing techniques are used to produce each of the layers; these

include tape casting, extrusion, slip casting, calendaring, pressing, and screen-
printing [82]. Thin-film deposition technologies are also used, including physical
processes such as sputtering or vacuum evaporation, low-pressure metall-organic
chemical vapor deposition (MO-CVD), plasma-enhanced CVD, pulsed laser deposi-
tion, magnetron sputtering and electrochemical vapor deposition (EVD) or wet
chemistry, namely sol–gel, electrostatic spray deposition (ESD) or ultrasonic spray
pyrolysis of sols (pyrosol methods). At present, the main challenge relates to the
development of low-cost, high-deposition rate methods.

12.6
Examples of Applications

Despite the growing interest in SEMRs during the past 25 years, there is at present
no industrial application of these reactors, except in the case of potentiometric
sensors. Examples of the application ofmembrane reactors operating under closed-
circuit conditions are briefly described in the following sections, with special
emphasis on the laboratory set-ups used for materials studies and on membrane
reactors presently in the pre-commercial phase, such as SOFCs or oxygen
generators.

Figure 12.10 (Continued )
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12.6.1
Oxygen and Hydrogen Pumping, Water Vapor Electrolysis

Recently, dense ceramic oxides have attracted great interest as potentially economical,
clean, and efficient means of producing oxygen by its separation from air or other
oxygen-containing gasmixtures. The envisioned applications range from small-scale
oxygen pumps for medical and aerospace applications [63] to large-scale usage in
combustion processes, for example, coal gasification.
In addition to SOFCs, both planar and tubular designs of cell are currently being

developed for electrochemical oxygen separation and compression [6, 64–68].
Tubular designs enable a higher-pressure oxygen production compared to the planar
geometry, but with a lower membrane area to device volume ratio. An advantage of
this is an ability to deliver high-purity oxygen at elevated pressures, thus eliminating
the need for compressors [69, 70].
The SEOS [71, 72] process employs an electrochemical stack fabricated from high-

temperature solid electrolytes to produce high-purity oxygen at elevated pressure
from a feed stream of ambient-pressure air (Figure 12.11). Whilst the early SEOS
systems used YSZ as a solid electrolyte, at present a doped-ceria, operating at
temperatures in excess of 600 �C, is preferred. The electrodes used are doped-
strontium lanthanum manganite or cobaltite, and each electrochemical cell is in
contact with a dense interconnect made from an electronically conductive perovskite
material, with a glass ceramic being used as the seal material. When these cells were
tested over periods ofmore than 20 000 h, relatively low degradation rates of less than
0.5% per 1000 h were encountered.
With proton-conducting electrolytes, a variety of pumping devices has been

proposed, including electrochemical hydrogen separation fromvarious gasmixtures,
and the extraction of hydrogen atoms fromhydrogen compounds such aswater vapor
and hydrogen sulfide. Figure 12.12 shows the Faraday law test of a hydrogen pump
involving a ceratemembrane [73].Here, it has been shown that the pumping capacity
was improved noticeably by adding a small percentage of water vapor.
Investigations have also been conducted with steam electrolysers. The advantage of

these is that pure hydrogen gas, without water vapor, can be obtained – in contrast to
those electrolysers which use an oxide-ion conductor.

12.6.2
Pump–Sensor Devices

These devices arewidely used for the control andmonitoring of oxygen content in gas
mixtures or liquid metals. Usually, the electrochemical pump and oxygen sensor are
based on YSZ tubes with platinum electrodes.

12.6.2.1 Open System: Oxygen Monitoring in a Flowing Gas
The gas circuit is shown schematically in Figure 12.13a. Nominally pure gases (Ar,
N2, He, etc.) are generally used. According to Faraday�s law, the oxygenmole fraction
X in the flowing gas obeys the following equation:
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X ¼ X � þ 0:209 I=D ð12:13Þ
whereX � is the oxygenmole fraction in the gas supplied to the pump,D is the gasflow
rate measured in l h�1 under Normal Temperature and Pressure (NTP) conditions,
and I is measured in A. The Faraday�s law test is based on a verification of the
theoretical Equation 12.13. The oxygen mole fraction is determined by the oxygen

Figure 12.11 (a) Geometries and functions of the different layers
in a planar electrochemical oxygen generator; (b) SEOS–oxygen
generator multiple planar cell stack (for details, see the text).
Further details are available in Refs. [67, 71].

12.6 Examples of Applications j415



sensor (Nernst equation) for various current intensities I passing through the pump.
As shown in Figure 12.13b, the oxygenmole fraction can be controlled in the 10�7 to
1mole fraction range [74]. Such a device was also developed to monitor small
variations in the oxygen molar fraction in air [75] (the oxygen fraction can be
controlled within the range �300ml l�1 of oxygen around the normal background,
with an error of less than 4ml l�1).
The same device can be used for monitoring the composition of CO2–CO and

Ar–H2O–H2mixtures [76, 77]. In that case, pure (H2, CO2) or premixed gases, such as
Ar–5% H2 are used. According to Faraday�s law, the equilibrium oxygen pressure
versus the current intensity passing through the pump will obey the following
equations:

. CO–CO2 mixture

PO2 ¼ 2:392
D
I
�1

� �2

exp 21:05� 68150
T

� �
ðin barÞ ð12:14Þ

Ar–H2–H2O mixture

PO2 ¼ 2:392 q
D
I
�1

� ��2

exp 13:278� 59571
T

� �
ðin barÞ ð12:15Þ

where q is the hydrogen mole fraction in the feed gas (see Figure 12.14).
The association of an electrochemical oxygen pump and an oxygen sensor allows

the monitoring of oxygen partial pressure in a flowing gas in the range from 1 bar to
10�25 bar, with an accuracy of 2%.

Figure 12.12 Hydrogen pumping using proton-conducting ceramics.
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12.6.2.2 Closed Systems
The zirconia-based pump–sensor device can be used for controlling the oxygen
partial pressure in closed systems; typical applications include the oxygen perme-
ation flux measurements, oxygen monitoring in molten metals, and coulometric
titration.
Figure 12.15 shows a schematized set-up devoted to determining the permeation

flux through mixed ionic-electronic oxides [78, 79] under various partial pressure
gradients (feed oxygen pressure: 0.2 bar). For a given oxygen pressure within the
chamber (controlled by the sensor EMF), the permeation flux density jO2 is deter-
mined by the current passing through the oxygen pump:

jO2 ¼
I

ð4 F SÞ ð12:16Þ

where S is the membrane surface area.
The schematic drawing of the set-up developed for the oxygen activity control in a

lead bath is shown in Figure 12.15b [80]. Here, two closed-end tubes were used, with

Figure 12.13 (a) The gas circuit. C¼ gas container,
F¼ flowmeter, EP¼ electrochemical pump, OS¼ oxygen sensor;
(b) Faraday�s law test (Tsensor¼ 900 �C, X�: 9.1� 10�7,
D¼ 11.1 l h�1, experimental slope: 1.96� 10�2 A�1, theoretical
slope: 1.88� 10�2 A�1).
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air flowing inside the tubes (reference atmospheres). With this set-up, the oxygen
activity can be controlled from10�10 up to the oxygen solubility limit, according to the
theoretical Faraday�s law (Figure 12.16):

DnO ¼ Q
2 F

ð12:17Þ

where DnO is the oxygen mole number variation and Q is the quantity of electricity
passing through the oxygen pump.

12.6.2.3 Amperometric and Coulometric Sensors
Amperometric sensors are based on the electrochemical reduction of oxygen, and are
governed by the diffusion of the electroactive species through a barrier– that is, holes
or porous layers [81, 82]. The coulometric sensors are based on a similar concept, and
were developed for closed-chamber systems. Although very few amperometric and
coulometric sensors have been studied to date, some relevant examples are summa-
rized in Chapter 13.

12.6.3
HT- and IT-SOFC

In recent years, although SOFC technology has demonstrated a higher energy
efficiency than conventional technologies, the costs of current SOFC systems remain
prohibitive for widespread commercialization. As illustrated in Figure 12.17, the
most common materials for the HT SOFCs are YSZ electrolytes, strontium-doped

Figure 12.14 Variation of the equilibrium oxygen pressure as a
function of the current passing trough the pump. (a) Reduction of
flowing carbon dioxide for two temperatures of the sensor;
(b) Oxidation of Ar–H2 (5%) mixture and pure hydrogen. The full
lines are the theoretical curves, according to Equations 12.13
and 12.14.
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lanthanum manganite (LSM) for the cathode, Ni–YSZ cermets for the anode, and
doped lanthanum chromite (LC) for the interconnects. The cells operate at
900–1000 �C under either atmospheric or pressurized conditions. As a number of
reviews are available on ceramic fuel cells [83–91], only the current status of the
technology will be outlined at this point.
At present, the need to reach power densities of several hundred mWcm–2 to

satisfy economical requirements implies high-temperature (800–1000 �C) operations

Figure 12.15 (a) Schematic drawing of the electrochemical cell for
oxygen permeation measurement; (b) Schematic drawing of the
set-up developed for the oxygen activity control in a lead bath.
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with state-of-the-art SOFCs. In order to be commercially competitive, however, the
cost of both the materials and fabrication must be dramatically reduced.
One effective method of cost reduction would be to reduce the operating tempera-

ture, and in this respect four types of stack have been developed. These include: (i) a
tubular design,with the tubes closed at one end (Westinghouse prototypes) or opened
at both ends; (ii) a planar technology; (iii) a segmented series arrangement of
individual cells (Rolls-Royce); and (iv) a monolith concept (Argonne National
Laboratory).
The main advantages of the tubular design are good thermal cycles resistance and

no requirement for high-temperature seals. In contrast, the planar geometry provides
a higher volumetric power density.

Figure 12.16 Oxygen variation in the lead bath as a function of the
quantity of electricity Q passing through the pump at 527 �C.

Figure 12.17 The planar SOFC design.
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In recent years, SOFC technology has been developed over a broad spectrum of
power generation applications, with systems ranging from portable devices (e.g.,
500W battery charger) to small power systems (e.g., 5 kW residential power or
automobile auxiliary power units), and to distributed generation power plants (e.g.,
100–500 kW systems). SOFCs can also be integrated with a gas turbine to form large
(several hundred kW to multi-MW) pressurized hybrid systems [87].
The most commonly used fuel – especially for stationary applications – is natural

gas, although a variety of fuels have also been tested, such aswaste biogas, landfill gas,
or the products of coal gasification (after the removal of any sulfur-containing
impurities that might poison the anode materials).
The Siemens-Westinghouse tubular cell (Figure 12.18a) is supported on a porous

LSM tube, which is closed at one end; the electrolyte (YSZ), the interconnect (La(Ca)
CrO3) and the anode layers (Ni–YSZ cermet) are deposited by EVD, plasma, and
liquid-spraying technologies, respectively, The tubes are 2.2 cm in diameter, andhave
an active length of 150 cm [92]. Air is introduced through a ceramic injector tube
positioned inside the cell. Typically, 50–90% of the fuel is utilized, with part of the
depleted fuel being recirculated in the fuel stream and the remainder being
combusted to preheat the incoming air and/or fuel. The temperature of the exhaust

Figure 12.18 Example of SOFC geometries. (a) Tubular geometry
of the Siemens-Westinghouse system; (b) Planar structure of the
Sulzer-Hexis SOFC (for details, see the text).
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gas from the fuel cell is 600–900 �C, depending on the operating conditions. The
tubular SOFCs are able to withstand thermal cycles over more than 100 occasions,
from room temperature to 1000 �C. An alternative geometry cell has been investi-
gated, which utilizes flattened tubes with incorporated ribs in the air electrode (HPD-
SOFC). Since 1984, a variety of prototypes have been built and tested, with outputs
ranging from a few kWup to 250 kW (a 200 kWpressurized SOFC stackwith a 50 kW
microturbine generator). As an example, a 100 kW SOFC stack (100 kW AC þ �85
kWof hot water) which included 1152 tubes has been in operation for over 20 000 h,
with an electrical efficiency of 43%.
IntheSulzer-Hexisprototype(shownschematically inFigure12.18b),whichrunson

natural gas, the key component is the ceramic/metal hybrid stack with circular planar
elements. The inner round aperture (2.2 cmdiameter) is used as a channel for the fuel
supply, while the metallic interconnect ensures an electrical contact between the
individual segments of the stack, and also distributes the gases onto the surface of
theelectrodes.Thefuelpoursradiallyoutofthechannelat theanodeendofthecell tothe
outside.Simultaneously, preheatedair is fed fromtheoutside to the interiorof thestack
through four channels, and then redirected soas toflowradiallyover thecathodeendof
thecell to the outside.The fuel,which isnot convertedon theanode, is burnedoff at the
edge of the stack. This fuel cell has been developed to supply, simultaneously, an
electrical power of 1 kW and a thermal capacity of approximately 2.5 kW.
At present, a great deal of research is being devoted to the development of

intermediate-temperature protonic ceramic fuel cells (IT-PCFCs), which can simul-
taneously produce value-added chemicals and electrical power [93, 94]. As shown
schematically in Figure 12.19, proton conduction implies that water vapor is
produced at the cathode, where it is swept away by air (in contrast to the SOFC,
where it dilutes the fuel). Consequently, with a purely protonic electrolyte and

Figure 12.19 Electrochemical reactions in fuels cells based on an
oxide-ion electrolyte (case 1) and on a protonic conductor (case 2).
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hydrogen as fuel, the system could be operated �dead-ended� bymaintaining the fuel
pressure to compensate for hydrogen flux as ions through the electrolyte, allowing
100% fuel utilization. Unfortunately, one problem encountered when using oxygen
ionic conductors is that the fuel cannot be fully depleted in the anode reaction due to
water vapor formation.
One essential future development for these proton conductors will be to enhance

their conductivity. The problem is, that most investigators in this area have used
noble metal electrodes, and the performance achieved – even taking into account the
lower operating temperature – cannot compete with that obtained with more
conventional electrolytes.

12.6.4
Catalytic Membrane Reactors

Today, the majority of research investigations into CMRs are being conducted by
many institutions, in addition to oil and chemical and utilities companies [5]. The use
of mixed ionic–electronic membrane reactors for the partial oxidation of natural gas
is undergoing active development by a number of consortia based around Air
Products and Chemicals (USA), Praxair (USA), and/or Air Liquide (France). At
present, the development of CMRs involving a pure ion-conducting electrolyte is
restricted to a few reports of conceptual systems [12, 95].
Aproton-conducting CMR can be used as a chemical reactor for the hydrogenation

or dehydrogenation of organic compounds (e.g., the dehydrogenation of ethane to
produce ethylene) [96]. The use of proton conductors brings advantages for the
selective conversion of hydrocarbons because: (i) no carbon oxides are generated in
the anode chamber, as the proton-conducting electrolyte permits only the transfer of
protons, and no oxygen is available for further reactions of the dehydrogenation
product; and (ii) as in PCFCs, proton conduction implies that water vapor is produced
at the cathode, where it is swept away by air, rather that at the anode where it dilutes
the hydrocarbon. Themain problems to be solved arefirst, to improve the yield of the
product desired, and second to decrease the electric loss of electrochemical reactors.
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13
Electrochemical Sensors: Fundamentals, Key Materials,
and Applications
Jeffrey W. Fergus

Abstract

Solid electrolytes are well suited for use in chemical sensors for high-temperature
applications. The first such sensors followed from the use of solid electrolytes for
thermodynamic measurements, and are based on galvanic cells, for which the open
circuit voltage is related to the concentration of themobile ionic species, or to another
target species through equilibration at the electrode surface. However, sensors can
also be based on nonequilibrium, but steady-state, potentials established between
electrochemical reactions at the electrode. Another approach is to use the current
passing through the electrolyte, rather than the voltage across the electrolyte, as the
sensor signal. In this chapter we first describe the different methods for using solid
electrolytes in chemical sensors, and then discuss some of the materials challenges
and example applications.

13.1
Introduction

More than 50 years ago, Kiukkola and Wagner [1] demonstrated that solid electrolytes
couldbeusedingalvaniccellstomeasurethethermodynamicpropertiesofoxides.Those
pioneeringstudiessubsequently ledtothemorepractical applicationofsolidelectrolytes
inchemical sensors.The ionic conduction in solid electrolytes is thermally activated and
thus its rate increases with increasing temperature; consequently, solid electrolytes are
well suited for high-temperature applications. On the other hand, such temperature
dependencealsomeansthatsensorsbasedonsolidelectrolytescanrespondsluggishlyor
may be inoperable at low temperatures. However, one of the advantages of solid-state
devices, such as those based on solid electrolytes, is that they can beminiaturized [2, 3].
Decreasingthedevicedimensionsreducesdiffusionlengths,whichinturndecreasesthe
response time and thus also the minimum operating temperature.
Ionic conducting solids can be used in a variety of different types of sensor [4–12].

Solidsforwhichtheionicconductivity ismuchlargerthantheelectronicconductivitycan
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be used as the solid electrolyte in galvanic cells, as mentioned above. However, those
solids which have significant ionic and electronic conductivity (referred to as mixed
conductors) can also be used in chemical sensors. In mixed conductors, the interaction
between the ionic andelectronicdefects leads to anatmosphere-dependent (e.g., oxygen
partial pressure-dependent for a mixed-conducting oxide) electrical resistance, which
can be used as a sensor signal. The focus of this chapter, however, is on sensors that use
pure ion conductors as electrolytes rather than thosebased onmixed-conducting solids.
Following a description of the different ways in which solid electrolytes can be used in
chemicalsensors,somematerialschallengesandexampleapplicationswillbediscussed.

13.2
Operation Principles

Inchemicalsensors,solidelectrolytesfunctionastransducersbyprovidingarelationship
betweenchemical species andelectrons, so that anelectrical signal corresponding to the
concentration of a particular chemical species is produced. This signal can be either a
voltage or current, dependingon the configuration inwhich the solid electrolyte isused.

13.2.1
Voltage-Based Sensors

Sensors for which the output is an open-circuit voltage are referred to as potentio-
metric sensors, and can be used for a wide variety of species [13–18]. The measured
voltage can be established by a thermodynamic equilibrium or by a nonequilibrium
steady state between electrochemical reactions at the electrode.

13.2.1.1 Potentiometric Sensors: Equilibrium
Themost direct use of a solid electrolyte is tomeasure the activity or concentration of
the ion that is mobile in the electrolyte. For example, for a galvanic cell with a sodium
ion-conducting electrolyte, the cell voltage (E ) is given by

E ¼ RT
F

ln
½Naþ �S
½Naþ �R

 !
ð13:1Þ

where R is the gas constant, T is absolute temperature, F is Faraday�s constant, and
[Naþ ]S and [Naþ ]R are the sodium ion concentrations at the sensing and reference
electrodes, respectively. If sodium metal is present at the electrode, the sodium ion
activity will be determined by

Naþ þ e� ¼ Na ð13:2Þ
so the cell voltage becomes

E ¼ RT
F

ln
aSNa
aRNa

� �
ð13:3Þ

and the sodium activity can be measured as shown schematically in Figure 13.1a.
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If the electrolyte is an oxide, the Na2O in the electrolyte, typically in a compound or
solid solution, can equilibrate with oxygen according to:

2Naþ þ 1
2
O2 þ 2e� ¼ Na2O ð13:4Þ

so the sodium ion concentration – and thus the cell voltage – is related to the oxygen
partial pressure. As shown in Figure 13.1b, the Na2O need not be a separate phase,
but its activitymust remain constant for the relationship between sodium ion activity
and oxygen partial pressure – and thus the cell voltage – to be stable.
If the species to bemeasured is not present in the electrolyte, an auxiliary electrode

can be added and can provide a relationship between the target species and the ion
that is mobile in the electrolyte. For example, Figure 13.1c shows that Na2SO4 can
equilibrate with SO2 according to

2Naþ þSO2 þO2 þ 2e� ¼ Na2SO4: ð13:5Þ
Hence, the sodium activity – and thus the cell potential – is related to the SO2 partial
pressure. The auxiliary electrodemust be in contact with both the electrolyte (with the
mobile sodium ions) and themetal electrode (tomeasure the electrical signal), aswell
as the gas; consequently, porous electrodes are typically used to provide a large
three-phase-boundary area. It is also possible to mix the auxiliary electrode with
the electrode either only near the surface (where it is needed) or throughout the
electrolyte (which is sometimes easier to fabricate); this is referred to as a composite
electrolyte.
Sensorsmay also usemultiple electrolytes (referred to as electrolyte chains), and two

examples of these are shown in Figure 13.1d and e. In both examples, a Na2SO4

auxiliary electrode is used with a sodium ion conductor so that the sensing electrode
reaction is given by Equation (13.5). The difference between the two cases is that, in
Figure 13.1d, the sodium ion conductor is used with another cation (strontium)
conductor, whereas in Figure 13.1e the sodium ion conductor is used with an anion
(oxygen) conductor. In both cases, an equilibrium reaction is required to relate the
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Figure 13.1 (Continued)
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two species in the two different electrolytes. In Figure 13.1d, the exchange reaction
between the two oxides:

2Naþ þSrO ¼ Sr2þ þNa2O ð13:6Þ
can relate the activities of the two mobile cation species. In Figure 13.1e, the oxygen
ion activity is related to the sodium ion activity by a reaction similar to that in
Equation (13.4), except that oxygen ions, rather than oxygen gas, equilibrate accord-
ing to the following reaction:

2Naþ þO2� ¼ Na2O: ð13:7Þ
The equilibration between the two electrolytes can sometimes require an additional
phase, some specific examples of which will be discussed later in the chapter. One
advantage of using an electrolyte chain is that the reference electrode reaction need not
be the same as the sensing electrode reaction, which in turn expands the choice of
potential reference electrodes. In addition, the electrolyte that provides the best perfor-
mancemaynotbecommerciallyavailableoreasytofabricate.Insuchcases,acommonly
available, easily fabricated or low-cost electrolyte can be used for the primary structure,
and a coating of the better-performing electrolyte applied to the surface.
Various combinations of electrolytes and auxiliary electrodes enable the measure-

ment of a wide variety of species. However, as the auxiliary electrodes must be stable
in the target atmosphere, there are thermodynamic limits to their use [19]. In cases
where stable auxiliary electrodes are not available, electrolytes can be used tomeasure
either steady-state or nonequilibrium potentials.

13.2.1.2 Potentiometric: Nonequilibrium
The nonequilibrium potentials measured in solid-electrolyte cells are established by
electrochemical reactions, just as for equilibrium-based sensors. For example, in an
environment containing CO and O2, the CO could be oxidized chemically according
to the following reaction:

COþ 1
2
O2 ¼ CO2: ð13:8Þ

However, on an oxygen ion conduction electrolyte surface, the oxidation of CO can
occur electrochemically by

COþO2� ¼ CO2 þ 2e�; ð13:9Þ
but only if the electrons produced by this oxidation reaction are used in a reduction
reaction such as

1
2
O2 þ 2e� ¼ O2�: ð13:10Þ

Here, the sum of these two electrochemical reactions is the chemical reaction in
Equation (13.8). Before reaching equilibrium, these two reactions will reach a
steady state in which all electrons produced by Equation (13.9) are consumed by
Equation (13.10). This process is shown schematically in Figure 13.2a, in which the
lines represent the electrical currents associated with an anodic overpotential for the
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Figure 13.2 Mixed potential sensor mechanism. (a) Mixed
potential at Pt electrode; (b) Mixed potentials at Pt and Au
electrodes; (c) Mixed potentials at Pt and Au electrodes at lower
CO partial pressure; (d) Mixed potentials at Pt and Au electrodes
under concentration polarization.
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oxidation of CO (Equation 13.9) and a cathodic overpotential for the reduction of
oxygen (Equation 13.10). The intersection of these two lines represents the mixed
potential, Em (Pt), established by the two reactions. At this voltage the anodic current
from the oxidation reaction (Equation 13.9) is exactly equal to the cathodic current

½O2 + 2e- O2-

CO + O2- CO2 + 2e-

PtRed

AuRed

PtOxI

AuOxI

Em(Pt)I

Em(Au)I

Em(Au)II

Em(Pt)II

AuOxII

PtOxII

Em)I

Em)II

E
le

c
tr

o
d

e
 P

o
te

n
ti
a

l

Log Current

(c)

CO + O2- CO2 + 2e-

PtRed

AuRed

Em(Au)

Em(Pt)

AuOx

PtOx

Em)

E
le

c
tr

o
d

e
 P

o
te

n
ti
a
l

Log Current

½O2 + 2e- O2-

(d)

Figure 13.2 (Continued)

13.2 Operation Principles j433



from the reduction reaction (Equation 13.10), so the net current is zero and, and thus
the sensor output is an open-circuit voltage.
This mixed potential can be applied to a chemical sensor by using electrodes from

two different materials with different polarization characteristics [20–23]. In
Figure 13.2b, a second set of polarization curves are added (i.e., for Au) to demon-
strate that the difference in polarization behavior leads to the establishment of a
different mixed potential, Em (Au). The sensor response is based on the difference
between these two mixed potentials, DEm (Au). The effect of CO composition on this
mixed potential, as illustrated in Figure 13.2c, is due to a shift in the CO polarization
curves, which leads to a change in the twomixed potentials, and thus a change in the
difference between the two mixed potentials.
These examples are based on both electrodes operating in the activation polariza-

tion regime, inwhich the logarithmof the current is proportional to the overpotential.
However, there are situations – particularly at low concentrations – in which the
electrochemical reaction is limited bymass transport to the electrode surface. This is
referred to as concentration polarization, and is illustrated in Figure 13.2d. In this case,
above a critical overpotential the current becomes constant, which appears as a
vertical line in the plot. A newmixed potential is established at the intersection of this
vertical line and the cathode polarization for the oxygen reduction. This potential
depends on the gas concentration, and thus can be used for the chemical sensor
signal.
One of the advantages of mixed potential sensors is that it is possible for both

electrodes to be exposed to the same gas. The elimination of a need to separate the two
electrodes simplifies the sensor design, which in turn reduces fabrication costs.
Although this simpler planar design is often used, the electrodes are sometimes
separated to provide amore stable reference potential. As with equilibrium potentio-
metric sensors, the minimum operating temperature is often limited by electrolyte
conductivity. However, the maximum operation temperatures for nonequilibrium
sensors are typically lower than those of equilibrium sensors, because the electrode
reactions tend towards equilibrium as the temperature increases. This operating
temperature window depends on the electrodematerials, as will be discussed later in
the chapter.

13.2.2
Current-Based Sensors

The flow of electrical current in a circuit with an electrolyte causes ionic transport
between the electrodes, which affects the electrode reaction. The application of a
small perturbation in a potentiometric sensor has been shown to improve the sensor
performance inwhat is referred to as the current reversalmethod [24–26]. An analysis
of the response to such a perturbation can also be used as a diagnostic tool to evaluate
sensor performance during operation [27, 28]. Similarly, the application of a bias
voltage to a potentiometric sensor can be used to affect the performance of the sensor,
such as the relative responses to NO and NO2 gases [29–31]. The response to voltage
or current perturbations can also be used as the sensor signal.
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13.2.2.1 Sensors Based on Impedance Measurements
One current-based approach is referred to as impedancemetric sensing [32]. This is
based on impedance spectroscopy, in which a cyclic voltage is applied to the electrode
and an analysis of the resultant electrical current is used to determine the electrode
impedance. As different processes have different characteristic frequencies, imped-
ance spectroscopy can be used to identify and separate contributions from different
processes, such as electron transfer at the interface from solid-state electronic
conduction. The frequency range of the applied voltage in impedancemetric sensors
is selected so that themeasured impedance is related to the electrode reaction, rather
than to transport in the electrode or electrolyte material. Thus, the response is
different from that in resistance-based sensors, which are related to changes in the
electrical conductivity of a semiconductingmaterial in response to changes in the gas
composition.
The equipment required to analyze the frequency response in impedance spec-

troscopy is sophisticated, and is thus too expensive to be practical for an operating
sensor. In some systems itmay be possible to identify a critical frequency (or a limited
number of frequencies) that provides the desired response, so that simpler circuitry
can be used. However, because of the complicated electronics, impedancemetric
sensors are less common than potentiometric sensors.

13.2.2.2 Amperometric Sensors
Amore common current-based sensor is an amperometric sensor [33], where a solid
electrolyte is separated from the sample gas by a barrier with a small orifice or a
porous barrier. A voltage is applied across the electrolyte, and this induces an ionic
current. As the applied voltage is increased, the current increases until it becomes
limited by the supply of gas through the small orifice or porous barrier. This limiting
current is proportional to the concentration of the gas, and thus can be used as the
sensor signal.
Oxygen ion conductors are used in amperometric sensors for a variety of gas species.

The selectivity is controlled by selecting electrode materials that catalyze particular
reactions; hence, multiple electrodes are required for some multicomponent gas
mixtures. In such cases, the system is designed so that each electrode removes a
particular gas from the gas stream. The particular gas removed by a particular
electrode can also be controlled by the voltage at the electrode, just as in cyclic
voltammetry, which has also been used in solid-electrolyte based sensors [34]. In
addition to providing selectivity, control of the applied voltage can be used to improve
the magnitude of the response [35].
The configuration of an amperometric sensor is compared with those of potentio-

metric and impedancemetric sensors in Figure 13.3. The output of a potentiometric
sensor is an open-circuit voltage (E), so current does not flow through the external
circuit (Figure 13.3a and b). Current (I) flows in both impedancemetric and ampero-
metric sensors, and is used for the sensor signal. In impedancemetric sensors
(Figure 13.3c), a cyclic voltage is applied so that the impedance of the electrode
reaction can be discerned, whereas in amperometric sensors (Figure 13.3d), the
current though the electrolyte is limited by the mass transport of the reactants or

13.2 Operation Principles j435



products through the small orifice. Although amperometric sensors are more
complicated than potentiometric sensors, the sensor output (limiting current) in-
creases linearly with gas concentration, so the complication is justified in some
applications.
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Figure 13.3 Schematic of chemical sensor operations.
(a) Potentiometric: equilibrium; (b) Potentiometric:
nonequilibrium; (c) Impedancemetric; (d) Amperometric.
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13.3
Materials Challenges

The performance of each type of electrochemical sensor described above depends on
the selection of appropriatematerials, for both the electrolyte and electrode. Themost
appropriatematerials used dependnot only on the sensor type, but also on the species
being detected.

13.3.1
Electrolytes

The most widely used solid electrolytes are anion, specifically oxygen ion, conductors.
Most oxygen ion-conducting electrolytes are oxides that form the cubicfluorite structure,
although there are somepromisingelectrolytes that form theperovskite structure [36–38]
(seealsoChapters2and9).Themostcommonlyusedoxygenion-conductingelectrolyte is
zirconia, which is typically stabilized with dopants, such as yttrium, scandium, and
calcium. In addition to stabilizing the cubic crystal structure, the dopants have lower
valences than zirconia, and so increase the concentration of oxygen vacancies, which
in turn increases the ionic conductivity. The conductivity typically reaches amaximum
and then decreases at high dopant levels due to association among ionic point defects,
which decreases their mobility [39]. Although yttria-stabilized zirconia (YSZ) is the
most common oxygen ion-conducting electrolyte, certain new, highly conducting
electrolytes – such as lanthanide aluminosilicate compounds [40] and bismuth-
vanadium-based oxides [41–43] – have recently been reported.
A solid electrolytematerial used in a chemical sensormust have very low electronic

conductivity, because electronic conduction through the electrolyte, depending on
the reversibility of the electrode, can affect the electrode potential. Generally, the ionic
transport number (tion) – which is the ionic conductivity divided by the total
conductivity – should be at least 0.99. Oxygen ion-conducting electrolytes have a
limited range of oxygen partial pressures within which this criterion is satisfied. This
in turn creates challenges for oxygen sensors used at very low oxygen partial
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Apply voltage

Current depends on mass 

transport to electrode
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Figure 13.3 (Continued)
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pressures, where significant n-type electronic conduction can occur, such that
the electrolyte becomes mixed conducting [44, 45]. In addition to increasing the
electronic conduction, the reduction of zirconia can lead to a blackening of
the electrolyte surface in low oxygen partial pressures [46]. As shown in Figure 13.4,
the oxygen partial pressure at which electronic conduction occurs increases with
increasing temperature; consequently, n-type conduction is typically an issue in high-
temperature applications [47, 48]. As mentioned above, although electrochemical
sensors generally require a transport number of at least 0.99, the transition is also
sometimes specified by the oxygen partial pressure at which the ionic an electronic
conduction are equal (tion¼ 0.5). One other cubic fluorite oxide with a high oxygen
ion conductivity is doped cerium oxide, although ceria is less widely used for oxygen
sensors because Ce4þ is easily reduced to Ce3þ , so that electronic conduction occurs
at relatively high oxygen partial pressures [49].
Several fluorides form the cubic fluorite structure (including CaF2 for which it is

named), and are excellent fluoride ion conductors [50] (see Chapter 2). With the
introduction of an oxide phase, either during fabrication or in situ during operation,
fluoride ion conductors can be used as electrolytes in oxygen sensors [51]. One of the
advantages of using fluoride electrolytes is that they tend to remain pure ionic
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conductors at lower oxygen partial pressures than do oxide electrolytes, which can
exhibit significant electronic conduction under such conditions. Some fluoride
electrolytes also have high conductivity, and can be used for sensors that operate
at relatively low temperatures [52–54].
Cation-conducting electrolytes (see Chapter 7) are also used in electrochemical

sensors, one of the most widely used being b alumina [55, 56]. The b alumina
structure consists of relatively densely packed spinel blocks that are separated by less
densely packed planes through which ionic conduction occurs. The most common
example is sodium b alumina, which is a Naþ ion conductor, although the sodium
can be exchangedwith other ions to create electrolytes that conduct other cations [57],
as well as other species, such as NOþ [58] (see also Chapter 8).
Another common sodium ion-conducting electrolyte isNASICON,which is a solid

solution between NaZr2(PO4)3 and Na4Zr2(SiO4)3 (i.e., Na1þ xZr2P3�xSixO12) [59].
The NASICON structure contains tunnels through which ionic conduction occurs.
As in b alumina, the sodium in NASICON can be replaced with other ions [60]. The
conductivity increases with increasing silicon content, and the maximum conduc-
tivity occurs at a composition of about Na3Zr2P1Si2O12 (x � 2) [61, 62]. The
conductivities of some NASICON materials are shown with the ranges of conduc-
tivities for YSZ and b alumina in Figure 13.5 [63–68].
NASICON can also be modified so that it conducts protons (see Ref. [69] and

Chapter 7). However, alkaline-earth cerates and zirconates forming the perovskite
structure are more commonly used as high-temperature proton conductors [70–78].
In general, cerates have a higher proton conductivity, but zirconates are more stable.
As with oxygen ion-conducting electrolytes, proton conduction in these electrolytes
occurs only within a limited range of hydrogen partial pressures. In addition, as they
are oxides, oxygen defects can occur. Figure 13.6 shows the predominant defects in
indium-doped calcium zirconate, which were calculated based on an extrapolation of
conductivity measurements [79]. Hydrogen conduction occurs by interstitials Hi

.

(also expressed as aOH� on aO2� site: OHO
. ), which are stable at high hydrogen and

oxygen partial pressures (upper right-hand corner of Figure 13.6). The hydrogen and
oxygenmust also be in equilibriumwithwater vapor, so the regions at the upper right-
hand corner of the diagram can occur only at high total pressures. At lower hydrogen
partial pressures, p-type electronic conduction occurs by holes (h. ) and, as with the
oxygen ion-conducting electrolytes described above, the tendency for electronic
conduction increases with increasing temperature. In addition, at low oxygen partial
pressures, oxygen vacancies (VO

. . ) are predominant, so calcium zirconate can also
serve as an oxygen ion conductor.
Salts of the target gas species can be used as electrolytes in chemical sensors. For

example, carbonates (e.g., K2CO3 [80] or Li2CO3 [81]), ormixtures of carbonates (e.g.,
Na2CO3-BaCO3 [82, 83]), have been used as electrolytes for CO2 sensors. Similarly,
mixtures of sulfates (e.g., Li2SO4-Ag2SO4 [84–87] or Na2SO4-BaSO4-Ag2SO4 [83])
have been used as electrolytes for SO2 sensors. While these salts provide a direct
measurement of the desired species, their stability is generally inferior to that of other
electrolytes. However, as will be discussed later, these materials are used as auxiliary
electrodes with other electrolytes.

13.3 Materials Challenges j439



-5

-4

-3

-2

-1

0

1

2

3

0.5 1.0 1.5 2.0 2.5 3.0 3.5

L
o

g
 σ

T
 (

S
 K

 c
m

-1
)

100ºC400ºC700ºC1300ºC

Yttria Stabilized 

Zirconia (YSZ) 

[63]

1000/T (K
-1

)

200ºC

Na-β-alumina 

[64,65]

NASICON (x =2)

Na3Zr2PSi2O12 [66,67]

NASICON (x =1)

Na2Zr2P2SiO12 [66]

NASICON (x =0)

single crystal

NaZr2P3O12 [68]

NASICON = Na1-x Zr2P3-x Six O12

Figure 13.5 Conductivity of solid electrolyte materials [63–68].

-40

-35

-30

-25

-20

-15

-10

-5

0

-25 -20 -15 -10 -5 0

L
o

g
 p

O
2
 (

a
tm

)

400
o
C

Log pH2 (atm)

••
OV

•
iH

•h

1200
o
C

1100
o
C

1000
o
C

900
o
C

800
o
C

700
o
C

600
o
C

500
o
C

Figure 13.6 Predominant point defects in indium-doped calcium zirconate, according to Ref. [79].

440j 13 Electrochemical Sensors: Fundamentals, Key Materials, and Applications



As discussed above, the use of multiple electrolytes in electrolyte chains can
improve sensor performance. The outputs of some CO2 and SO2 sensors using both
NASICON and b alumina are shown in Figure 13.7 [88–91]. The auxiliary electrodes
used are given in the figure, but these will be discussed in more detail later. YSZ is
also used with cation-conducting electrolytes, including NASICON (SO2 [92, 93],
NO2 [94], CO2 [95, 96]), sodium aluminosilicate glasses (NO2 [97], CO2 [98–100]), and
the aluminum conductor (Al0.2Zr0.8)10/19Nb(PO4)3) (SO2 [101, 102], NO2 [103–109]).
The outputs of some of these sensors are shown in Figure 13.8 [95, 96, 101].

13.3.2
Electrodes

Although the transduction from chemical information occurs through the electro-
lyte, the electrodes are important for transferring the desired information (i.e., target
species) to measurable information (i.e., the ion that is mobile in the electrolyte).

13.3.2.1 Reference Electrodes
One of the challenges in the development of reliable electrochemical sensors is the
identification of stable reference electrodes, since any drift in the reference potential
will lead to a drift in the sensor output. The reference electrode for an electrochemical
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Figure 13.7 Outputs of CO2 and SO2 sensors with NASICON/b alumina electrolyte chains [88–91].
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gas sensor can be the same as the working electrode, except that a gas of known
composition is passed over the reference electrode. Such a gas-phase electrode
requires two gas supplies that must be separated (Figure 13.9a); this complicates the
sensor design and creates challenges in the development of satisfactory, gas-tight
seals. The sensor design can be simplified by using a solid-state reference electrode,
as shown in Figure 13.9b. For an oxygen sensor, a reference oxygen partial pressure
can be established by a mixture of a metal and metal oxide, such as chromium and
chromium oxide, which determines an oxygen partial pressure according to the
following reaction:

2Crþ 3
2
O2 ¼ Cr2O3: ð13:11Þ

As mentioned above (and shown in Figure 13.9c), when electrolyte chains are used
the electrolyte in contact with the reference electrolyte can be different from that used
for the sensing electrode, which provides flexibility in the design of the reference
electrode material.
A major factor in the selection of a reference electrode is the reference potential

established. If the reference potential is close to the potential at the sensing electrode,
the cell voltage will be small and thus tend to be more stable than a large voltage. For
example, the oxygen partial pressure established by a Pd þ PdO reference electrode
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works well for moderate oxygen partial pressures of approximately 0.1 Pa [110, 111],
while Mo þ MoO2 [112, 113] or other transition metals with oxides (simple or
mixed) [114, 115] are suitable for use at the high temperatures and low oxygen partial
pressures in molten steel.
Reference electrode performance also includes the response kinetics. For example,

the addition of NiO to a Cr þ Cr2O3 reference electrode reduces instabilities during
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heating of oxygen sensors used in molten steel [116]. The addition of a mixed-
conducting oxide, such as (La,Sr)(Co,Fe)O3 [117], can also reduce the electrode
impedance and improve the response time. At lower temperatures, the reaction
kinetics will decrease, which leads to a sluggish response; consequently, low-melting-
temperature metals, such as indium [118, 119], bismuth [119–121], and tin [119] are
used in the reference electrodes.
Reference electrode stability is important to avoid drift in the sensor signal. For

example,while sodiummetalwould, in theory, provide a stable reference potential for
a sodium ion-conducting electrolyte, sodium is very reactive; hence, more stable
sodium-containing compounds, such as NaCl-Na2CO3 [122], Na0.75CoO2 [123], or
Na0.85CoO2 [124] are used. Stability is also a challenge in the development of solid-
state reference electrodes for use with proton-conducting electrolytes. For example,
Ti þ TiH2 is used as a reference electrode in hydrogen sensors for use in molten
aluminum [125]. Humidity may cause degradation of reference electrodes, but
stability can be improved by using mixed oxides, such as La0.6Sr0.4Co0.78Ni0.02-
Fe0.2O3 [126]. The addition ofmixed oxides, such as (La,Sr)MnO3 [127], can be used to
inhibit the sintering of porous electrodes, which also improves stability; the proper-
ties of such perovskites are briefly described in Chapter 9. Similarly, the addition of
alumina can reduce the interaction between nickel and platinum after long operation
times [128]. With sensor miniaturization, smaller amounts of interaction are
significant relative to the component dimensions, and thus can affect the distribution
of electric fields within the sensor, while reference electrode placement can affect
performance [129].

13.3.2.2 Auxiliary Electrodes
An auxiliary electrode provides a link between the target species and the species to
which the electrolyte responds, by equilibrating with both. In some cases, the
electrolyte material can provide this function, so a separate auxiliary phase need
not be added (see Figure 13.1b). One example is the use of Na b alumina as an oxygen
sensor [130–132], where the Na2O in the electrolyte equilibrates between oxygen gas
and sodium ions according to Equation (13.4). One advantage of this approach is that
b alumina remains a pure ionic conductor to very low oxygen partial pressures. A
similar approach has been used with the fluoride ion-conducting electrolytes
MgF2 [133] and LaF3 [134] in sensors for measuring the concentrations of magne-
sium and lanthanum, respectively, in molten aluminum.
An additional electrolyte can also provide the auxiliary electrode function. For

example, Na2CO3 can be used with Na b alumina [135–137], NASICON [138–146], or
a sodium aluminosilicate glass [147] as the electrolyte for a CO2 sensor, in which case
the Na2CO3 equilibrates with CO2 in the gas and Naþ in the electrolyte according to
the following reaction:

2Naþ þCO2 þ 1
2
O2 þ 2e� ¼ Na2CO3: ð13:12Þ

The electrode performance can be improved by using a mixed carbonate as the
auxiliary electrode. As long as the auxiliary electrode contains Na2CO3, the electrode
reaction will be the same, even though the activity of Na2CO3 may be less than one.
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Na2CO3 is most commonly mixed with BaCO3 [90, 91, 140, 141, 148–158], but
Na2CO3-SrCO3 [159] and Na2CO3-CaCO3 [160] have also been used as auxiliary
electrodes. When used with a sodium ion-conducting electrolyte, the alkaline-earth
carbonate is not involved in the electrode reaction. However, SrCO3 has been used as
the functional auxiliary electrode material with a Sr b alumina electrolyte [161].
The outputs of some sensors with NASICON electrolytes and Li2CO3 or Li2CO3-

containing auxiliary [148, 150, 151, 162] electrodes are shown in Figure 13.10. As the
auxiliary electrode does not contain sodium, these Li-based electrodes rely on the
in situ formation of Na2CO3 during operation. The slopes of the outputs of all
these sensors are similar to that of a sensor using a Li2CO3-MgO electrolyte [81]. The
differences in the absolutemagnitudes of the sensor responses are due to differences
in the reference electrode used, which adds (or subtracts) a constant voltage,
depending on the particular electrode reaction.
Lithiumcarbonate canbeusedmoredirectly as theauxiliary electrodewith a lithium

ion conductor, since the in situ formation of another carbonate phase is not required.
Lithium ion conductors used with Li2CO3 include LISICON [163] and other Li3PO4-
based electrolytes [164–173]. As with sodium ion conductors, Li2CO3-containing
carbonates are used with lithium ion conductors [174, 175]. The outputs of some
examples of these lithium ion-conducting electrolyte-based sensors are shown in
Figure 13.11 [163, 172–174].
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The sensor output depends on the composition of the mixed carbonate auxiliary
electrode. The outputs of CO2 sensors with NASICON electrolytes and Li2CO3-
BaCO3 [151] or Li2CO3-CaCO3 [162] auxiliary electrolytes are shown in Figure 13.12.
There are shifts in the curves with changing electrode composition but, more
importantly, the slopes –which represent the sensitivities – also change. Figure 13.13
shows that the addition of BaCO3 to Li2CO3 [151, 176] or CaCO3 to Na2CO3 [160]
increases the sensitivity, with maximum sensitivity occurring when the amount of
the alkaline earth carbonate is about twice that of the alkali carbonate.
Sensors for SO2have beendeveloped following an approach similar to that used for

CO2 sensors. The equilibrium between a sulfate (e.g., Ag2SO4) and SO3 gas estab-
lishes a cation activity (e.g., Agþ ) according to the following reaction:

2Agþ þ SO3 þ 1
2
O2 þ 2e� ¼ Ag2SO4: ð13:13Þ

If excess oxygen is present, the SO2 will be oxidized according to

SO2 þ 1
2
O2 ¼ SO3 ð13:14Þ

and the SO3 partial pressure (PSO3) is related to the SO2 partial pressure (PSO2)
according to [85]:

PSO3 ¼ PSO2

1þ 1

K � ðpO2Þ12

 ! : ð13:15Þ
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Hence, a cation-conducting solid electrolyte can be used for a SO2 sensor.
Figure 13.14 shows that the output of a sensor with an Ag b00 alumina electrolyte
[177, 178] and an Ag2SO4 electrode generates a response that is similar to those of
sensors using Li2SO4-Ag2SO4 electrolytes [86, 87].
In a similar way, Na2SO4 has been used as an auxiliary electrode with sodium ion

conductors (Na b alumina [179] or NASICON [180]). As with carbonates for CO2

sensors, mixed sulfates (e.g., Na2SO4-BaSO4 [181]) can be used for the auxiliary
electrode. At low oxygen partial pressures, sulfur may be present as H2S, rather than
as SOx, in which case sulfides can be used as auxiliary electrodes. For example, CaS
has been used with a CaF2 electrolyte for measuring H2S gas concentrations [182].
Similar sensors have also been developed for measuring NOx gases. While NO

sensors have been developed using NOþ -conducting electrolytes, including NOþ -
exchanged b alumina [183, 184] and Ga11O17 [185] (which forms the same crystal
structure as b alumina), NO2 sensors generally require a nitrate (typically
NaNO3 [186–188], Ba(NO3)2 [189], or a mixture of the two [83, 94]) as the auxiliary
phase. The outputs of someNO2 sensors are shown in Figure 13.15 [83, 94, 186–189].
Asmentioned above, the auxiliary electrode can formduring sensor operation. The

auxiliary electrode sometimes forms by an exchange reaction, such as when Na2CO3

forms from reaction of Naþ with Li2CO3 [140, 190–192] or Li2CO3-containing
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carbonates (e.g., Li2CO3-BaCO3 [140, 148, 150, 151, 162, 176, 192–200] or Li2CO3-
CaCO3 [150, 162, 192, 200]) when NASICON is used as the electrolyte for a CO2

sensor. Similarly, alkaline-earth (Ca2þ [201, 202] and Mg2þ [203, 204]) conducting
electrolytes have been usedwith aNa2SO4 electrode, which relies on the formation of
the corresponding sulfates (CaSO4 andMgSO4) to provide the sensitivity to SO2. The
outputs of some of these SO2 sensors are shown in Figure 13.16 [201–203].
The carbonate phase can also form from reaction between the cation in the

electrolyte and CO2 from the atmosphere, in which case a carbonate phase need not
be added. For example, a CO2 sensor with a NASICON electrolyte and an indium tin
oxide (ITO) electrode relies on the in situ formation of Na2CO3 during sensor
operation [205]. Similarly, the formation of Li2CO3 allows LiLaGeO4 to be used as
the electrolyte for a CO2 sensor [206].
Carbon dioxide sensors using Li2CO3 [207–210] or Li2CO3-BaCO3 [211] as the

auxiliary electrode with zirconia electrolytes, both magnesia- [207, 208] and yttria-
[209–211] stabilized zirconia, have also been reported. As zirconia does not contain
lithium, an additional phase is required to relate the lithium activity in the carbonate
(which is related to CO2 according to a reaction analogous to Equation 13.12) to the
oxygen ion activity in the zirconia. Although an additional phase is not added during
sensor fabrication, a mixed-oxide phase – specifically Li2ZrO3 – forms, so that the
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lithium ion activity in Li2CO3 establishes an oxygen ion activity in the electrolyte
according to the following reaction:

2Liþ þO2� þZrO2 ¼ Li2ZrO3: ð13:16Þ
During operation, Li2O dissolves in the carbonate electrode and the equilibrium
between lithium and oxygen ions depends on the activity of the dissolved Li2O. Any
consequent changes in the concentration of dissolved Li2O can lead to drifts in the
sensor signal over time [209, 210].
A similar approach has been used in the development of zirconia-based SO2

sensors, in which Li2SO4 or Li2SO4-containing auxiliary electrodes are used with
magnesia-stabilized zirconia (MSZ) electrolytes [212–214]. As with CO2 sensors,
these sensors require the formation of Li2ZrO3 at the interface between the MSZ
electrolyte and the carbonate electrode in order for the sensor to operate. A SO2

sensor with a K2SO4-BaSO4-SiO2 auxiliary electrode and YSZ electrolyte has also
been reported [215]. In this case, the sensor response is attributed to the formation of
a K-Zr-Y-O phase. The outputs of some zirconia-based SO2 sensors are shown in
Figure 13.17 [213–215]. Most of the responses indicate a value of n (number of
electrons from the Nernst equation) of approximately 2, although the response of the
sensor with the K2SO4-BaSO4-SiO2 auxiliary electrode has a lower sensitivity (i.e., a
higher n).
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Zirconia electrolytes have also been used for NOx sensors by using nitrates
(NaNO3 [94] or Ba(NO3)2 [189]) as auxiliary electrodes. As nitrates are typically less
stable than carbonates and sulfates, nonequilibrium-based NOx sensor are more
commonly used (these will be discussed later).
The equilibration between cations and oxygen ions in zirconia-based sensors

suggests that zirconia can be used in the measurement of metal concentrations.
Zirconia sensors for the measurement of aluminum [216, 217], iron [218], or
silicon [219] in molten metals have been developed by using oxides containing the
target metal to relate the metal activity to the oxygen partial pressure (e.g., Al2O3

for Al, Mg2FeO4 for Fe or ZrSiO4 for Si). A similar approach can be used with
fluoride ion-conducting electrolytes, where a fluoride of the target metal is used
as the auxiliary electrode. For example, AlF3 has been used as the auxiliary
electrode with CaF2 for the measurement of the aluminum activity in molten
zinc [220].
Auxiliary electrodes are also required if a cation-conducting electrolyte is used for

measuring ametal which is different from the ion that ismobile in the electrolyte. For
example, the use of Na b alumina for the measurement of antimony in zinc requires
the use of a NaSbO3 auxiliary electrode [221]. Sodium b alumina has also been used
formeasuringmagnesiumand strontiumconcentrations inmolten aluminum [222].
In this case, the auxiliary electrode forms in situ by an exchange reaction between
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sodium in the electrolyte and magnesium or strontium in the alloy, such that the
dissolved MgO or SrO acts as the auxiliary electrode.
A similar approach is used in CO2 gas sensors based on electrolyte chains of YSZ

and cation conductors. Specifically, YSZ has been used with magnesium- [223],
aluminum- [96, 105, 224, 225], or scandium- [225–227] conducting electrolytes and
Li2CO3-containing electrodes. The sensitivity toCO2 is attributed to the dissolution of
lithium in the electrolyte rather than to the formation of a new carbonate phase.
The Nernst equation indicates that the sensitivity of the sensor response

(i.e., voltage/log concentration) should increase with increasing temperatures.
Figure 13.18 shows that this is indeed the case for several CO2 and SO2 sensors
[154, 157, 178, 179, 213, 215]. The expected value of n for both these sensors is 2, and
most of the sensors have values of n which are close to theoretical. In addition,
increasing the operating temperature will also leads to a higher electrolyte conduc-
tivity and more rapid electrode kinetics; hence, equilibrium-based electrochemical
sensors are well suited to high operating temperatures. However, as stable electrode
materials are not always available for equilibrium-based sensors, nonequilibrium
sensors may be used. Nonequilibrium-based sensors generally have a lower maxi-
mum operating temperature because systems tend to approach equilibrium faster as
the temperature increases.
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13.3.2.3 Electrocatalytic Electrodes
As discussed above, nonequilibrium sensors are based on differences in the reaction
kinetics on different electrode materials. The ease of a reaction on the electrode can
be described by the overpotential. For example, the overpotential for the oxidation of
CO on gold is higher than that on platinum, which leads to a difference in the mixed
potential established on the two electrodes [228, 229]. The outputs of mixed potential
CO sensors with gold and platinum electrodes on (Ce,Gd)O2 (CGO) [228–231],
YSZ [232, 233] and b alumina [234, 235] are shown in Figure 13.19. The responses of
sensors in a planar configuration, in which both electrodes are exposed to the same
gas, and those in a tubular configuration, in which the two gases are separated, are
similar.
The mixed potential mechanism was described above, using CO as an example.

However, the mechanism can be applied to any pair of oxidation and reduction
reactions. Thus,mixedpotential sensors have been reported for other reducing gases,
such as hydrocarbons. Figure 13.20 shows that gold and platinum electrodes can be
used to measure the amount of propylene (C3H6) [228, 229, 231, 233, 236–238].
Mixed potential hydrocarbon sensors have also been reported using proton-con-
ducting electrolytes [239–242].
As mentioned above, the poor stability of nitrate compounds leads to the use of

nonequilibrium approaches for the measurement of NOx gas [243, 244]. During the

0

50

100

150

200

250

300

350

400

450

500

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

[213]

[214]

[214]

[214]

[214]

[215]

E
 (

m
V

)

YSZ / BaSO4-K2SO4-SiO2 [215]

(n=4.0)

YSZ / Li2SO4-MgO [214]

(n=1.9)

MSZ / Li2SO4-MgO [214]

(n=1.9)

MSZ / Li2SO4-MgO [214]

(n=2.1)

YSZ / CaSO4-Li2SO4-SiO2 [213]

(n=1.9)

YSZ / CaSO4-Li2SO4-SiO2 [214]

n=2.1

1000 10000100101

650°C

Log [SO2] (ppm)

MSZ = Mg-stabilized zirconia

YSZ = Y-stabilized zirconia

Figure 13.17 Outputs of zirconia-based SO2 sensors based at 650 �C [213–215].
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operation of a mixed potential sensor in NOx [245, 246], NO can be oxidized at the
electrode by

NOþO2� ¼ NO2 þ 2e�; ð13:17Þ
in which case the sensor would operate as described above for CO. However, at high
NO2 concentrations, the reverse reaction can occur:

NO2 þ 2e� ¼ NOþO2� ð13:18Þ
which would need to be balanced by an oxidation reaction, such as

O2� ¼ 1
2
O2 þ 2e�; ð13:19Þ

so that the responses to NO and NO2 are opposite in sign.
The rate of dissociation of NOx is different on different metals [247–249], so metal

electrodes have been used for NOx sensors using a variety of electrolytes, including
oxygen ion conductors (e.g., YSZ [250] and scandia-stabilized zirconia (ScSZ) [251]),
sodium ion conductors (e.g., b alumina [252] and NASICON [94]) and proton
conductors (e.g., indium-doped Sn2P2O7 [253]).
Although, metal electrodes provide a mixed potential response to reducing gases,

the response canbe improvedbyusing semiconductingoxide electrodes. For example,
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WO3 has been used as an electrode for CO sensors [254–260]. Figure 13.21 [254–258]
shows that the outputs of CO sensors with YSZ electrolytes and WO3 electrodes
decrease with increasing temperature, which, as discussed earlier, is a general
tendency for nonequilibrium sensors. Tungsten oxide has also been used as an
electrode for NOx sensors [246, 254–259, 261–263], some examples of which are
shown in Figure 13.22 [254–259, 262, 263].
Nickel oxidehas also been used as the electrodematerial forNOx sensors [264–274].

One of the advantages of NiO electrodes is the improved sensor response at
high temperatures. Figure 13.23 shows the sensitivities of NOx sensors with
WO3 [254–259, 262] or NiO [264–269] electrodes. As shown above for CO sensors,
the responses of sensors with WO3 electrodes decrease as the temperature is
increased above 600 �C. The responses of sensors with NiO electrodes, however,
remain high up to operating temperatures of 900 �C. The response of NiO electrodes
can be increased even further with the addition of ruthenium [268].
Another transition metal oxide used as the electrode material in NOx sensors is

Cr2O3 [275–281]. Other binary oxides used for NOx sensors include ZnO [264],
V2O5 [282], and SnO2 [278, 279], which has also been used for CO sensors [283].
Indium oxide (In2O3) has been used in a CO sensor and tested in engine exhaust
gas [284]. Oxides used as electrodes in sensors for hydrocarbons includeGa2O3 [285],
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Nb2O5 [286–289], Ta2O5 [289], and Pr6O11 [290]. Although a number of simple oxides
can be used as sensor electrodes, the use ofmultiple oxides often improves response.
Amongmixed oxides employed inmixed potential sensors is ITO, this having been

used for both NOx [291] and CO [292–294] sensors. A further example of a doped
oxide being used as an electrode is TiO2, which has been doped with tantalum for
hydrocarbon sensors [295] or vanadium for SO2 sensors [296].
Two-phasemixtures of oxides have also beenused inmixed potential sensors. Such

examples include Cr2O3 þ NiO [297] for NOx sensors, CuO þ ZnO [298, 299] or
SnO2 þ CdO [300] for CO sensors, and In2O3 þ MnO2 [301, 302] for hydrocarbon
sensors. Some examples of the outputs of NOx and CO sensors with two-phase oxide
mixtures as electrodes are shown in Figure 13.24 [270, 297, 298, 300].
The perovskite structure contains two differently sized cations, which not only

expands dopant flexibility but also provides a means for tailoring the properties for
sensor applications. For example, (La,Sr)MnO3 (LSM) [229, 303–305] and LaCoO3

(LCo) [306] electrodes have been used for CO sensors, while LSM [307] and (La,Sr)
CrO3 (LSCr) [308] have each been used for propylene sensors. Some example results
of these sensors are shown inFigure 13.25 [229, 303–308]. (La,Sr)CrO3 [264, 309–311]
has also been used as the electrode for NOx sensors. Several other chromites,
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including (La,Ca)CrO3 [275], (La,Ba)CrO3 [264], La(Cr,Mg)O3 [312], and (Sm,Sr)
CrO3 [313], have shown sensitivity towards NOx.
The outputs of somemixedpotential-type chemical sensors correlatewith the type of

electronic defect (i.e., n-type versus p-type), so the response has been attributed to the
semiconducting behavior of the electrodematerial [314]. LaFeO3, which has been used
as a semiconductor-type gas sensor [315, 316], has also been used as an electrode with
YSZ [255, 263, 317] or NASICON [317, 318] electrolytes for potentiometric NOx

sensors. Strontium (i.e., (La,Sr)FeO3 [255, 256, 284]) or strontium and cobalt (i.e., (La,
Sr)(Co,Fe)O3 [275, 280, 309]) have been added to LaFeO3 to improve electrode
performance. (La,Ca)MnO3 doped with either cobalt or nickel on the manganese site
has beenused as the electrode forNOx sensors [319]. The outputs of someNOx sensors
with perovskite electrodes are shown in Figure 13.26 [255, 256, 264, 275, 309, 312].
Spinel oxides have also been used as electrodes for NOx sensors. As with

perovskites, several chromites forming the spinel structure, including NiCr2O4 [29,
272, 275, 309, 320], CuCr2O4 [321–323], CoCr2O4 [275], ZnCr2O4 [313, 324–326], and
CdCr2O4 [320, 327], are sensitive to NOx gas. Other spinel electrode materials include
ZnFe2O4 [327–331] and CdMn2O4 [325]. The outputs of someNOx sensors with spinel
electrodes are shown in Figure 13.27 [29, 275, 309, 313, 320, 324, 325, 327–330].
Recently, La2CuO4 [332–334] and (La,Sr)2CuO4 [335] have shown promise as

electrodes for NOx sensors. The response of La2CuO4 is attributed to the effect of
the adsorbed intermediate N–O ionic species on the Fermi level in the electrode. This
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mechanism has been applied to other electrodes [336], and used to explain the effect
of the semiconducting nature of the electrode material on the sensor response.
Nonequilibrium SO2 sensors have been reported using a sodium ion-conducting

electrolyte (Na5DySi4O12) with sulfide electrodes. Among a large number of binary
and mixed sulfides, CdS provides the best response [337, 338].
A major challenge in the development of nonequilibrium sensors is that of

selectivity. Many of the electrodes used in these sensors respond to multiple gases,
and consequently interpretation of the sensor signal in mixed gases may be difficult.
Evaluations of sensors in mixed gases have shown that, while the sensors respond to
the desired gas species, the response is often different from that in laboratory
testing. For example, a shift in the response of NOx sensor in engine exhaust, as
compared to that in a laboratory testing, has been attributed to interference from
CO or hydrocarbon gases [339]. Similarly, the calibration curve for a NOx sensor in
diesel exhaust is different from that determined in the laboratory [168]. In addition,
the presence of a relatively small amount of oxygen (3%) can affect the response of a
NOx sensor [340]. The effect of oxygen gas content on the outputs of NOx [341] and
CO [23, 303, 341] sensors is shown in Figure 13.28. This effect can be corrected for
if the oxygen content is known, but the presence of oxygen decreases the magnitude
of the sensor response, which may reduce the signal-to-noise ratio of the sensor
output.
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One approach to improving selectivity is to use a porous zeolite on the electrode
[168, 281, 341, 342]. In addition to using the controlled porosity to preferentially
control the relative diffusion rates of different species, the zeolite can be loaded
with catalysts to promote the desired chemical reaction.
Selectivity can also be controlled by the strategic selection of the electrodematerial.

Selectivity among CO and different hydrocarbons represents a challenge because
electrodes that respond to one reducing gas will typically respond to others.However,
the relative magnitudes of the responses often differ, and these differences can be
used to improve selectivity [343–345]. For example, LaCoO3 [306], LaMnO3 [307], and
In2O3-MnO2 [301, 302] respond more strongly to propylene than to CO, while the
reverse is the case for Nb2O5 [343]. Similarly, LaCoO3 [306], In2O3-MnO2 [301, 302],
and Nb2O5 [343] respond more strongly to propylene than to propane, while the
reverse is the case for LaCrO3 [345]. As each electrode responds to multiple gases, a
single electrode would not provide a clear selective response. However, as the relative
responses to different gases differ among electrodes, the patterns of responses in a
multiple-electrode sensor array can be used to recognize individual gas concentra-
tions within a mixed gas environment. The relative selectivities of the different
electrodes can change with temperature, which provides an additional parameter to
improve selectivity [228, 312].
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13.3.2.4 Electrodes for Current-Based Sensors
The properties of electrodematerials are also important in amperometric sensors. If the
sensor isdesigned tomeasure theneutral species that correspondtomobile ions in the
electrolyte (i.e., an oxygen ion conductor for oxygen [110, 346–348] or a proton
conductor for hydrogen [349]), then the electrode selection is relatively straightfor-
ward. However, amperometric sensors are also used to measure species other than
those that are mobile in the electrolyte. For example, oxygen ion-conducting electro-
lytes, includingYSZ[350–356] andLSGM[357–361],havebeenused inamperometric
sensors for NO detection, in which case the source of oxygen for the electrolyte is NO
rather thanO2.For theamperometricmeasurementofareducingspecies,ontheother
hand, oxygen can be pumped through the electrolyte to oxidize the reducing gas;
consequently, YSZ has been used in amperometric sensors for measuring CO [362]
and hydrocarbon gases [363, 364]. Although oxygen ion conductors are most com-
monly used for amperometric sensors, sodium ion-conducting electrolytes have also
beenused [365].Theoutputsof someexampleamperometricgassensorsare shownin
Figure 13.29 [350, 351, 354, 358, 359, 362, 363, 365].
Selectivity in amperometric sensors can be achieved by catalyzing specific reac-

tions. The addition of oxide electrodes, such as CdCr2O4 [354] orMgAl2O4 [355, 356],
can be used to catalyze the NO decomposition reaction. The decomposition can
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also be promoted by doping the electrolyte. In particular, the addition of nickel to
(La,Sr)(Ga,Mg)O3 has been shown to improve selectivity of the sensor to NO
[358–361]. An alternative approach is to add a catalyst that eliminates the interfering
species. For example, a zeolite layer has been used in a NOx sensor to promote the
oxidation of CO to CO2, which does not interfere with the sensor signal.
Oxygen can interfere with amperometric sensors. Figure 13.30 shows that the

sensor outputs for NO sensors increase with increasing oxygen content, since the
reduction of O2 provides oxygen ions that contribute to the cell current [350, 363]. On
the other hand, the sensor output for an amperometric CO sensor decreases slightly
with increasing oxygen content, because a portion of the CO may be chemically
oxidized to CO2. This means that less oxygen – and hence less ionic current –will be
needed to oxidize the remaining CO molecules [366].
Selectivity can be improved through the use ofmultiple electrodes in series, where

one species is removed by the first electrode, so that the current at the second
electrode is due only to the remaining species [236, 350, 366–368]. For example, in a
gas containing NO andO2, with the addition of an oxygen-permeablemembrane that
inhibits NO decomposition (e.g., Ce0.8Gd0.2O1.9 þ Gd0.7Ca0.3CoO3 [369–371]), the
first electrode will remove oxygen and the current at this electrode will be related to
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the amount of oxygen. This eliminates the oxygen interference and allows the second
electrode to be used for measuring NO concentrations. As discussed earlier, the
reactions that occur at the individual electrodes can also be controlled by applying a
voltage [263, 363, 366]. This is essentially the same principle as that used in cyclic
voltammetry, where the reaction is identified by the voltage, and the amount of
reaction by the current. Solid electrolytes, including YSZ [372] and LISICON [373],
have been used in this mode.
The catalytic activity of electrode materials is also important in impedancemetric

sensors, which use many of the same electrode materials as mixed potential sensors.
For example, LaFeO3 [374], Cr2O3 [375], ZnCr2O4 [245, 320, 328, 376, 377] and
NiCr2O4 [272, 378] have been used in both potentiometric and impedancemetric NOx

sensors, although the performance of each electrode material differs between the
two types of sensor. For example, ZnCr2O4 does not perform particularly well in
the potentiometric mode, but is one of the best electrodes in the impedancemetric
mode. Some example outputs of impedancemetric NOx sensors are shown in
Figure 13.31 [320, 328, 376, 378]. Similarly, many of the electrode materials used
for CO and hydrocarbon impedancemetric sensors are the same as are used for
potentiometric sensors.Electrodematerialsused includeGa2O3 [379], In2O3 [380], and
ZnO [381], and some example sensor outputs are shown in Figure 13.32 [379, 381].
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13.4
Applications

Solid electrolyte sensors are particularly well suited to high-temperature aggressive
environments, and have been used to meet chemical sensing demands in both
gaseous and molten metal environments.

13.4.1
Gaseous Medium

Information on the gas composition in combustion processes is important for
improving efficiency and reducing emissions [382]. The closer the measurement
is made to the combustion, the more accurately the result reflects the combustion
conditions. Thus, the good high-temperature performance of solid electrolyte-based
chemical sensors is valuable when developing sensors for the in situ monitoring of
combustion processes.
Combustion is important in many industrial processes. While sensors used in

automotive combustion processes [383–386] have in the past received the most
attention, combustion gas sensors are also important for improving efficiency and
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reducing emissions in other processes, such as glass processing [387, 388], liquid
petroleumgas(LPG)boilers [389],andevenwoodburning[390].Thesensorsdeveloped
for these applications can also be used in other areas, where information on gas
compositions is important, such as controlling the atmosphere during sintering [391]
or characterizing the gas flow and distribution in a fluidized-bed reactor [392].
Oxygen sensors are the most widely used solid electrolyte-based sensors [393–395],

because the control of oxygen concentrations is critical to controlling the combustion
process. For automotive applications, exhaust gas oxygen (EGO) sensors provide
critical information for controlling the air-to-fuel ratio for internal combustion
engines [396, 397]. The use of an optimal air-to-fuel ratio leads to increased efficiency
and reduced emissions.
Electrochemical sensors are also used to monitor the emissions from combustion

processes. Because the oxidizer formost combustion processes is air, which contains
78% nitrogen, NOx gases are common components of the exhaust and their
concentrations must be minimized [398, 399]. In addition, incomplete combustion
can result in CO or hydrocarbon gaseous compounds in the exhaust gas, which both
represent unconverted chemical energy and are hazardous to the environment. The
use of sulfur-containing fuels can lead to the formation of SOx gases [400], whichhave
a detrimental impact on the environment, such as promoting acid rain.
The need for chemical sensors is continually increasing as new energy conversion

technologies are being developed and implemented. Today, themeasurement of CO2
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is becoming increasingly important for determining the �carbon footprints� of
industrial processes, and also for monitoring/controlling carbon sequestration
processes. The increased use of hydrogen as a fuel will create additional needs for
sensors to measure both hydrogen and water vapor. In addition to the increased
demand for new types of sensor, improved performances will be required as
emission requirements become increasingly stringent, requiring in turn sensors
with lower detection limits.

13.4.2
Molten Metals

Solid electrolyte-based sensors have been used in the characterization of molten
metals [401–403]. The most widely used electrochemical sensor for molten metals is
theoxygensensor formolten steel [404–406]. Inadditiontobeingusedtomonitoroxygen
content, the zirconia electrolyte can be used to electrochemically remove oxygen from
the steel during processing, and thus improve process control [407–410]. Two chal-
lenges in this application are the very low oxygen partial pressure in molten steel
[411, 412] and the rapidheatingduring insertion into themolten steel,which can cause
thermal shock [413]. Satisfying both these criteria would require designs consisting of
multiple electrolytes with complementary properties [414–416]. The high operating
temperature canalso lead to thedegradationof seals; hence,nonisothermaldesigns, in
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which the reference electrode temperature is reduced, have been used [417, 418]. In
addition tooxygensensors, sensors formeasuring theamountsof sulfur [419–421] and
nitrogen [421, 422] dissolved in steel have also been developed.
Inmolten aluminum, the most important dissolved gas is hydrogen, which may be

introduced due to reaction with water vapor in the atmosphere, and lead to metal
porosity during the casting process. This has led to the development of hydrogen
sensors for molten aluminum. These sensors are based on proton-conducting oxi-
des [423–427] although, as discussed above, at lowoxygenpartial pressures (as occur in
molten aluminum) oxygen ion conduction can occur in these oxides [428, 429]. This
may lead to the sensor output being affected by the water vapor partial pressure.
Hydrogen and oxygen contents are also important in the processing of copper

and copper alloys; hence, the hydrogen sensors developed for molten aluminum,
and the oxygen sensors for molten steel, have both been adapted for use in molten
copper [430–432]. As with the sensors for steel, nonisothermal oxygen sensors
with a reference electrode at a lower temperature have been used in molten
copper [433]. Oxygen sensors have also been used for a variety of other metals,
including Ni [434], Ag-Pb [435], Pb-Bi [436], and also molten glasses [437].
Solid electrolyte-based sensors can also be used to measure the concentration of

metallic components inmolten alloys. For example, as sodiumand strontium are used
to control the cast microstructure of aluminum alloys, sensors have been developed
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to measure the levels of sodium [222, 438–440] and strontium [441–444] in molten
aluminum. Another example is lithium, which is used to increase the specific
strength of alloys; this has led to the development of sensors to measure the lithium
content of molten aluminum [445–447].
One of the main attractions of solid electrolyte-based sensors is that the electrolyte

can be used as a structural component, and this in turn provides a clear advantage over
liquid electrolytes. As an example, molten chloride-based sensors have been used to
measuremagnesium concentrations inmolten aluminumduring its recycling. In the
process the molten chlorides must be contained within a porous crucible, but this
complicates the sensor design. This has led to solid electrolyte-based sensors, which
have a simple design, being used to monitor magnesium levels in molten alumi-
num [133, 444]. Figure 13.33 shows the output of one such sensor to be in excellent
agreement with the outputs of molten chloride-based sensors [133, 448–450].

13.5
Summary and Conclusions

Solid electrolytes are well suited to high-temperature aggressive environments, and
canbeused in several differentways formeasuring awide variety of chemical species.
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Potentiometric sensors generate a voltage, which can be related to an equilibrium
electrochemical potential, or to a potential established by a steady-state – but
nonequilibrium – electrode process. Solid electrolytes can also be used in dynamic
modes, where a current is passed through the electrolyte and the magnitude of the
current or impedance of the electrode reaction is related to the concentration of a
target species in the surrounding atmosphere. The application of these techniques to
the measurement of different species depends critically on the available electrolyte
and electrode materials. While the details of many successful sensors have been
reported, the increasing demand for more accurate process information will contin-
ue to create challenges and opportunities for the future development of chemical
sensors.
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conductor, lithium cation 133ff., 255ff., 445,

448
– isolated monoatomic anions 260ff.
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– isolated tetrahedral anions 259
– LISICON (Li SuperIonic CONductor) 259,

445
– mixed frameworks 255ff.
– octahedra framework and layered
structures 258f.

conductor, multivalent cations 279ff.
conductor, oxygen anion: see Oxygen ion-

conducting materials
conductor, protonic
– acids and acid salts 265f.
– ceramic oxides 266ff., 409
– intermediate-temperature 268ff.
connectivity 231ff.
conversion
– efficiency 180
– reaction process 90f.
Cottrell
– behavior 151, 168, 190
– non-Cottrell behavior 151, 187
– region 151, 160
coulometric titration 171
creep
– Coble 109f.
– Nabarro–Herring 109f.
– rate 110
crosslinking
– covalent 353
– density 342
– ionic 353
– ultra-violet irradiation-induced 353
cryolite 33
crystal
– close-packed 82
– growth 44
– imperfect 44ff.
– ionic 60, 69, 82, 84
– single 17ff., 80, 227f.
crystal lattice 15
– disorder 15, 19, 21, 47ff., 71, 133, 144, 238,

314
– gas model 133, 136ff.

– ideal 44, 47
– parameters 58, 236f.
– rigid 231f., 235f., 238
– site occupancy 238
– spacing 85, 111
– strain 58, 85, 306
crystal structure 16, 70, 133f.
– b-alumina 234ff.
– analysis 16ff., 239ff.
– antifluorite 29f.
– Bi2O3 derivatives 29, 312
– bottleneck concept 235ff.

– copper cation conductors 21ff.
– chain 232
– fluorite 24ff., 72ff.
– layered 23, 237, 282
– perovskite 32ff., 55, 73
– pyrochlore 30f., 313
– silver ionic conductors 19ff., 72f.
– spinel-based 31f., 138, 234
– stability 232
– type 233, 238, 247ff.
crystallographic shear (CS) 56f.
– plane 57
– ReO3 structure 56f.
– repetition rate 57
cuprates 322, 324
current
– collector 76, 324, 410f.
– DC (direct current) 284, 399ff.
– density 62ff., 358, 403ff..
– diffusion-limiting 209
– peak 187
– potential relationship 150, 157f.
– transients (CTs) 149ff.
– –voltage responses 188f., 193, 345, 401f.
Czochralski (CZ) method 289

d
Debye-Hückel
– corrections 11
– theory 83
Debye length 83, 88, 118
defect
– anion-Frenkel pair 83
– cation-Frenkel pair 83
– reaction 5, 9, 43
– chemistry 9ff.
– cluster (see also Association of point

defects) 26f., 55, 72, 303ff.
– concentration (see also Concentration of ionic

charge carriers) 9f., 25, 50ff.
– electronic 48, 51, 53f., 68, 456
– equilibria 43, 46, 54f.
– formation 3, 44, 46, 72, 83, 303
– Frenkel-disorder 4, 25f., 47, 49, 325
– higher-dimensional 11f., 44f.
– interaction 52, 55, 75, 303ff.
– interstitial 3, 25, 44, 46, 72, 76, 82f.,

322, 439
– ionization 48f.
– line 44
– ordering 55
– plane 44
– point 3, 44ff.
– protonic 263ff., 356, 439
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– Schottky defects 47ff.
– stoichiometric, see inherent defects
– structure 44, 69, 70, 305, 307
– thermodynamics 4, 43ff., 83
deficiency
– A-site cation 286, 314, 319
– oxygen 34, 74, 310, 318, 321f., 409
deintercalation 90f., 133ff.
– intercalation/deintercalation reaction

133ff.
– kinetics 149ff.
– reversible 133ff.
– thermodynamics 135ff.
density functional theory (DFT) 242ff., 305
deposition
– CVD (chemical vapor deposition) 413
– electro- 377ff.
– electroless 376
– ESD (electrostatic spray deposition) 413
– EVD (electrochemical vapor deposition)

413, 421
– potentiostatic 378
– sol-gel method 88, 94f., 99, 110, 122, 293f.
– spray pyrolysis 94, 110
diffusion
– bulk (see also Bulk conductivity, Bulk

transport and Bulk lattice diffusion) 80
– chemical 6f., 159
– coefficients 6f., 9, 61f., 80, 82, 103ff., 188,

200, 202, 244, 376
– controlled process 133, 149f., 383
– convergent 195, 206f.
– domain approach 193ff.
– grain boundary (see also Grain boundary)

80, 104f.
– inter-agglomerate 104f.
– layer 195ff.
– length 6, 427
– linear 195f.
– molecular 241
– near-steady-state 199
– non-linear 195
– one-dimensional 60
– overlapping effect 201f.
– pathways 239, 243
– planar 190f., 197, 205f., 208
– profile 184f., 197
– rate-controlled process 149
– self-diffusion coefficient 80, 391
– shielding effect 201f.
– spherical 207
– theory 82f.
– thin layer-like 190
diffusivity, see Diffusion

dislocation 83, 104
– climb 109
– content 111
– edge 44f.
– line 44
– srew 44f.
disorder
– dynamic 15, 19, 35
– electronic 47ff.
– extrinsic 15, 228
– intrinsic 15, 47ff., 228
dissociation 3, 453
dissolution
– electroactive phase 183
– microparticles 202ff.
Donnan equilibrium 389
dopant 3, 74, 86f.
– acceptor-type 75, 306f., 314ff.
– concentration 54, 303, 307
– heterovalent 228
– segregation 120, 122, 308, 310
– variable-valence 315f.
doping
– p-conjugated polymers 371ff.
– n-doping, polymers 375, 383f., 388
– p-doping, polymers 375, 382ff.
– electrochemical, polymers 375ff.
– heterovalent 229, 238
drag coefficient 355
driving force, thermodynamic 5, 59ff.
dynamic light scattering 96

e
ECPs (electronically conducting polymers),

see polymers
EELS (electron energy loss spectroscopy) 306
Einstein-Smoluchowski equation 102
electric field 61, 151
– phase decomposition 279
electrical
– current density (see also Current density)

62, 66
– neutrality 46, 49ff., 83
– potential 1, 60
electroactive
– films 367, 369
– polymers 366ff.
electrocatalytic reduction 197
electrochemical active phase 182ff.
electrochemical cell
– galvanic cell 6f., 134, 366
– high-temperature 75, 397ff.
– open-circuit cell 6f., 398, 428ff.
electrochemical
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– conversion 179
– equilibrium 5, 135
– inactive matrix 182
– potential 1, 3, 62, 68, 84
– reduction 90, 184, 401, 403, 418
– reversibility 188, 407
– synthesis 374ff.
– transport 63
electrode
– auxiliary 429f., 444ff.
– blocking 8f., 195f., 200
– BPPG (basal plane pyrolytic graphite)

196ff.
– carbon paste 204
– carbonaceous 133f., 138, 149, 151, 160f.
– composite 164
– electrocatalytic 452ff.
– hemispherical 209
– inert 179f.
– macro-sized 179
– material 75f., 90, 92, 133f., 138, 151, 318ff.,

410f., 452ff.
– mechanically immobilization of particles

180ff.
– microdisk 196, 198, 201f.
– microelectrode, see regulary distributed

microelectrode arrays
– parasitic anodic reaction 381f.
– porous 9, 318
– RAM (random assemblies of

microelectrodes) 196
– reference, in sensors 441ff.
– response kinetics 443f.
– reversible electrode transfer 8f., 210
– short-circuited 134
– stability 444
– three-phase 182ff.
– transitionmetal-containing 133f., 138, 149,

151, 318
electrolysis 7, 134, 284, 286, 288, 407
– steam 414
electrolyte
– b-alumina-based 234f., 247f., 282f., 406,

439ff.
– carbonates 439, 445ff.
– ceramic 74, 307ff.
– chains 430f., 443
– composite 84, 430
– electrochemical reduction 403, 407
– heterogeneous 84
– liquid 1, 69, 179
– NASICON 248f., 293f., 406, 439ff.
– perovskite-type 34, 314ff.
– phosphate 445f.

– polymer 3, 336ff.
– proton-conducting 262ff., 308f., 409f.,

439f.
– solid 1f., 28, 63, 66, 69ff., 93, 301ff., 409,

437ff.
– solution 181, 184, 186, 374ff.
– sulfate 439, 447
– ZrO2-based (see also Oxygen ion-conducting

materials: Stabilized zirconia
electrolytes) 9, 28, 74, 93, 305, 307ff., 408,
437ff.

– thoria (ThO2), doped 308, 438
electromigration 61, 63
electrolytic domain 401f.
electrolytic leakage 64
electrolytic permeation (see also Electrolytic

leakage) 64,
electron
– acceptor strength 378
– density distribution 243, 245
– direct injection 400
– donor molecule 366ff.
– donor strength 378
– exchange 68
– expulsion 184
– fluxes 64, 184
– holes, see Hole
– hopping 187f.
– transfer 182f., 188, 197, 199f., 205f.
electron spin resonance measurements 376
electronegativity 238f.
electroneutrality condition 5, 46, 49ff., 305
electrophilic reaction 375, 406
EMF (electromotive force)

measurements 134, 171f., 285, 288f.,
404, 417

energy (see also Activation energy)
– barrier 82, 233, 244, 284
– binding 304f.
– conversion efficiency 335
– density 7f., 135, 138
– level diagram 4f., 49
– profiling 244f.
enthalpy 47f., 136, 140ff.
– association 303
– C�H bond dissociation 351
– migration 304
– partial molar 140ff.
– transformation 181
entropy 136, 140ff.
– MEM (maximum entropy method) 245f.
– partial molar 140ff.
EPMA (electron probe microanalysis) 284,

289f.
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EPOC (electochemical promotion
catalysis) 406f.

EQCM (electrochemical quartz-crystal
microbalance) 376, 378ff.

equilibrium
– constant 46f., 49f., 55, 83
– local 5
– thermodynamic, see Thermodynamic

equilibrium
EW (equivalent weight) 338f., 341
EXAFS (extended X-ray absorption fine

structure) 15f., 18, 91, 99ff., 306
– copper superionic conductors 21ff.
– Debye-Waller factor 100
– defect cluster configuration 306
– fluorite-based conductors 27
– microstructure 115
– particle size determination 99ff.
extraction, see deintercalation

f
Faradaic
– effect 406
– efficiency 378
Faraday�s
– constant 135, 406, 428
– law 181, 280, 398, 400, 402, 406, 414, 416ff.
Fermi
– Dirac statistics 4
– level 49, 456
ferrites 247, 305, 320f.
Fick law
– first 60, 168, 184, 188
– second 104
first-principles calculation 149, 242
flow
– heat 60
– migration 61
flux
– diffusion-limiting 210
– driving force 5, 59ff.
– potential plots
forces
– chemical 61f.
– coulombic 55, 59, 75
– electrical 61f.
– electron-exchange 55
– mechanical 58
– pressure 58
– thermodynamic 59
Fourier transform infrared spectroscopy

(FTIR) 220, 376
Frenkel defect, see inherent defects
Frumkin-type isotherm 389f., 391

fuel cell 1, 6ff.
– alkaline (AFC) 335
– design 411ff.

– durability 398
– electrochemical reduction 403, 407
– geometry 415, 420f.
– high-temperature 354f., 418f.
– ITFC (intermediate-temperature) 8, 358,

397, 399, 408
– ITPCFCs (intermediate-temperature

protonic ceramic) 422f.
– materials 75ff., 92ff., 301ff., 336ff., 408ff.
– mode 398, 402ff.
– molten carbonate (MCFC) 335
– nanoionics 92f.
– operating modes 402ff.
– performance 337, 342, 346, 355f., 358,

398, 404
– phosphoric acid (PAFC) 335
– proton-exchange membrane (PEMFC) 8,
335ff.

– pumping mode 398, 402f.
– SCR (single-chamber reactor) 398
– SEMRs (solid electrolyte membrane

reactors) 397, 403
– sensor mode 402f.
– solid oxide (SOFC) 8, 28f., 58, 64, 73, 75f.,

93, 308, 318f., 335, 397, 408ff.
– stack 415, 420

g
galvanic cell, see electrochemical cell
galvanostatic intermittent titration technique

(GITT) 139, 151, 160, 164, 376
garnets 255, 319
gas adsorption surface area measurements

96ff.
GCE (grand canonical ensemble) 144
GDL (gas diffusion layer) 336
GGA (generalized gradient approximation)
Gibbs free energy 44, 46, 61, 82f., 136,

159, 402
Gibbs–Helmholtz equation 67
Gibbs� phase rule 137
Goldschmidt tolerance factor 32, 73
grafting 342, 374
grain boundary 11, 80ff.
– diffusion 80, 85, 104f., 109, 118
– migration 104
– mismatch tilt angle 85, 111
– phases 228
– region 99
– resistance 120, 123, 230, 316
– segregation 308, 310
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– sliding 109
– width 81, 105
grain growth 88, 104, 111
– inhibition 88
– nucleation–growth process 180
grain-oriented 228, 232
grain size 80f., 84, 105, 121, 228
– coarse-grained 81, 116, 121
– control 95
– determination 96ff.
– high-angle 85
– nanocrystalline 80f.
– reduction 95

h
halides 21, 25, 33, 112
Hall effect 88
heterostructures 122
hole (see also Conductivity, p-type

electronic) 48ff., 51, 66f., 69, 75, 318
hopping (see also Electron hopping) 5, 188,

355
– distance 5
– Mott-type conductivity mechanism 385
hydrocarbons 402, 405
– direct oxidation 405
hydrogen 399, 402f., 405
– pumping 414, 416
– separation 414
hydrogenation 399, 423
hydrophobic/hydrophilic separation 351

i
impedance spectroscopy 117f., 285, 435
– AC complex 113, 115, 120
– cell-impedance-controlled model 133, 135,

150f., 155, 159ff.
– electrochemical impedance spectroscopy

(EIS) 151, 158, 375, 386
– Nyquist plots 391
– Warburg impedance 172
– Warburg region 392
impurity 54, 85, 279, 308
– concentration 54f.
– control-region 54
– heterovalent 55
– ionic 279
– phases 44
– segregation 308, 310
inert gas condensation (IGC) 94f., 98f.,

110, 122
inherent defects
– Frenkel defects 4, 25f., 47, 49, 325
– intrinsic electronic disordering 47f.

– ionization of defects 48f.
– Schottky defects 47ff.
injection/extraction time 150
insertion, see intercalation
insulators 69, 84
interaction
– attractive 137, 141, 144, 389
– constant 389
– coulombic 3, 71
– defect 228, 303, 428
– effective pair-wise 142, 145
– elastic 304f.
– electrostatic 281, 287, 303ff.
– many particle electron–electron 242
– ionic 137, 169, 370f.
– long-range 141f.
– point defects 55
– repulsive 137, 141, 144, 149, 389
– short-range 141f.
intercalation 90, 133ff.
– electrode 90, 133
– /deintercalation reaction 90, 133ff.
– graphite intercalation compounds 369ff.
– kinetics 149ff.
– lithium 133ff.
– rate-controlled process 149
– reversible 133f.
– thermodynamics 135ff.
interface
– anode/electrolyte 134
– cathode/electrolyte 134
– coherent 85
– conductivity effect 11
– disordered 80f., 99
– electrode/electrolyte 150f., 159f., 166, 168
– incoherent 85
– metal/film/solution 392
– metal/polymer 390
– microparticle/solution 197
– nanocrystalline 80
– polarizable 390
interfacial 63
– kinetics 390
– potentials 392
– region 84
– transport 279
interstitial, see defect
intrinsic electronic disordering, see inherent

defects
ion
– counter- 374, 378, 383
– counterbalancing 373f., 389
– exchange 5f., 282ff.
– exchange capacity (IEC) 338, 340, 345
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– migration path 227
– polarizable 71
– transfer 7, 183
– transfer number 2, 63, 67, 317, 321
ionic
– aqueous 3, 15
– charge carriers 3, 12, 55
– radius 32, 59, 73f., 288f.

k
kinetic coefficients 8, 59ff.
kinetics
– deintercalation 149ff.
– electrode 8, 443f.
– intercalation 149ff.
– surface-exchange 66, 318, 320, 322, 399
Kröger-Vink notation 46

l
lithium intercalation 133ff.
lithium niobate 114
lithium nitride 260
LISICON (Li Super-Ionic Conductor) 259f.
local density approximation (LDA) 243
long-range order 44, 55f., 305
LPG (liquefied petroleum gas) 89

m
manganites 75, 318f.,
mass
– action constant 9
– balance 46
– flow 59, 61f., 64
– transfer 60, 63, 193
– transport 61, 397, 404
MBE (molecular beam epitaxy) 113f., 117
McNabb–Foster equation 163, 166f.
mean-field theory 137f., 142, 145
mechanical attrition 95f.
melting
– point 21f., 28, 71
– sublattice 3
membrane
– catalyst material/PFSA 345f.
– ceramic 64f., 310, 318ff.
– chemical structures 341, 348f., 356
– CNT (carbon nanotube) 343f.
– composite 342ff.
– degradation 338f., 344, 351f.
– dense 64, 318, 397ff.
– durability 338f., 351f.
– DVB (divinylbenzene) 341f.
– electrochemical parameters 338
– electrolyte assembly (MEA) 338

– fluoride ion emission rate (FER) 339
– gas-separation 75
– heteropolyacid/PFSA 346
– high-temperature PEMs 354ff.
– hybrid organic–inorganic 344ff.
– hygroscopic material/PFSA 345
– mixed-conducting (see alsoMIECs) 316, 320
– Nafion 339ff.
– Nafion/PTFE 343, 346
– NEMCA (nonfaradaic electrochemical

modification of catalytic activity) 398,
402, 406f.

– nitrogen-containing heterocycles 356f.
– non-fluorinated ionomer 347ff.
– oxygen permeability 64ff., 316, 417f.
– PBI (polybenzimidazole) 354f.
– performance 337, 342, 346
– PFSA (perfluorinated sulfonic acid) 339,

342ff.
– PFSA/CNT 343
– PFSA/PTFE 342f.
– physical properties 338, 341, 353f.
– porous 342f., 352, 358
– post-sulfonated polymers 347ff.
– proton-exchange (PEM) 336ff.
– PTFE (polytetra-fluoroethylene) 342
– PVDF (poly(vinylidene fluoride) 342
– reinforced composite 342ff.
– RTILs (room-temperature ionic liqzids)

357f.
– self-humidifying reinforced composite

346f., 353
– SPCM (spray-paint composite

membrane) 343f.
– TAC (triallyl cyamirate) 341f.
– thermal stability of PEMs 354ff.
– thickness 399, 408f.
– WO3/PFSA 344
Metropolis algorithm 144
micro/nanoparticles 179ff.
– carbon paste electrode 204ff.
– geometry 188, 190f., 199
– mechanically immobilizing assemblies

180ff.
– random microparticle arrays 192ff.
– voltammetry 202ff.
MIECs (mixed ionic and electronic

conductors) 2, 8, 69, 73, 75, 184, 285
– electroactive inorganic solids 369ff.
– electroactive polymeric films 367, 369ff.
– electronic conducting polymers (ECPs)

369ff.
– perovskite-based oxide 75f., 286f., 318ff.,

410, 444
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– polymer-like carbonaceous material 369
MIEC membrane 75, 301ff., 403ff., 460
migration
– cation 235, 279ff.
– channel 235
– energy 83f., 103, 302ff.
– interstitial anion 76, 322f.
– proton 355
– vacancy 323
mismatch
– cation size 75, 305
– tilt angle 85, 111
molecular dynamics (MD) 15, 19, 244ff.
– AIMD (ab initio MD) 244, 246
– antifluorite superionic conductors 29
– fluorite-based superionic conductors 27
– perovskite-based superionic

conductors 33f.
– pyrochlore-based superionic conductors 31
Monte Carlo (MC) methods 19ff., 142ff.
– KMC (kinetic Monte Carlo) method 166
– MCS (Monte Carlo step) time 168
– RMC (reverse Monte Carlo) modeling 20,

242, 246
Mössbauer spectroscopy 103
motional correlation time 103

n
Nafion, see membrane
nanocrystals, see nanoionics
nanocrystalline 80, 88
nanoionics 11, 79ff.
– battery materials 89ff.
– ceria 119ff.
– fuel cells 92f.
– gas sensors 86ff.
– growth 88
– halides 112ff.
– ion-conducting 79ff.
– microstructure 98ff.
– nucleus 101f.
– oxides 114f.
– preparation 94ff.
– super-hardness 80
– titania 121
– transport measurements 102ff.
– zirconia 115ff.
nanoparticles, see micro/nanoparticles
Nernst–Einstein equation 62f., 123, 183,

289, 416
Nernst
– equation 183, 199, 416, 449, 451
– glower 280
– non-Nernstian isotherm 389

neutron diffraction 15, 21, 245f.
– antifluorite superionic conductors 29
– Bi2O3-based superionic conductors 29
– fluorite-type superionic conductors 25ff.
– silver superionic conductors 21ff.
– spinel-type superionic conductors 31
Newton�s equations of motion 19
nickelates 305, 322
Ni-YSZ anodes 93, 411
NMR (nuclear magnetic resonance) 15f., 18,

99, 244, 357
– field gradient experiments 105, 107f.
– fluorite superionic conductors 25ff.
– MAS-NMR (magic-angle spinning

NMR) 18, 101f.
– particle size determination 99
– perovskite-type superionic conductors 33f.
– relaxation time experiments 105ff.
– spinel-type superionic conductors 31f.
NTP (Normal Temperature and Pressure)

415
nucleophilic 375

o
Ohm�s law 62, 150, 157f.
Onsager�s
– cross-coefficients 9, 60ff.
– reciprocal relations 60ff., 63
open-circuit
– catalytic reaction rate 406
– cells 7, 398
– voltage (OCV) 67, 352, 403, 434ff.
optical absorption spectroscopy 96, 376
oxygen
– activity 417ff., 449
– atoms 53
– chemical potentials 52f.
– EGO (exhaust gas oxygen) 463
– flux 65f., 320, 403
– generator (see also SEOS and MIEC

membrane) 415
– getter 397
– high-purity 397, 414
oxygen ion-conducting materials 75, 301ff.
– acceptor-doped oxide phases 302ff.
– apatite-type phases 324, 409
– Bi2O3-based materials 29, 310ff., 408
– BIMEVOX 35, 313
– ceria, doped 28, 120ff., 302ff., 309, 408, 452
– fluorite-related phases 313f.
– LAMOX (La2Mo2O9 and its derivatives) 19,

324
– perovskite-type phases 34, 73ff., 314ff., 410
– pyrochlore-type 30f., 313f.

Index j501



– stabilized zirconia electrolytes 28, 75,
115ff., 307ff., 408, 437

oxygen
– ion transference number (see also Transport

number) 313
– migration 313, 323
– nonstoichiometry 52ff., 63ff., 74, 305f
– partial pressure 9, 28f., 52ff., 308, 323,

325f., 416, 430ff.
– permeation 66, 320, 324, 417, 419
– pump 397, 414, 416ff.
– reduction 401
– sensor 414, 416f., 419, 438, 463ff.
– vacancy fluxes 64
– vacancy ordering 55f.

p
Paierls approach 371, 373
Pauling�s principles 241
Penetration 104, 123
percolation theory 84
permeability 2
– electrolytic 63
– gas 338
– oxygen (see also Oxygen permeation,

Electrolytic leakage and MIEC
membrane) 66, 320, 324, 417, 419

– steady-state 64ff., 320
perm-selective 387, 389f.
– isotherm 390
– polymeric film 391
PFSA (perfluorinated sulfonic acid), see

membrane
phase
– coexistence 145, 149, 158
– diagram 144, 147, 149, 318
– equilibria 51
– stability 149, 312f., 319ff., 409
– three-phase junction (boundary) 184, 410,

430f.
– three-phase reaction 184
phase transition 21, 229
– copper superionic conductors 22f.
– distortion-type 230
– ferroelectric 229
– first-order 29, 230, 390
– intercalation-induced 391
– metal–insulator 149
– order–disorder 133, 138, 141, 144, 147f.,

169, 317
– Paierls 371, 373
– probability 168
– reconstructive 229f.

– second-order 144, 230
– silver superionic conductors 24, 280
– superionic 25ff., 72f., 229
– time 169
PIXE (proton-induced X-ray emission) 96
Poisson�s equation 5
polarization 6f., 318, 404, 374, 432ff.
– activation 404
– concentration 432ff.
– PEMFC 347
– potentiodynamic 377
– resistance 319
polarizability 239, 287
polaron 2, 68, 373, 375, 383, 387ff.
polymer
– p-conjugated 365ff.
– p-conjugated oligomers 366ff.
– donor–acceptor-type copolymer 382
– doping 371ff.
– electronic conducting polymers

(ECPs) 366ff.
– film 369
– non-conjugated 368
– polymeric inorganic metal 367
polymerization 349f., 357
– acetylene 365
– electro- 375, 377f., 381
– galvanostatic 378
– in situ 357
– pyrrole 366
porosity 86, 308
potential
– chemical, see Chemical potential
– –current–time domain 376
– electrical 1, 59f., 65, 67
– electrochemical 1, 3, 62, 68, 84
– extraction 165, 167ff.
– Galvani 135, 387, 389f.
– drop 67, 163, 390, 404
– injection 163
– jumps 165ff.
– mixed 432ff.
– over- 404, 431, 433, 452
– peak 181, 207f.
– plateau 163
– reference 441f.
– standard 3, 183, 389
potentiostatic intermittent titration technique

(PITT) 376
power density 335f., 404
– battery 135, 138
– volumetric 420
POX (partial oxidation) 405
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proton
– conductivity 73, 227f., 262ff., 317f., 335,

350f., 353, 356f., 409f.
– conductors 227ff., 262 ff., 409f., 439f.
– electrocatalytic reduction 197
– Grotthuss mechanism 263, 356f., 410
– protonated phosphorous 186f.
– transfer 356
– transport (see also Proton conductivity) 227,

263f., 351, 355, 358
– vehicle mechanism 263, 357
pulsed laser deposition 117

q
quasi-chemical reactions 46, 48, 55

r
radical
– cation- 373, 376f.
– ion-radical salt 367
– polyanion- 375
– polycation- 375
radius mismatch 75, 304
Raman spectroscopy 376
Randles–Ševc�ik equation 199
rate constant 6, 188
real potentiostatic constraint 150f., 155
redox
– active material 200, 366, 387
– anionic–cationic redox peak 379
– capacity 387, 391f.
– polymers 370f.
– reaction 135, 187
– stability (instability) 232f., 311
reforming 404f.
regulary distributed microelectrode

arrays 201ff.
relaxation 6, 376
Ruddlesden–Popper series 319, 321f.

s
SAED (selected-ared electron diffraction) 306
SAXS (small angle X-ray scattering) 96f.
SIMS (secondary ion mass

spectrometry) 104, 118
Schottky, defects, see inherent defects
Schrödinger equation 242
SECM (scanning electrochemical

microscopy) 376
Seebeck
– coefficient 66f., 69f.
– effect 88
selectivity

– nonequilibrium electrochemical
sensors 457ff.

– semiconducting sensors 86f.
– transport 2SEM (scanning electron

microscopy) 159, 200, 289f., 343
semiconductor 2, 69, 84
– p-conjugated molecular organic 365, 367
– inorganic 385
– metal oxide 86
– non-degenerated 67
– resistance 86f.
sensors
– amperometric 435ff.
– ammonia 89
– applications 462ff.
– COx 86f., 444, 446ff.
– combustion 462f.
– conductometric chemical 1
– current-based (see also

Amperometric) 459ff.
– electrochemical 6f., 427ff.
– flammable gases, semiconducting 86ff.
– gas 86ff.
– high-temperature 427
– hydrocarbon 86f., 452, 454
– hydrogen 86f., 444, 465ff.
– hydrogen sulphide (H2S) 86f.
– impedancemetric 435f., 461, 466
– materials 86ff., 437ff.
– mixed potential 452ff.
– molten alloys 465ff.
– molten metal 464f., 467
– multiple-electrode sensor array 458
– nanocomposite-type 89
– nanoionics 86ff.
– NOx 86f., 447, 450, 452ff.
– output 445ff.
– oxygen 75, 116, 416f., 419, 438, 463ff.
– potentiometric equilibrium 428ff.
– potentiometric nonequilibrium 431ff.
– reproducibility 88
– resistance 428, 435
– response time 86f., 427, 454f.
– selectivity 86f., 457ff.
– semiconducting 86ff.
– sensitivity 86f., 446, 448f., 453
– SOx 448f., 451ff.
– solid electrolyte 427ff.
– tin oxide-based 87f.
– TiO2 88
SEOS (solid electrolyte oxygen

separation) 398, 414
SEOS–oxygen generator 415
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shear modulus 110
SIMS (secondary ion mass spectroscopy)

104
site occupation, crystallographic (see also

Vacancy concentration) 238
solid-state electrochemical reactions

179ff.
solid electrolyte (see also Electrolyte) 1ff., 66,

70ff., 232, 301ff., 398ff., 428ff., 437ff.
solubility product equation 83
solution-state electrochemical reactions

202f.
solvent 374f.
space charge
– effect 112f., 118
– overlap 11
– width 83
space-charge layer 82, 84f., 113f.
– Frenkel–Lehovec 83
– model 113f.
spin-flip dynamics 144
SSZ (scandia stabilized zirconia) 308
STM (scanning tunneling microscopy) 376
stoichiometric
– coefficient 5, 46
– compounds 51, 58, 228f.
– defects, see inherent defects
– ordered ionic conductors 229
– ratio 46

– vacancy concentration 303f.
stoichiometry 2, 5, 229ff., 400
– cation 314
– change 400
– crystal 47, 51
– non- 51ff., 238, 305f., 318ff.
– oxides 6
strain
– elastic 75
– lattice 305f.
– rate 108f.
– uniaxial 58
sublattice 3, 10, 20ff., 71f., 138f., 317, 324,
– cation 30, 47, 73ff., 239, 313f.,
– anion 20ff., 28, 47, 73
– metal 52, 54
– mobile 73, 239
– molten 2, 20, 72
– oxygen 52, 54, 302, 305, 307
– rigid 239
substitution 3, 54, 59, 73, 297, 303ff.
sulfates 30
sulfonation 348f.
superionic conductors 15ff.
– AgI (silver iodide) 20, 72f., 228

– Bi2O3-based 29
– copper 21f.
– fluoride-based 24f.
– perovskite-type 32f., 73
– pyrochlore 30f.
– rotator phases 30
– silver 15ff.
– spinel-based 31f., 90f., 138ff.
superionic transition fallacy 229
superionic transition temperature
– Ag-conducting materials 20, 22, 72f.
– fluorite-structured materials 25, 27
– high-temperature 73
surface adsorption 87, 187
– electroactive microparticles 187ff.
surface area
– electrode 159
– grain 87ff.
surface
– catalyst 88
– charge 11
– charge diffusion 187
– chemistry 80
– confined process 187
– coverage 197ff.
– coverage profiles 188, 190, 193
– diffusion 85, 104
– disordered 111
– electrode 160, 180ff.
– external 83
– insulating 84
– internal 83, 378
– iso- 242f.
– segregation 284
– space-charge 82
– texture 82, 85

t
Taylor expression 5
TEM (transmission electron microscopy)
– HR (high resolution) 98f., 115
– particle size determination 96ff.
temperature
– coefficients 384f.
– gradient 62, 66f.
– melting 2
– operating 335, 337, 354f., 398, 408, 423,

427, 434, 451, 464
thermal
– disorder 2
– energy 3
– equilibrium 144
– excitation 3
– expansion 232f., 316, 409f.
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– shock 464
– stress 405, 411
thermal expansion coefficient (TEC) 57f.,

318, 409
– linear 57f.
– perovskite 318, 321
– solids 57f.
– volumetric 57f.
thermodiffusion 60
thermodynamic
– equilibrium 5, 47ff., 55, 62, 82
– forces 5, 59
– linear non-equilibrium 5, 59
– nonlinear 60
– stability 321f.
thermoelectric
– coefficients 60
– power (see also Seebeck coefficient) 384f.
thermomechanical properties 321
thermovoltage (see also Seebeck

coefficient) 66f.
thick film 89, 340, 342
– conductivity pf polymeric 373f.
– crystallinity 373
– nanocrystalline 88f.
– PA (polyacetylene) 365, 373f.
– porous 342, 352
– PP (polypyrrole) 366
thin film 84f., 89, 113f., 374, 379f.
– CdO 89
– deposition technologies 413
– ECP 376, 379
– epitaxial 113f., 117
– growth 377
– heterostructured 113
– micromorphological changes 379f.
– nanocrystalline 88f.
– polymeric 374, 376
– porosity 376
– porous 88
– thickness 118
– tin oxide 87f.
titanates 89
tolerance factor 32, 322
transition metal
– cations 59, 75, 316
– chalcogenides 134f.
– oxides 90, 133f., 138, 142, 149, 318
transference number, see Transport number
translation 44
transport
– energy 67
– number (transference number) 7, 63, 67,

409, 437ff.

– selectivity 2
tracer
– diffusion 103f., 119
– exchange 6
– radiolabel tracer measurement 118
trapping
– electron 48, 400
– mechanism 150
– site 55, 163f.

u
unit cell 55, 235, 237, 312
UO2 27

v
vacancy 3, 9, 29, 34, 44, 46, 48
– activity 65
– anion 26, 28, 47, 74, 76, 83
– cation 47, 83, 286
– concentration 303ff.
– formation 48, 58f., 65, 75
– diffusion 82f.
– interaction 74
– ionization 48
– metal 53f.
– oxygen 9, 29, 34, 53ff., 302ff.
volatilization 316, 325
voltammetric
– sizing 200, 211
– stripping 204f., 212ff.
voltammetry
– ASV (anodic stripping voltammetry)

204ff.
– CSV (cathodic stripping voltammetry)

206
– dissolution of microparticles 202ff.
– single microparticles 209f.
– square-wave 218
– VIM (voltammetry of immobilized

microparticles) 179, 182
Voltammogram (see also Current-potential

relationship and Current-voltage responces)
– cyclic (CV) 185ff.
– linear sweep 197, 200f., 203f.
– rate-independent 201
– transient 199
Voronoi
– diagram 239
– polyhedra 240f.
– radical planes 240
– VT (Voronoi tessellation) 239f., 246

w
Wagner�s law 61

Index j505



x
XANES (X-ray absorption near edge

structure) 91
– defect cluster configuration 306
– particle size determination 100
XAS (X-ray absorption spectroscopy) 90
XRD (X-ray diffraction) 15f., 245f.
– b/b00-alumina 283
– copper superionic conductors 22f.
– fluorite-based superionic conductors 27f.
– particle size determination 96ff.

– pyrochlore-type superionic conductors 31
– silver superionic conductors 20f.
– thermal expansion 58

y
YSZ (yttria-stabilized zirconia) 28, 55, 74f.,

305, 307ff.

z
Zeeman levels 105
Zener pinning 95, 120
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