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Atomic and Molecular Clusters

There is considerable interest in the study of gas phase and surface-deposited clusters,
for many reasons. First, as nanoparticles they constitute intermediates between
molecules, with clearly defined energy states (electronic, vibrational, etc.) and condensed
matter where these states from continua or bands. It is clearly important to know how
bulk properties develop as a function of cluster size. The high ratio of surface atoms to
bulk atoms also means that there are many analogies between the chemistry and physics
of clusters and of solid surfaces. This has led to studies of the reactivity and catalytic
activity of supported clusters. Clusters are also of interest in their own right since, in
this intermediate size regime, finite size effects can lead to electronic, magnetic and
other properties that are quite different from those of molecules or condensed matter.
The use of clusters as components of nanodevices is also attracting much attention.

This book describes the experimental generation, detection and interrogation
(spectroscopic and other measurements) of clusters and theoretical approaches
developed to aid understanding of their physical properties. Clusters are classified
according to their bonding types—ranging from weakly bonded clusters of argon
to strongly bonded carbon clusters (the well-known fullerenes) and metal
nanoparticles—as well as clusters composed of molecular building blocks.
Examples are given of present and possible future applications of clusters in
electronic, optical and magnetic devices.

Roy Johnston obtained a first-class honours degree in Chemistry from the University of
Oxford (St Catherine’s College) in 1983. His doctoral research was carried out in Oxford
(1983-6) under the supervision of Professor D.M.P.Mingos. From 1987 to 1989, he was
a NATO postdoctoral fellow at Cornell University (with Professor R.Hoffmann) and the
University of Arizona (with Professor D.L.Lichtenberger) and, from 1989 to 1995, he
was a Royal Society University Research Fellow at the University of Sussex. Appointed
as aLecturer in Inorganic Chemistry at the University of Birmingham in 1995, his research
interests include: simulation of the structures, growth and dynamics of clusters; electronic
structure calculations on clusters and solids; and application of genetic algorithms to
optimization problems in chemical physics. He has published over sixty research papers
and reviews in the chemistry and physics literature.
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Series preface

The Masters Series in Physics and Astronomy is aimed squarely at students taking
specialized options in topics within the primary areas of Physics and Astronomy,
or closely related areas such as Physical Chemistry and Environmental Science.
Appropriate applied subjects are also included. The student interest group will
typically be studying in the final year of their first degree or in the first year of
postgraduate work. Some of the books may also be useful to professional researchers
finding their way into new research areas, and all are written with a clear brief to
assume that the reader has already acquired a working knowledge of basic core
Physics.

The series is designed for use worldwide in the knowledge that wherever Physics
is taught at degree level, there are core courses designed for all students in the
early years followed by specialized options for those consciously aiming at a more
advanced understanding of some topics in preparation for a scientific career. In the
UK there is an extra year for the latter category, leading to an MPhys or MSci
degree before entry to postgraduate MSc or PhD degrees, whereas in the USA
specialization is often found mainly in masters or doctorate programmes. Elsewhere
the precise modulations vary but the development from core to specialization is
normally part of the overall design.

Authors for the series have usually been able to draw on their own lecture
materials and experience of teaching in preparing draft chapters. It is naturally a
feature of specialist courses that they are likely to be given by lecturers whose
research interests relate to them, so readers can feel that they are gaining from
both teaching and research experience.

Each book is self-contained beyond an assumed background to be found in
appropriate sections of available core textbooks on Physics and useful Mathematics.
There are of course many possibilities, but examples might well include Richard
P.Feynman’s three-volume classic Lectures on Physics (first published by Addison-
Wesley in the 1960s) and Mary L.Boas’s Mathematical Methods in the Physical
Sciences (Wiley, 1983). The primary aim of books in this series will be to enhance
the student’s knowledge base so that they can approach the research literature in
their chosen field with confidence. They are not intended as major treatises at the
forefront of knowledge, accessible only to a few world experts; instead they are
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student-oriented, didactic in character and written to build up the confidence of
their readers. Most volumes are quite slim and they are generously illustrated.

Different topics may have different styles of questions and answers, but authors
are encouraged to include questions at the end of most chapters, with answers at
the end of the book. I am inclined to the view that simple numerical answers,
though essential, are often too brief to be fully satisfactory, particularly at the level
of this series. At the other extreme, model answers of the kind that examination
boards normally require of lecturers would make it too easy for a lazy reader to
think they had understood without actually trying. So the series style is to include
advice about difficult steps in calculations, lines of detailed argument in cases
where the author feels that readers may become stuck and any algebraic
manipulation which might get in the way of proceeding from good understanding
to the required answer. Broadly, what is given is enough help to allow the typical
reader to experience the feel-good factor of actually finishing questions, but not so
much that all that is needed is passive reading of a model answer.

David S.Betts
University of Sussex
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Preface

There is considerable experimental interest in the study of gas phase and surface-
deposited metal clusters, for a number of reasons. First, as nanoparticles they
constitute intermediates between molecules, with clearly defined energy states
(electronic, vibrational, etc.) and condensed matter where these states form continua
or bands. It is clearly important to know how bulk properties develop as a function
of cluster size. The high ratio of surface atoms to bulk atoms also means that there
are many points in common between the chemistry and physics of clusters and of
solid surfaces. This has led to studies of the reactivity and catalytic activity of
supported clusters. Clusters are also of interest in their own right since, in this
intermediate size regime, finite size effects can lead to electronic, magnetic and
other properties that are quite different from those of molecules or condensed
matter. Finally, the use of clusters as components of nanodevices is also attracting
much attention.

This book describes the experimental generation, detection and investigation
(i.e. spectroscopic and other measurements) of clusters, which are classified
according to their bonding types. The importance of theoretical models (especially
where experiment cannot unambiguously determine the structures of gas phase
clusters) is emphasized. Examples are given of present and possible future
applications of clusters in areas such as catalysis and the fabrication of electronic,
optical and magnetic nanodevices.

Throughout the book, I have tried to cite the original researchers responsible
for the models presented and the results quoted—though this is not a comprehensive
review and I apologize for any omissions. At the end of each chapter there is a list
of suggested further reading, mainly to review articles wherein readers can find
references to the original research literature.

At the end of each chapter, I have included a number of exercises for the interested
reader to attempt. Solutions are provided in the appendix.
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Finally, in this book I have tried to use the SI units as far as possible—but for
cluster dimensions and energies I have tended to adopt the units employed in the
original work described here—i.e. dngstroms for length (1 A=10""m) and
electronvolts for energy (1eV = 1.6022 x 1071 J~ 96.485 KJmol!),

Roy L.Johnston
Birmingham, March 2002
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CHAPTER ONE

Clusters: Types, Sizes and
Experiments

1.1 CLUSTERS

Clusters can be said to bridge the gap between small molecules and bulk materials.
In this book, I will describe how clusters are made, what their properties are and
how to handle them from a theoretical standpoint. We will examine the relationship
of clusters to molecular entities as well as to bulk materials. However, clusters can
also be considered to constitute a new type of material, since they often have
properties which are fundamentally different from those of discrete molecules or
the relevant bulk solid. Though the scientific study of clusters is fairly recent (since
the last two decades of the twentieth century), clusters have actually been around
for a long time, giving colour to stained glass windows and permitting their beauty
to be captured via the medium of photography. In fact, that most symmetrical
cluster of all, Cg, may be generated in sooting flames and even in space!

1.1.1 What are clusters?

There is still some debate as to what defines a cluster. For the purposes of this book,
I will take the term cluster to mean an aggregate of a countable number (2-107,
where n can be as high as 6 or 7) of particles (i.e. atoms or molecules). The constituent
particles may be identical, leading to homo-atomic (or homo-molecular) clusters, A,
or they can be two or more different species—leading to hetero-atomic (hetero-
molecular) clusters, A,B,. These clusters may be studied in the gas phase, in a cluster
molecular beam, adsorbed onto a surface or trapped in an inert matrix.

The earliest reference to clusters may have been made by Robert Boyle as long
ago as 1661. In his book The Sceptical Chymist he spoke of ‘... minute masses or
clusters...as were not easily dissipable into such particles as compos’d them.’

1.1.2 Types of cluster and cluster bonding

Clusters are formed by most of the elements in the periodic table—even the rare
gases! Clusters of the coinage metals (copper, silver and gold) are to be found in
stained glass windows and silver clusters are important in photography.

Some clusters (such as water clusters) are even found in the atmosphere! Carbon
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Figure 1.1 Examples of cluster types. Clockwise (from top left): fullerenes; metal clusters; ionic
clusters; molecular clusters.

nanoclusters are now well known, including the famous soccer ball-shaped Cg,
and related fullerenes and the needle-like nanotubes.

Clusters can be subdivided according to the types of atoms of which they are
composed and the nature of the bonding in these clusters. Some examples of
different types of cluster are shown in Figure 1.1.

1.1.2.1 Metal Clusters

Metallic elements from across the periodic table form a wide variety of clusters.
These include: the simple s-block metals (such as the alkali and alkaline earth
metals), where the bonding is metallic, delocalized and non-directional, involving
primarily the valence s orbitals; sp-metals (such as aluminium), where the bonding
involves both the s and the p orbitals and has a degree of covalent character; and
the transition metals, where the degree of covalency is greater and there is also
higher directionality in the bonding, which involves the valence d orbitals. Metal
clusters may be composed of a single metallic element or of more than one metal,
giving rise to the subclass of intermetallic or (nanoalloy) clusters. Theories and
models which have been developed to describe metal clusters will be discussed in
Chapter 4 and further experimental studies of metal clusters will be treated in
Chapter 5.

1.1.2.2 Semiconductor Clusters

Semiconductor clusters are made up of those elements (such as carbon, silicon
and germanium) which are semiconductors in the solid state. The bonding in such
clusters is covalent and the bonds are strong and directional. This class of cluster
also includes compound semiconductor clusters, with polar covalent bonds, such
as those formed between gallium and arsenic, Ga,As,. Semiconductor clusters will
be discussed in Chapter 6.
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1.1.2.3 Ionic Clusters

As the electronegativity difference between two elements, in a compound
semiconductor cluster, increases, so the polarity of the bonds increases until a limit
is reached where the bonding can better be described as ionic, or electrostatic in
nature. In this limit, we have the class of ionic clusters, such as those formed between
sodium and chlorine, [Na,CL]*", magnesium and oxygen [Mg,0,)?*>* and so
on. Since the anions and cations have fixed charges, the overall charge of the cluster
depends on its stoichiometry. Ionic clusters will be discussed in Chapter 7.

1.1.2.4 Rare Gas Clusters

At low temperatures, it is possible to form clusters of the so-called rare (or inert) gas
elements (helium to radon). These clusters are bound by weak van der Waals dispersion
forces, with the interatomic attraction increasing with increasing atomic mass. In the
case of helium, quantum effects, such as superfluidity also manifest themselves. Rare
gas clusters will be discussed in Chapter 2.

1.1.2.5 Molecular Clusters

Molecular clusters can be formed by supersonic expansion of molecular vapour.
The types of bonding exhibited by molecular clusters include van der Waals
bonding, dipole-dipole interactions, higher order multipolar interactions and
hydrogen bonding. Molecular clusters will be discussed in Chapter 3.

1.1.2.6 Cluster Molecules

There is a rich chemistry of inorganic and organometallic clusters, which was
developed over the second half of the twentieth century. These species, which are
generally thermodynamically and/or kinetically stable (with respect to coalescence,
etc.) and which can exist in the solid, liquid and vapour phases, include clusters
suchas Py, [B1sHi2]*™ and Osg(CO);s. Despite the considerable interest and research
activity that they have engendered, these clusters are beyond the scope of this book.

1.1.3 Why Study Clusters?

There is considerable experimental and theoretical interest in the study of elemental
clusters in the gas phase and in the solid state. Clusters are of fundamental interest
both due to their own intrinsic properties and because of the central position that
they occupy between molecular and condensed matter science. One of the most
compelling reasons for studying clusters is that they span a wide range of particle
sizes, from the molecular (with quantized states), to the microcrystalline (where
states are quasi-continuous). Clusters also constitute a new type of material
(nanoparticles) which may have properties, which are distinct from those of either
discrete molecules or bulk matter.

The study of the evolution of the geometric and electronic structures of clusters and
their chemical and physical properties is also of great fundamental interest. One
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important question, which has arisen, is ‘How large must a cluster be before its properties
resemble those of the bulk element?” As we shall see, the answer to this question
depends critically on which properties are being considered and on the nature of the
component atoms. Finally, the high ratio of surface to interior atoms in clusters means
that there are many common features between clusters and bulk surfaces.

Some of the interesting features of clusters are discussed briefly below. Most of
these will be treated in detail in subsequent sections and chapters.

1.1.3.1 Size Effects

The theoretical and experimental study of the size-dependent evolution of the
geometric and electronic structures of clusters, and of their chemical and physical
properties, is a major area of current research. The size of a cluster, as well as the type
of particles from which it is composed, is an important parameter for tuning the
properties of the cluster. Some important, general questions to be addressed are:

*  To what extent do cluster properties resemble those of discrete molecules or
infinite solids?

* Can the study of large finite clusters tell us anything about the bonding or
explain the properties of bulk solids?

e How rapidly do cluster structures and other properties converge towards those
of the bulk as the nuclearity (size) increases?

*  Can the evolution of band structure with increasing cluster size be detected
and, for clusters of metallic elements, at what cluster size is metallic
conductivity first observed?

* Can phase transitions be observed and are they of the same type found for
bulk solids and surfaces?

e By studying the geometric structures of clusters, how their structures change
as a function of size, and cluster growth patterns, can we gain an understanding
of crystal growth at the microscopic level?

As well as these general questions, more specific questions can be asked, such as:
can a free helium cluster be a superfluid and, if so, what is the smallest number of
atoms for which superfluidity can be observed? These questions, and many more,
will be addressed in the course of this book.

1.1.3.2 The Cluster-Surface Analogy

Since clusters have a high percentage of their atoms on the surface (see Section
1.2.1), there is a strong link between the chemistry and physics of clusters and of
the surfaces of bulk matter. As surface atoms have by definition lower coordination
numbers (fewer nearest neighbours) than interior (bulk) atoms, there is the
possibility of cluster surface rearrangements, analogous to the reconstructions
observed for bulk surfaces, which lower the cluster’s surface energy by forming
additional surface bonds. Clusters may also be stabilized by the coordination of
ligands to their surface.
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The reactivity of under-coordinated surface atoms makes clusters of interest as
models for heterogeneous catalysis on bulk metal surfaces. In fact, since metal
clusters are small metal particles, clusters (generally supported on an inert oxide
substrate) can themselves be used as very finely dispersed metal for catalysis.

1.1.3.3 Nanoscience

The field of nanoscience—the study of particles and structures with dimensions of
the order of a nanometre (10 m)—can be said to derive from a visionary article
by Richard Feynman in 1960. In this oft-quoted article, entitled ‘There’s Plenty of
Room at the Bottom’, Feynman challenged scientists to develop a new field of
study where devices and machines could be constructed from components consisting
of a small number (tens or hundreds) of atoms. This article has inspired generations
of physicists and chemists to try to make Feynman’s vision a reality and there are
now a large number of nanoscience laboratories in universities and institutes
throughout the world.

A large nanotechnology industry has sprung up in the past decade, motivated
by the need to build devices for a variety of electronic, optical, magnetic and even
mechanical applications, often using clusters as the basic building blocks. Another
rapidly growing area of nanotechnology is the field of organic and bio-organic
nanoscience, which encompasses topics such as supramolecular chemistry and
molecular recognition, critical for the design of molecular scale machines and
computers. This fascinating subject can in part be traced back to the ideas of Eric
Drexler and its development has drawn on a number of elegant synthetic and
mechanistic studies.

The scientific study of clusters is a relatively new field of research, but it is one
that is growing very rapidly. At the beginning of the twenty-first century, clusters
promise to play a pivotal role as components in novel electronic, magnetic and
optical devices. Physicists, chemists and materials scientists will all contribute to
this nanorevolution, as they develop improved methods of synthesis, stabilization
and assembly of single nanoclusters and arrays of nanoclusters.

1.1.4 The importance of theory in cluster science

Historically, theory has played (and continues to play) an important role in the
development and application of cluster science. Since many cluster properties
(e.g. cluster geometries, binding energies and energy barriers) are not easily
measured directly from experiment, theoretical models and computational methods
have been very useful in helping to interpret spectroscopic (e.g. UV-visible and
photoelectron spectroscopy) and mass spectrometric data.

The field of clusters also serves as an exacting testing ground for theoretical
methods—testing the range of validity of theoretical models derived from the
extremes of atomic/molecular and solid state physics. One of the challenges for
theory is to come up with a theory of cluster structure and bonding which is applicable
over an extremely large size range—from a few atoms to millions of atoms.
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1.2 VARIATION OF CLUSTER PROPERTIES WITH SIZE

One of the fascinating aspects of clusters concerns the evolution of cluster properties
as a function of size. This section introduces approximations and models which
have been introduced to describe this evolution.

1.2.1 The Spherical Cluster Approximation

In the Spherical Cluster Approximation (SCA), an N-atom cluster is modelled by
a sphere. This becomes a better approximation as the cluster gets larger and enables
equations to be derived for the number of surface atoms and the fraction of surface
atoms, in the large cluster limit.

For a spherical cluster composed of N atoms, the cluster radius (R.), surface
area (S,), and volume (V,) can be related to the radius (R,), surface area (S,) and
volume (V,) of the constituent atoms, as follows.

First the cluster volume is assumed to be simply the volume of an atom multiplied
by the number of atoms in the cluster:

V. =NV, (L1
Of course, this represents a significant oversimplification, since it does not take
into account the fact that hard spheres cannot pack to fill space exactly, but as we
are interested in deriving scaling relationships, we shall not worry about the packing

fraction here (but see Section 4.6.2). Expressing Equation (1.1) in terms of the
cluster and atomic radii, we have:

4R} =N 4nR] (1.2)
which can be rearranged to give the following relationship between cluster and
atomic radius:

R, =N'?R, (1.3)
The surface area of the cluster is then related to that of an atom as follows:
S, =4nR? =4z(N'/?R, | = N?/5, (1.4)

In the limit of a large cluster, the number of surface atoms (N;) in a cluster is
given by dividing the surface area of the cluster by the cross-sectional area of an
atom (A,):

2/3p2
_ 4nN“°R;

N -y

5

—4N2/3 (1.5)

As will become evident below (and in later chapters), many properties of clusters
depend on the fraction of atoms (F;) which lie on the surface of the cluster. For
pseudo-spherical clusters this quantity is given by:

N _
F,=—5=4N 13 (1.6)

Figure 1.2 shows the fraction of surface atoms (F,) plotted against N'** for
clusters consisting of concentric icosahedral shells of atoms. Such geometric shell
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Figure 1.2 Fraction of surface atoms (F,) plotted against N-'* for icosahedral geometric shell clusters.
The dashed line represents the prediction of the Spherical Cluster Approximation.

clusters are commonly observed for rare gas (Chapter 2) and metal (Chapter 4)
clusters. The figure shows that the fraction of surface atoms approaches the limiting
value (4N'?) given by Equation (1.6) as the cluster size increases.

1.2.2 Cluster Size Regimes

In this book, I shall refer to three cluster size regimes: small clusters (<100 atoms);
medium-sized clusters (100-10,000 atoms); and large clusters (>10,000 atoms).

From the Spherical Cluster Approximation (Equation (1.3)), the diameter (D)
of a cluster of N atoms is given by:

D=2R, =2RysN'""? (1.7)

where Ry is the Wigner-Seitz radius of the element under consideration (i.e. the
radius of a sphere whose volume is equal to the volume per atom in the solid).
Table 1.1 gives the ranges of diameters for the three cluster size regimes, taking as
an example clusters of sodium atoms (with Rys=0.2 nm)

Considering the fraction of atoms on the surface of the cluster, ranges of F
values, for the three cluster size regimes are also given in Table 1.1, from which it
is apparent that clusters with as many as 10,000 atoms still have nearly 20% of
their atoms on the surface. In fact, F; only drops below 0.01 (i.e. less than 1% of
atoms are on the surface) for N>6.4x107 atoms, which corresponds to a diameter
of approximately 0.16 pm for sodium clusters.
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Table 1.1 Classification of clusters according to size. N is the number of atoms, D is the diameter (for
a cluster of sodium atoms) and F; is the fraction of surface atoms.

Small Medium Large
N < 10? 10%-10* > 10*
D/nm <19 1.9-8.6 >8.6
F, >0.86 0.86-0.19 <0.19

1.2.3 Cluster Size Effects

1.2.3.1 Size-Dependent Melting

Aslong ago as 1871, Lord Kelvin posed the question: ‘Does the melting temperature
of a small particle depend on its size?’ Nearly 40 years later, Pawlow predicted
that the melting temperature of a metallic particle should decrease as the particle
gets smaller, though the unambiguous verification of the prediction had to wait
until 1976, when Buffat and Borel measured the melting temperatures of gold
clusters under a transmission electron microscope. Melting temperatures for the
smallest nanoclusters turned out to be as low as 300 K—significantly lower than
the melting point (approximately 1336 K) of bulk elemental gold. (See Figure 1.4
in Section 1.2.4 for a plot of melting temperature vs. cluster radius for gold clusters.)
The subject of cluster melting is a complex one. There is evidence that cluster
melting may not be a sharp (first order) phase transition (as for bulk metals), but
rather may be a continuous (second order) phase transition. Berry has shown,
theoretically, that in clusters at around the melting point there can be coexistence
of liquid-like (surface) regions and solid-like (bulk) regions. Electron microscopy
studies of surface-deposited 50 nm diameter Sn and Pb clusters have verified these
predictions, showing a solid core surrounded by a liquid outer layer.

1.2.3.2 General Considerations

Lord Kelvin’s specific enquiry can be generalized as the following problem: ‘How
large must a cluster of atoms be before its properties resemble those of the bulk
element?’ The answer to this apprently simple question is exceedingly complex, and
depends on the type of atoms constituting the cluster and the type of physical property
that is being measured. The variation of cluster properties with size can be gathered
under the heading Cluster Size Effects (CSEs).

Many properties of clusters depend on the fraction of atoms lying on the surface
of the nanocluster. As mentioned above, the percentage of surface atoms only
drops below 1% for clusters of over 64 million atoms. It is this high surface to bulk
ratio which has made metal nanoclusters so important, for example, as a source of
finely dispersed metal for application in heterogeneous catalysis. More generally,
the size-dependent behaviour of cluster properties suggests the very exciting
prospect of using nanoclusters as building blocks to construct electronic, magnetic
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or optical devices with characteristics that can be fine-tuned by carefully controlling
the size of the component nanoclusters.

1.2.4 Scaling Laws

In the large cluster regime, many generic cluster properties (G), such as ionization
energy (ionization potential, IP), electron affinity (EA), melting temperature (7,,) and
cohesive or binding energy (E;) show a regular variation with cluster size. By adopting
a spherical cluster model, in which the N-atom cluster is approximated by a sphere of
radius R, this smooth CSE behaviour can be described by simple scaling laws
(interpolation formulae), either in powers of the cluster radius:

G(R)=G(x)+aR™ (1.8)
or the nuclearity (number of atoms):
G(N)=G(x)+bNP (1.9)

where G() is the value of property G in the bulk limit. Since many properties depend on
the ratio of surface to bulk (volume) atoms in a cluster, and since F, oc N"V* (cc1/R), the
exponents in Equations (1.8) and (1.9) are generally o=1 and = % .

As an example of the application of scaling laws, the ionization energies of
potassium clusters, with up to 100 atoms, can be fitted to a high degree of accuracy
by the following interpolation formulae:

IPK(N)/eV =2.3+2.04N 13 (1.10)
IPX(R)/eV =2.3+5.35 (R/A)™ (1.11)
A plot of IP¥ against N for potassium clusters, including a fit to Equation (1.10), is
shown in Figure 1.3. The variation of ionization energies and electron affinities of

metal clusters will be detailed in Chapter 4, in the context of the Liquid Drop
Model.
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Figure 1.3 The The ionization energy of potassium clusters as a function of cluster size N. The points
represent experimental data, the solid line is taken from the interpolation formula (Equation (1.10))
and the dashed line indicates the bulk work function.
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Figure 1.4 The melting temperature of gold clusters as a function of radius R. The points represent
experimental data, the solid line is taken from the interpolation formula (Equation (1.12)) and the
dashed line indicates the bulk melting temperature.

As discussed above, the melting temperatures (7,,A") of gold clusters have been
found to decrease with decreasing cluster size, following a 1/R trend, and showing
a good fit to the expression:

TM(R)/K =1336.15-5543.65(R/A)™" (1.12)

as shown in Figure 1.4.

As can be seen from Figures 1.3 and 1.4, while large clusters show good
agreement with scaling laws, for smaller clusters some deviations are observed. In
fact, large deviations (usually oscillations about the smooth CSE trend representing
the power law) are observed for many properties in the medium- and (especially)
the small-cluster size regimes. Such deviations arise due to Quantum Size Effects
(QSEs, such as those caused by electronic shell closings) and Surface Effects
(geometric shell closings), which will be described in Chapter 4. A schematic
representation of a cluster property (G), which exhibits smooth CSE (or Liquid
Drop) behaviour at high nuclearity and Quantum Size and Surface Effect oscillations
at low nuclearity, is shown in Figure 1.5.
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Figure 1.5 Schematic representation of the variation of a generic cluster property (G) with cluster size.

1.3 CLUSTER EXPERIMENTS

Cluster experiments can be divided into three main stages: cluster generation
(production of clusters); cluster investigation (where the clusters are probed using
spectroscopic or other techniques); and cluster detection (generally using mass
spectrometry). This section presents examples of specific experimental techniques
for generating and studying different types of clusters, though further examples of
cluster experiments will be presented in later chapters. The treatment given here
will not be exhaustive and readers are directed to the references at the end of this
chapter for more detailed discussions of cluster experiments and for diagrams of
experimental apparatus.

It is important to note that progress in cluster science has followed closely on the
development of new experimental techniques. In particular, the development of
molecular beam techniques has enabled the study of ‘free’ clusters in an interaction-
free environment. The study of free clusters, however, presents a number of problems
associated with difficulties in measuring physical properties of single particles and
with generating intense size-selected cluster beams. Also, since there are often many
cluster isomers with similar energies and low barriers to interconversion, the concept
of ‘cluster structure’ itself may not always be well defined. Another class of
experiments involves the deposition of size-selected clusters on a substrate (such as
graphite, silicon or an inorganic oxide), as shown schematically in Figure 1.6, or in
an inert gas matrix. These experiments will be discussed further in Chapter 8. While
such experiments allow individual clusters to be studied by microscopic techniques,
it is difficult to infer the geometric or electronic structure of a free cluster from that
of the corresponding surface-supported cluster, since such clusters may be perturbed
by the substrate. The same caveat applies to the study of thin films and crystals of
ligand-passivated clusters (see Chapter 8).
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Figure 1.6 Schematic representation of cluster generation (by condensation in flowing helium), size
selection and deposition.

Finally, since clusters in a molecular beam are generally not in thermodynamic
equilibrium, the concept of temperature is not well defined for clusters and many
researchers prefer to avoid applying terminology which has thermodynamic
connotations (i.e. which imply well defined phases in equilibrium). Berry has shown,
however, that clusters can exist in a number of phase-like forms, some of which
(such as the liquid-like or solid-like forms) have similar properties to the bulk
phases, while others are unique for clusters—having no bulk counterpart.

1.3.1 Cluster Sources

The first stage in a cluster experiment is the generation of the clusters. Clusters are
generated in a cluster source, a number of which are described below, In all cluster
sources, cluster generation consists of the processes of: vaporization (production
of atoms or molecules in the gas phase); nucleation (initial condensation of atoms
or molecules to form a cluster nucleus); growth (the addition of more atoms or
molecules to the initially formed nucleus); and coalescence (the merging of small
clusters to form larger clusters). As well as growing, clusters can also shrink by
evaporation or fragmentation. Depending on the nature and conditions of the source,
different size distributions of clusters may be generated, as described below.

1.3.1.1 Knudsen Cell (Effusive Source)

The Knudsen cell, or effusive source, is a continuous, low flux, subsonic source
which involves heating a volatile solid or liquid in an oven with a small aperture,
thereby generating a low vapour pressure. At low vapour pressures the mean free
path of particles in the cell is greater than the diameter of the aperture, so there are
very few collisions before leaving the cell. The resolution of effusive sources is
poor, as broad energy and angular distributions are obtained.

If the aperture is small enough (though nozzle clogging may be a problem for
less volatile solids) that the solid (or liquid)-gas equilibrium is not perturbed, an
equilibrium distribution of clusters is generated, with a Maxwell-Boltzmann
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distribution of energies. The overall trend is that the cluster intensity (/) falls
exponentially with increasing cluster nuclearity (N):

I(N)=ae (1.13)

so that small clusters predominate. However, abundance spectra have structure
superimposed on this trend, with intensities related to the binding energies of the clusters
(see Section 1.3.5.2). In the case of antimony, for example, a larger mass spectral peak
is always observed for the Sb, cluster than for either Sb; or Sbs.

1.3.1.2 Supersonic (Free Jet) Nozzle Sources

Supersonic nozzle sources (also known as free jet condensation sources) are of two main
types. Sources for generating clusters of inert gases, molecules and low-boiling metals
(such as mercury) generally operate without a carrier gas. The seeded supersonic nozzle
source, on the other hand, is used to produce intense cluster beams of relatively low-
melting metals, such as the alkali metals. The metal is vaporized (with a vapour pressure
of 10-100 mbar = 10*-10* Pa) in an oven and the vapour is seeded in an inert carrier gas
at a stagnation pressure (p) of several atmospheres (~ 10°~10° Pa) and a temperature
(Ty) of 77-1500 K. The metal/carrier gas mixture is then expanded through a small
nozzle (with a diameter of 0.03—1 mm) into a vacuum (1 0'-10" Pa), thereby creating
a supersonic beam. Slit nozzles have also been used to generate two-dimensional cluster
beams. Such beams are preferred for optical measurements, where longer path lengths
are required.

The high backing or stagnation pressure in the condensation region and the
small diameter of the nozzle means that the particle mean free path is much smaller
than the nozzle diameter. Thus, there are many collisions during the expansion
phase. The expansion, which is adiabatic and isenthalpic, cools the vapour, which
becomes supersaturated, and clusters condense.

Cluster growth typically ceases beyond a few nozzle diameters from the nozzle
exit, when the vapour density becomes too low. The mean velocities of the clusters
(and hence their kinetic energies) increase but random thermal motions are reduced.
This means that the velocities of the clusters, relative to each other, are very low—
corresponding to low beam temperatures. Cluster cooling continues until cluster
flow becomes molecular, rather than hydrodynamic. Further cooling can occur by
evaporation of atoms from the cluster.

These sources produce intense, continuous cluster beams with narrow velocity
distributions, and clusters with hundreds or thousands of atoms can be generated.
Because evaporative cooling takes place, very low temperatures (near the
evaporation limit) can be generated and cluster abundances are sensitive to cluster
binding energies and hence are highly structured, being related to electronic or
packing properties of the clusters. Three factors govern the cluster content and
size of clusters from free jet sources: the stagnation pressure (p,); the temperature
(T,) and the nozzle aperture cross-section (A). The cluster content (number of
clusters) and average cluster size (N) increase with increasing p, and A, while they
decrease with increasing 75,
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In the absence of a carrier gas, small clusters (with fewer then ten atoms) generally
form. Temperatures exceeding 1,500 K have been attained, with the higher
temperatures being required to generate lithium clusters—though this method is
not useful for more refractive elements. For mercury and alkali metal clusters,
temperatures in the range 600—1,300 K are generally used, while for rare gas clusters
(due to the weaker binding of rare gas clusters) temperatures well below room
temperature are normally required for cluster condensation.

1.3.1.3 Laser Vaporization-Flow Condensation Source

The laser vaporization-flow condensation source (which was introduced by Smalley
and co-workers in the early 1980s) is a pulsed cluster source which is used to
produce small- and medium-sized (up to several hundreds of atoms) clusters of
any metal—including refractory transition metals, carbon and silicon. It combines
laser ablation with a supersonic jet expansion. Though the time averaged flux is
smaller than in the seeded supersonic nozzle source, cluster intensities within each
pulse are high. In pulsed cluster sources, skimmers, which seperate regions of
differing pressure also serve to prevent the formation of shock waves.

In the laser vaporization source, vapour is produced by pulsed-laser ablation of
a rod of the material of interest, using an intense (>10" W cm™ or 10 mJ mm)
pulsed UV Nd:YAG or excimer laser. Each 10 ns pulse vaporizes 10"~ 10'° atoms
per mm? of the target. The vaporized material (a plasma with a temperature of
around 10* K) is introduced into a pulse of cold helium, which rapidly cools the
vapour and induces cluster formation. The adiabatic cooling occurs at a greater
rate than for the seeded supersonic nozzle and temperatures of under 100 K can be
produced. Further evaporative cooling can then occur. The use of a laser for cluster
generation also leads to some cluster ionization, so this source generates neutral,
cationic and anionic clusters.

1.3.1.4 Pulsed-Arc Cluster Ion Source (PACIS)

PACIS sources are closely related to laser vaporization sources, but the cluster material
is instead vaporized by an intense electrical discharge. Cluster beams generated in
this way are significantly more intense than when using laser vaporization, with
deposition rates of 0.2 nm per pulse having been reported for the deposition of lead
clusters. As many as 10% of the clusters generated by this source are charged.

1.3.1.5 Ion Sputtering Source

In an ion sputtering source, clusters are produced by bombarding a target with
high energy inert gas ions, as shown in Figure 1.7a. Clusters of refractory metals
and other high-melting materials can be generated. This source typically generates
small, singly ionized clusters, although mass selected beams of clusters with
hundreds of atoms can be generated. Clusters are generated hot and cluster cooling
involves evaporation, so that the abundance spectra reflect the thermodynamic
stabilities of the clusters, via their binding energies.

© 2002 Roy L.Johnston



(b)

TP,

Magnetron lasma

Figure 1.7 Sputtering cluster sources: (a) ion sputtering—using an ion gun to accelerate ions onto the
target; (b) magnetron sputtering—using a magnetically confined plasma as an ion source.

The heavier inert gases (Kr and Xe) are generally used as sputtering ions, with
bombardment energies in the range 10-30 keV and currents of approximately 10 mA.

1.3.1.6 Magnetron Sputtering Source

The magnetron sputtering source (Figure 1.7b) is a modified type of sputtering
source, wherein a plasma is ignited in argon over a target by applying a d.c. or r.f.
potential and is confined using a magnetic field. Argon ions are then accelerated
onto the target, resulting in sputtering, as described above. Magnetron sputtering
sources generally produce small clusters (2-30 atoms), with cluster intensity falling
off rapidly with increasing size. Palmer and co-workers, however, have recently
developed a hybrid magnetron sputtering/condensation source, which is capable
of producing a high flux of Cu and Ag, clusters with sizes ranging from two to as
many as 70,000 atoms.

1.3.1.7 Gas-Aggregation/Smoke Source

In the gas-aggregation or smoke source, metal vapour is generated by evaporation
or sputtering and is introduced into a cold inert quench gas (He or Ar at a pressure
of 50-500 Pa), where the vapour becomes supersaturated and clusters aggregate.
Stagnation and aggregation can occur in the same chamber or gentle expansion
can occur, through an aperture of 1-5 mm diameter, into an aggregation chamber
with several hundred Pa pressure of cold quench gas. The mechanism of cluster
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growth and aggregation in the gas aggregation source is analogous to cloud and
smoke formation.

The low temperature of the inert gas ensures that cluster growth consists primarily
of single-atom addition and that evaporation is negligible. Because of this, the
observed cluster abundances from this source are determined by collision statistics
and are featureless, smooth functions of cluster size. Final cluster temperatures are
generally lower than those from heavily clustered seeded beams, though the clusters
in lightly clustered, seeded supersonic beams may be cooler.

Gas-aggregation cluster sources produce continuous beams of low-to-medium
boiling (<2,000 K) metals, including the noble metals. Cluster beam intensities
are much lower than for seeded supersonic nozzle sources, but very large (>20,000
atoms) clusters (of alkali metal elements) can be generated using gas-aggregation
sources, due to the greater number of collisions with the high density of the cooling
gas. Smaller clusters can be generated by streaming the quenching gas past the
vaporization zone and controlling the pumping rates. The cluster size distribution
also depends on the physical dimensions of the cell, as this determines the time
during which cluster growth can occur. A subsonic beam leads to a low intensity,
broad velocity distribution, which is internally hot.

Figure 1.8 shows a smoke source, used for the production of Cg, and other
fullerene clusters (see Chapter 6).
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Figure 1.8 A smoke source used for the production of C4, and other fullerene clusters.

1.3.1.8 Liquid Metal Ion Sources

Liquid metal ion sources are used to produce multiply charged clusters of low melting
metals. In field desorption sources, very high electric fields are generated at the tip
of a needle which has been wetted in the metal of interest and heated above the
melting point of the metal. The initially hot, multiply charged clusters undergo
evaporative cooling and cluster fission, to generate smaller clusters.
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1.3.1.9 Spray Sources

Spray sources are used for generating clusters from liquids and solutions. The
electrospray source generates solvated ion clusters by the injection of a solution
through a needle (which can carry a relative positive or negative potential) into a
stagnation chamber with a flowing inert carrier gas. This method allows complex,
involatile molecules to be obtained in the gas phase as solvated ions.

The thermospray source is also used to generate cluster beams of involatile
materials from liquids and solutions. The liquid sample is partially pyrolyzed before
expansion, generating a subsonic beam containing neutral and ionic clusters.

1.3.2 Cluster Formation

In cluster experiments, the extent of clustering depends on many factors—for
example, in supersonic beam experiments, important factors are: the stagnation
pressure; the diameter of the nozzle; and the carrier gas temperature—with lower
temperatures and higher pressures leading to larger clusters. In this section, I will
briefly discuss the important stages of cluster nucleation and growth, as well as
mechanisms by which clusters can cool down.

1.3.2.1 Cluster nucleation
If the local thermal energy of the beam is less than the binding energy of the dimer,
then a three-atom collision can lead to the formation of a dimeric nucleus, with the
third atom removing the excess energy as Kinetic energy:

A+A+A4 (KE])‘—)AZ + A (KE2>KE1)

In the presence of an excess of cold, inert carrier or quench gas (B), the nucleation
step is more efficient:

A+ A+ B(KE) > 4, + B(KE, > KE))

The dimer then acts a site for further condensation (cluster growth). By increasing
both the nozzle diameter and the stagnation pressure, the average cluster size and
density increase, as the beam character changes from Knudsen-like to free jet-like.

1.3.2.2 Cluster Growth

The initially formed cluster nucleus acts as a seed for further cluster growth. Early
growth occurs by accretion of atoms (or molecules) one at a time. Subsequently,
collisions between smaller clusters can lead to coalescence and the formation of
larger clusters:

Ay+ A4 _)AN-H
An+ Ay = Ayn
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In the cluster growth region, the clusters are generally quite hot, so there is
competition between growth and decay—i.e. clusters shrinking by losing individual
atoms (evaporation) and/or fragmentation (splitting into two or more clusters).
These processes are merely the reverse of those shown above.

1.3.2.3 Cluster Temperature

It is difficult to measure and define cluster temperature accurately. If there is
negligible clustering then cluster temperatures are very low. Cluster growth, which
is an exothermic process, causes an increase in the temperature (i.e. the internal
energy increases due to the heat of condensation of the added atoms). In heavily
clustered beams, where there is a high ratio of atoms to clusters (and the clusters
are larger), the clusters are very hot (possibly molten) when generated.

1.3.2.4 Cluster Cooling

There are three main mechanisms by which clusters, in a molecular beam can
lower their temperature (i.e. lower their internal energy).

(a) Collisional cooling. Collisions with other atoms in the beam remove the excess
energy as kinetic energy:

Anv(T)) + B(KE,) > Ay (I, < T) + B(KE, > KE))

where B may be another atom of element A or an inert carrier gas atom. Using a
cold carrier gas leads to more efficient collision cooling. This cooling mechanism
is only significant in the condensation and initial expansion regions.

(b) Evaporative cooling. Clusters can lower their internal energies by evaporation—
i.e. by losing one or more atoms in an endothermic desorption process. In order
for evaporation to occur, internal energy must be chanelled into the appropriate
cluster vibrational mode(s), in order to overcome the kinetic activation barrier to
bond breaking. After evaporation, this excess energy is imparted as kinetic energy
to the escaping atom

AN(T) > A (G <TY)+AKE) > Ay, (<) + A(KE) > ...

This mechanism, which forms the basis of the Klots evaporative ensemble, is the
only cooling mechanism once free flight has been achieved (i.e. when collisions
no longer occur).

(c) Radiative cooling. Finally, clusters can lower their internal energies by emitting
infrared radiation:

Av(T) > An(TL,<T)) + hv

Radiative cooling, however, is an inefficient cooling mechanism, which is slow
compared with the time scales of typical cluster experiments.
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1.3.2.5 Distribution of Cluster Sizes

The distribution of cluster sizes produced by a cluster source depends on a number
of factors. First, as discussed above, the distribution is strongly influenced by the
particular cluster source being used. The size distribution depends on the way in
which the vapour is generated, the initial temperature and pressure, the presence
(and backing/stagnation pressure and temperature) of a carrier or quenching gas,
the dimensions and shape of apertures and nozzles and whether or not supersonic
expansion is performed. As will be discussed in Section 1.3.5.2, these experimental
conditions can strongly influence the observed abundances in the mass spectra
measured for a beam of clusters.

1.3.3 Generation of Cluster Ions

Many experiments involving clusters rely on being able to separate them according
to their mass (i.e. how many atoms they possess). In order to do this, it is generally
necessary to ionize the clusters so that mass selection (see below) can be
accomplished by deflecting the clusters in a magnetic or electric field. Depending
on the material and the type of experiment, either cations or anions may be created.
As described above, cations and/or anions may also be formed in the initial cluster
generation step—for example when using laser ablation, electric discharge or
sputtering sources.

1.3.3.1 Generation of Cluster Cations

Positively charged clusters can be generated from neutral clusters, either by electron
impact or by photoionization of the corresponding neutral clusters.

(a) Electron impact ionization, using either thermal electrons (generated by
thermionic emission from a heated wire) or a focussed electron beam, creates
cluster cations by knocking electrons off the neutral clusters. It should be noted
that electron impact ionization is often accompanied by cluster fragmentation
because of the large geometry changes that accompany ionization and because of
excess energy arising from the ionization process:

Av+ e (KE) = (A5 Y+ 2 = (Af_y ) + A+ 26 > ..

and further fragmentation may subsequently occur. The fact that electron impact
ionization can lead to fragmentation should be remembered when interpreting
mass spectroscopic abundances of cationic clusters.

(b) Photoionization (using a laser light source) is usually a gentler way of generating
cationic clusters. It has the advantage that photon frequencies can be tuned across
quite a wide range. Low energy visible or near UV photons can cause ionization
without fragmentation, as there is not sufficient energy to break cluster bonds.
(Running the ionizing laser at low power reduces the probability of multi-photon
absorption, which can also lead to cluster fragmentation.) A variant on this type of
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experiment is to use near-threshold frequency light, where the laser frequency is
tuned until the photons have just enough energy to ionize the clusters. In this way,
the appearance potential of a cluster cation (of a given mass), and hence the
ionization energy of the corresponding neutral cluster, can be determined.

(c) Electric discharge—positively charged clusters can be generated in free jet sources,
by using a corona discharge within the stagnation chamber, prior to expansion.

1.3.3.2 Generation of Cluster Anions

There are two main ways of generating anionic clusters, by electron transfer or by
capture of low energy electrons.

(a) Electron transfer is achieved by having electropositive alkali metal atoms (M)
(such as rubidium or caesium) in the vapour phase. The transfer of the valence
electron from the alkali metal to the cluster:

Ay+ M- Ay + M

is thermodynamically favoured if the ionization energy of the cluster is greater
than that of the alkali metal atom: IP(A,)>IP(M). This type of process is favoured
for creating cluster anions of metals such as Cu, Ag and Au, where the clusters
have relatively high IPs. One drawback of the method is the possible inclusion of
alkali metal atoms into the cluster.

(b) Capture of low energy electrons can also be used to generate anionic clusters:
AN +e o A;/

This method can be used for a wider range of clusters than the electron transfer
method and does not risk incorporation of unwanted atoms into the cluster.

1.3.4 Mass Selection and Detection of Clusters

Cluster ions (both positively and negatively charged) are easily separated and
selected, usually according to their masses—i.e. by mass spectrometry. A number
of mass spectrometers, differing in the nature of the mass analyser, are currently in
use.

1.3.4.1 Wien Filter

In the Wien filter, mass separation is performed by crossed homogeneous electric
(E) and magnetic (B) fields, which are both perpendicular to the direction of the
ionized cluster beam. The net force on a cluster with charge O, mass M and velocity
v (ec M%) vanishes if E=Bv. The cluster ions are accelerated by a voltage V to an
energy QV. Clusters with a mass to charge ratio (M/Q) of 2V/(E/B)?* are undeflected
by the Wien filter and it is these undeflected ions that are selected (by collimators)
and detected.
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The resolution of the Wien filter depends on the spread of velocities of the
cluster ions (which depends on the initial velocity distribution), the strength of
the electric and magnetic fields, and the collimator widths. Higher resolution is
obtained by using high field strengths and narrow collimators. Increasing the
acceleration voltage also reduces the effect of the initial velocity distribution.
The mass resolution (6M/M) of commercial Wien filters is typically of the order of
102 (i.e. 1% of the mass), with a mass range of 1-5,000 amu, though the resolution
is worse for the larger clusters. The mass range is mainly limited by field strengths.

1.3.4.2 Magnetic Sector Mass Spectrometer

Traditional mass spectrometers use homogeneous electric or magnetic field sectors
to deflect charged clusters by an extent depending on their charge-to-mass ratio
and their velocities. In some groups, double sector instruments have been developed,
in which cluster cations are accelerated to the same kinetic energy and deflected
by a magnetic sector field so that only one mass, with the correct momentum can
exit the magnetic sector. The cations are then passed through an electric sector
field, with an energy dispersion adjusted to compensate for that of the magnetic
sector. This results in double focussing of the mass-selected cluster beam, high
resolution and very good background suppression.

1.3.4.3 Quadrupole Mass Filter

In the quadrupole mass filter, an a.c. electric field is superimposed on a d.c. electric
field, with the quadrupole formed by four cylindrical metal rods held in a square
geometry, with bias voltages V' = + (¥, + V. sin(of)), such that adjacent rods have
equal and opposite voltages. By carefully varying the field strengths (V. and V)
and the a.c. frequency (), a stable helical trajectory through the filter is possible
for cluster ions within a narrow mass range. Mass resolution is affected by the
field strength, the cluster velocity and the alignment of the rods. Resolutions (oM/
M) of 1073 (i.e. an order of magnitude better than the Wien filter) are typical. Masses
of up to 9,000 amu can be detected by using high voltages and lower a.c. frequencies,
though increase in the mass range is generally achieved at the expense of mass
resolution.

A variation of the quadrupolar mass filter is the so-called phase space
compressor, in which the quadrupole region is filled with an inert buffer gas such
as helium or argon. The cluster ions lose internal energy (and are therefore cooled)
in collisions with the buffer gas, which also serves to damp out differences in the
initial cluster kinetic energies so that only the translational energy due to the
fields within the quadrupole remain.

1.3.4.4 Time-of-Flight Mass Spectrometry

In the time-of-flight (TOF) mass spectrometer, cluster ions are accelerated by a
succesion of homogeneous electric fields (an ion gun) into a field-free flight tube,
finally impacting on an ion detector. The mass-to-charge ratio (M/Q) of the cluster
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is determined from the measured time-of-flight. Mass resolution is limited by
initial conditions (velocities etc.), timing accuracy and power supply stability,
but the resolution of the analyser is not mass-dependent and the resolution (6M/M
~ 107-107) is good throughout the mass range. One disadvantage of the TOF
mass spectrometer is that it only operates on short cluster pulses and thus low ion
intensities are detected.

The mass resolution of the TOF mass spectrometer can be improved by reducing
the effect of the initial conditions, as in the reflectron scheme, wherein the cluster
ions are reflected back along the flight tube using an electrostatic mirror. Since
fast ions take longer to reverse their direction than slower ions, the time spread of
clusters of a given mass is reduced by this process and all ions (of the same mass)
arrive at the detector almost simultaneously. Mass resolutions (6M/M) of 10 have
been achieved with reflectron TOF devices (approximately an order of magnitude
better than is possible in a normal TOF spectrometer).

Figure 1.9 shows the apparatus used by Martin and colleagues for the production,
photoionization and TOF mass analysis of a variety of clusters.
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Figure 1.9 Apparatus for the production, photoionization and time-of-flight mass analysis of clusters.

1.3.4.5 Ion Cyclotron Resonance Mass Spectroscopy

Ion cyclotron resonance mass Spectroscopy is performed by confining cluster ions
in a three-dimensional ion trap, using a combination of a static quadrupolar electric
field and a uniform magnetic field (B). One component of the motion of the cluster
ions is at the cyclotron frequency (.). The cyclotron resonance frequencies and
hence the M/Q ratios (since ®.= QB/M) are determined by exciting the cluster ion
cloud with an electric pulse and then performing a Fourier analysis of the resulting
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ion cloud resonance. This type of mass spectroscopy is extremely accurate and mass
resolutions of 10 have been measured.

1.3.4.6 Neutral Clusters

Neutral clusters are usually generated with a fairly wide distribution of sizes. Size
selection of neutral clusters can be achieved in one of two ways (alternative
approaches involving the deflection of clusters by inhomogeneous magnetic or
electric fields do not provide good size resolution as the magnetic moments and
polarizabilities of clusters generally vary slowly with cluster size). At present,
truly single-sized (‘monochromatic’) neutral cluster beams are only possible for
relatively small clusters (several atoms).

(a) Cluster beam deflection. Neutral atomic or molecular clusters can be separated
according to size by colliding a cluster beam with a beam of rare gas atoms or ions.
Due to the conservation of momentum, larger clusters are scattered by smaller
angles than smaller clusters. In this way, the mass distribution of large nitrogen
clusters, (N,)y (with N=10,000), has been determined and small argon clusters
(N<10) have been separated by making use of the different angular and velocity
distributions of the different sized clusters after collision.

The main problem with this method of size selection is that the intensity of the
scattered neutral cluster beam is usually low. In order to minimize collisional
dissociation, the collision energy is required to be small and the mass of the
scattering atom should also be small. For size separation to be observed, an intense,
high resolution cluster beam is required, with expansion conditions that minimize
the angular (A@ < 0.5°) and velocity spread (Av/v < 0.05) of the beam. The higher
the mass and velocity of the clusters, the lower the resolution of the size selection.
By contrast, the higher the mass and velocity of the scattering atoms, the higher
the resolution—though, as discussed above, this increases the likelihood of cluster
fragmentation.

(b) Re-neutralization of ions. A commonly used method for generating size-selected
beams of neutral clusters is to generate positively or negatively charged clusters
(as described earlier), size-select them by deflection in a magnetic or electric field
and then re-neutralize the cluster ions. It is important, however, that the re-
neutralization step should not cause excessive cluster fragmentation, or the size
distribution of the neutral beam will not reflect that of the ions.

Cluster anions can be re-neutralized by photodetachment:

Ay+hv > Ay+e
(though this process is known to cause significant fragmentation in the case of

silver clusters) or by collisional electron detachment or charge exchange with a
more electronegative element:

Ay +B>Ay+B+e
Ay + X > A+ X

though collision-induced fragmentation may be a problem here.
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Cluster cations are re-neutralized by charge exchange with a more electropositive
element (e.g. an alkali metal atom):

A;,+M—-)AN+M+

Again collision-induced dissociation is a competing reaction. The higher the
collision energy, the greater the amount of cluster fragmentation. It has also been
found, however, that when the electron transfer process is strongly exothermic the
neutral cluster is generated in an excited state and readily undergoes fragmentation.
A detailed study has been made of the re-neutralization of sodium clusters by
caesium atoms:

Na}, +Cs — Nay + Cs”

where it was found that the main products of the re-neutralization were Nay, Nay.,
and Na,.,. For Na f',, the electron transfer reaction with Cs is exothermic by a small
amount (0.13 eV) so the cross-section for electron transfer is high, while that for
fragmentation is small.

The advantages of the re-neutralization approach over cluster beam deflection
are that it can be applied to all cluster sizes and it produces more intense neutral
beams. Its main disadvantages, however, are that it generates neutral clusters with
higher velocities and possibly with high internal excitation.

1.3.5 Investigation of Clusters

In this section, a brief overview is presented of a number of types of cluster
experiment. More details of some of these techniques can be found in subsequent
chapters, along with discussion and interpretation of the results of their application
to specific clusters.

1.3.5.1 Media for Cluster Experiments

There are four main media for studying the nature (geometric and electronic
structure and physical and chemical properties) of clusters: molecular beams; inert
matrices; supported on surfaces; and in the solid state.

(a) Cluster molecular beams afford the opportunity to study isolated clusters, free
from the influence of ligands or supports. While this is clearly desirable, and
molecular beam technology has developed tremendously over the past decade,
such studies of free clusters present difficulties associated with generating a
sufficiently high flux of clusters with a narrow enough size distribution to give
definitive information on specific clusters.

(b) Matrix isolated clusters. Clusters can be deposited in an inert matrix, which
may be liquid, glassy or crystalline, and is generally made up of condensed rare
gases or molecules (e.g. N, or CH,). Matrix isolated clusters may be studied by
direct UV-visible and IR spectroscopy, electron spin resonance and other
spectroscopic techniques.
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(c) Surface-supported clusters. When (as described in Section 8.4) clusters are
supported on the surface of an inert substrate, such as an ionic oxide or a layered
semiconductor (e.g. MoS, or graphite) it opens up the possibility of studying
individual clusters using surface microscopy techniques. These include scanning
tunnelling microscopy, scanning electron microscopy (SEM) and atomic force
microscopy (AFM). For larger particles, X-ray and electron diffraction techniques
can be used to study the degree of crystalline order in individual clusters.

(d) Cluster solids. In recent years, it has proved possible to crystallize solids
composed of clusters. In order to prevent cluster coalescence the clusters are
generally coated by surfactant molecules—usually organic thiols or thioethers, as
described in Section 8.2. These cluster crystals may be studied using X-ray
diffraction and electron microscopy.

1.3.5.2 Mass Spectroscopy: Factors Influencing Mass Spectrallntensities

The first experiments that were performed on clusters were mass spectroscopic in
nature and these experiments remain important in cluster science, as they provide
information (direct or indirect) on the sizes and (vide infra) stabilities of clusters.
Most cluster mass determination methods involve the deflection of charged
(generally positive) cluster cations by a magnetic or electric field. Methods for
generating, mass selecting and detecting cluster ions have been discussed above.
Here, I will concentrate on the factors which influence the measured intensities of
peaks in the mass spectra of cluster beams.

Interpretation of mass spectral intensities and magic numbers, in terms of cluster
stability, is not straightforward. For a given cluster size (N), the measured ion
signal (MS intensity, Iy) can be written as a function of a number of factors which
depend on the type of cluster and the experimental set up:

(a) Cluster production efficiency (Py). As mentioned above, the distribution of
neutral cluster sizes depends on the type of cluster source being used and the
operating conditions (poy, Ty, A), which influence the relative rates of cluster
nucleation, growth and evaporation. The proportion of cluster material to inert
carrier gas is also important. For supersonic jet cluster sources, after leaving the
nozzle clusters of a given size will persist if the adiabatically expanding carrier gas
provides sufficient cooling to prevent further evaporation. The cluster production
source may itself generate ions.

(b) Cluster stability (Sy). If there is an inherent stability associated with a given
number of atoms in a neutral cluster then, all other factors being equal, this will
give rise to a greater abundance of this clusters and a large peak in MS intensity
(i.e. a ‘magic number’), relative to similarly sized clusters. How the increased
abundance of the more stable clusters comes about depends on the operating
conditions (mentioned above) in the source and the nozzle conditions.
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If the abundance is dominated by evaporative cooling, then, applying the
evaporative ensemble model of Bjgrnholm and Klots, the ratio of adjacent peak
intensities is given by:

D, A(N)
In(Iy / Iy, )= -2 1.15
NIy / Iny) T (1.15)
where D,A(N) is the second difference in Helmholtz free energy (4 = U — TS):
D, A(N)=24(N)- A(N -1)~ A(N +1) (1.16)

An identical distribution is predicted by the quasi-equilibrium model of de Heer
and co-workers, in which the cluster abundance reflects the quasi-equilibrium
distribution in the nozzle region, which is rapidly frozen by the adiabatic supersonic
expansion. In this model, the relative peak intensities:

in(/ /IN+I)=22“E—I‘,LAL)‘

1.17
T (1.17)

depend on the second difference in the binding (or cohesive) energies (E,) of the
clusters:

D,E,(N)=2E,(N)-E,(N -1)- E; (N +1) (1.18)

Magic numbers are found to be most prominent when cluster generation leads
to establishment of a quasi-equilibrium, due to high initial cluster temperatures
(e.g. 300-600 K for alkali metal clusters) and slow cooling. On the other hand,
Whetten and co-workers have shown that, for alkali metal clusters, kinetically
limited sources, involving low-temperature (<100 K) laser ablation in cold flowing
helium and rapid cooling (by supersonic expansion) generate a cluster beam which
is far from equilibrium and for which the MS intensities do not show any magic
numbers. It was observed, however, that if the flux of the ionizing laser beam was
increased, magic numbers were again observed. This is because at high laser flux
multi-photon fragmentation occurs and the observed intensities either reflect clusters
which are more stable to fragmentation or which are the more stable fragmentation
products.

(c) Ionization efficiency (Xy). As mass spectroscopy depends on the detection of
charged ions—normally cations in the case of metal clusters—care must be taken
when inferring the relative abundance (and hence considering the relative stabilities)
of neutral metal clusters from the measured abundance of cationic clusters. The
ionization efficiency term is a function both of the ionization probability (the
ionization cross section) and the likelihood of fragmentation accompanying the
ionization process. Thus, for a measured MS intensity distribution of M," cations
to reflect the relative abundance of neutral clusters, M prior to ionization requires:

* jonization cross sections which are approximately constant (or smoothly varying)
as a function of N,

* low fragmentation cross sections of the initially generated ions.
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Ion fragmentation is less likely when low energy ionization, in particular
photoionization, is performed. However, if the photon energy is close to the
ionization energy of the clusters (near-threshold ionization) then the ionization
cross-section efficiency can vary dramatically as a function of size. This is because,
for low photon energies, the cross section is inversely related to the cluster ionization
energy. Since the most stable clusters generally have higher ionization energies
than their neighbours, near-threshold ionization can lead to a trough (or dip), rather
than a peak, in the MS intensity.

(d) Detection efficiency (Dy). This factor includes contributions from the focussing
efficiency of the ion source and efficiency of mass selection by the mass filter. For
most detectors and cluster types, the efficiency of detection of the ionized clusters
varies smoothly and monotonically across the size range.

1.3.5.3 Other Types of Experiment

(a) Spectroscopy. In the case of small metal clusters, it is possible to generate high
intensity molecular beams of size-selected clusters. In this case the measurement
of direct UV-visible and IR absorption spectra are possible. However, experiments
on free clusters in molecular beams generally make use of the high sensitivity of
mass Spectroscopy for the detection of charged particles. Thus, a UV-visible
absorption spectrum of a beam of mass selected ionized clusters can be measured by
scanning the frequency of the laser used for photoexcitation. At a frequency
corresponding to an allowed optical transition in the cluster, the laser pumps sufficient
energy into that absorption to dissociate the cluster. The absorption spectrum is traced
out by monitoring the intensity of the mass of the undissociated cluster as a function
of laser frequency. This process is known as depletion spectroscopy (or photodepletion
spectroscopy). Depletion Spectroscopy is more useful than direct absorption
Spectroscopy for low concentrations of clusters because of the high sensitivity of
mass Spectroscopy, which can detect individual charged clusters.

(b) Electron removal. As mentioned above, the high sensitivity of detectors for charged
particles means that experiments involving charge separation are particularly useful
for clusters. Such experiments include the measurement of photoelectron spectra of
neutral or an ionic clusters, as well as the measurement of traditional mass spectral
abundances of cationic or anionic clusters. Magnetic or electric fields can be used to
deflect (or collect) cluster cations or anions (depending on their charge/mass ratio)
or the ejected electrons (according to their kinetic energy).

(c) Cluster fragmentation. Neutral and ionized clusters can be excited either by
absorption of light (as in spectroscopic studies) or by electron or ion impact. The
excited clusters may then relax by emitting radiation, losing an electron and/or
evaporation/fragmentation. The radiation or particles emitted can then be detected.
Photofragmentation (photodissociation) has been discussed above in the context
of depletion Spectroscopy, but it can also give information as to the cluster binding
energy, as can the related collision-induced fragmentation/dissociation process.

© 2002 Roy L.Johnston



(d) Polarizability and magnetism measurements. Electronic polarizabilities are
measured by passing a collimated beam of neutral clusters through an
inhomogeneous electric field, with the deflection of the clusters being proportional
to the cluster polarizability. The magnetism of metal clusters can be measured in
an analogous way, by deflecting the cluster beam in an inhomogeneous magnetic
field (i.e. a Stern-Gerlach type of experiment). Electron spin (paramagnetic)
resonance experiments have also been performed on small metal clusters supported
in inert gas matrices.

(e) Cluster ion mobility studies. Bowers and Jarrold have pioneered the development
of cluster ion chromatography, for metal and semi-conductor clusters, based on
cluster ion mobility. In these experiments, cluster ions (generally produced in a
laser vaporization source) are mass selected and injected into a long drift tube
(generally with 50 ym inlet and outlet diameters), which is filled with an inert
buffer gas (usually helium) at a controlled temperature and pressure. Interestingly,
ion mobility spectrometers (where the ion mobilities are measured in air) are
currently being used by the US army and NATO as portable detectors for chemical
warfare agents.

The cluster mobilities (which are inversely related to the time taken to pass
through the drift tube) depend on the number of collisions with the buffer gas and
these in turn depend on the collisional cross sectional area, and hence the shape, of
the cluster. Assuming that the collisions with the buffer gas do not lead to preferential
orientation of the clusters, for a given number of atoms (and density), spherical
clusters have the smallest collision cross sections and therefore travel fastest through
the drift tube. As they rotate in the drift tube, prolate spheroidal clusters (where
one dimension or axis of the cluster is appreciably longer than the other two) carve
out a large sphere, and thus have high collision cross sectional areas and slower
drift times. Oblate, clusters (where one dimension or axis of the cluster is appreciably
shorter than the other two) have collisional cross-sectional areas, and hence drift
times, intermediate between those of spherical and prolate geometries. In this way
cluster isomers, which have the same number of atoms (and hence the same mass)
but different shapes, are temporally separated in the drift tube and appear at different
times at the detector.

(f) Flow reactor studies. In a flow reactor, such as that developed by Riley and co-
workers, clusters are pre-formed using one of the methods described above and
then passed through a second ‘pick-up’ chamber at a pressure of around 10 Pa
where molecules (such as H,, N, and CO) adsorb onto the cluster surface. As will
be shown later (Section 5.2) flow reactor experiments have been used to study the
relative uptake of small molecules and relative reactivities of metal clusters as a
function of cluster size and elemental composition.

(g) Diffraction experiments. Electron diffraction studies have been performed on
rare gas and metal clusters in cluster molecular beams. In such experiments, a well
collimated electron beam (with electron energies in the range 30-50 ke V) is crossed
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with a cluster beam. The electrons are scattered by atoms in the cluster and the
diffraction pattern (arising from interference of the scattered electrons) is collected
on a photographic film or by an electron detector. Because the information from
diffraction experiments is averaged over all clusters that the electrons interact with,
electron diffraction measurements require a narrow cluster size distribution and a
reasonably high cluster intensity. A number of X-ray diffraction studies have also
been carried out on metallic clusters deposited on inert substrates.

In both electron and X-ray diffraction studies of clusters, the diffraction pattern
is interpreted by generating a model of the cluster and adjusting the model so as to
maximize the agreement with the experimentally measured pattern. Diffraction
experiments can be used to determine: the structures, sizes (from a Scherrer analysis
of the peak widths—with smaller clusters giving rise to broader peaks) and mean
temperatures of the clusters.

(h) Microscopy. The most direct way of determining the structure of a cluster (or at
least of its outer layers) is by using microscopy. This necessitates the immobilization
of the cluster on a substrate (see Chapter 8§).

Because of the small length scales (of the order of 10! m) of atomic diameters
and interatomic distances, traditional optical microscopy (i.e. using visible light)
cannot be used. Instead, the atomic structure of clusters is imaged by electron
microscopy, using electron beams, that can be accelerated to an appropriate energy
(and hence wavelength) and can be focussed by electrostatic lenses. Electron
microscopy techniques, such as transmission electron microscopy (TEM), scanning
electron microscopy (SEM) and high resolution electron microscopy (HREM) can
now achieve atomic resolution.

In scanning probe microscopy (SPM) techniques, the shape (topology) of
surfaces and clusters are mapped out using a needle tip that is positioned by piezo-
electric drives, with an accuracy of 10! m (i.e. smaller than the width of a single
atom). This enables such techniques to display atomic resolution. The needle tip is
tracked backwards and forwards (scanned) across the substrate and detects atoms
in one of two ways. In scanning tunnelling microscopy (STM), a potential bias is
applied between the needle tip and the substrate, causing electrons to tunnel from
the surface to the needle (or the reverse, depending on the sign of the bias potential).
The STM can operate in constant current mode (where the height of the tip above
the substrate is varied so as to keep the tunnelling current constant) or in constant
height mode (where the varying tunnelling current is measured). Another variant
of scanning probe microscopy is atomic force microscopy (AFM), where the
repulsive force between the tip and the substrate is measured.

1.4 EXERCISES

1.1 Calculate how large a spherical cluster must be before the number of surface
atoms drops below 10% of the total number of atoms in the cluster.
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1.2 As mentioned in Section 1.2.1, the Spherical Cluster Approximation (SCA)
fails to take into account the packing fraction (f—i.e. the extent to which hard
spheres can pack together to fill 3-D space). For a given total number of atoms
(N), what is the qualitative effect on the number of surface atoms (N,) of having
a packing fraction f < 19 Derive a new expression for the fraction of surface
atoms in a pseudo-spherical cluster with fcc packing, by including the packing
fraction (fg, = 0.74), while keeping all the other approximations of the SCA.
(See Equation (4.31), if help is needed.)

1.3 List the experimental factors that influence the measured peak intensities in
the mass spectrum of a beam of clusters.

1.4 Describe methods for preparing gas phase clusters of a rare gas (e.g. argon)
and a refractory metal (e.g. iron).
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CHAPTER TWO
Rare Gas Clusters

2.1 INTRODUCTION

Rare gas clusters were the earliest clusters to be investigated in cluster molecular
beam experiments and they remain the most widely studied of clusters—because
of the ease with which they can be generated, the low melting and boiling points of
the rare gas elements and their low reactivity. The bonding in rare gas clusters is
simple—to a first approximation cluster binding energies are pair-wise additive,
but clusters of the lightest rare gas element, helium, exhibit quantum effects, such
as superfluidity and will be discussed separately in Section 2.5.

2.1.1 Nomenclature

The rare gases are the elements of group 18 of the periodic table: helium (He),
neon (Ne), argon (Ar), krypton (Kr), xenon (Xe) and radon (Rn). The name ‘rare
gas’ is an historical term, because at the time of their discovery, at the end of the
nineteenth century, they were believed to be very rare. Although relatively rare on
earth (arising from o.-particle emission) helium is actually the second must abundant
element in the Universe, so its definition as a rare gas is somewhat misleading.
Argon is more abundant terrestrially, constituting 1% of the atmosphere. The
radioactive gas radon is found in relatively high abundance (and can lead to
significant health risks) in buildings constructed from granite, as radon is a decay
product of the uranium contained in the granite.

Another old name for this group of elements is the ‘inert gases’ since it was
once believed that they were chemically inert, never forming compounds with
other elements. Although helium, neon and argon do not undergo chemical
reactions, consistent with their closed electronic shell nature (see below), the heavier
elements krypton and xenon (and presumably radon), which have lower ionization
energies than their lighter congeners, do form compounds with electronegative
elements, such as oxygen and fluorine (e.g. XeF).

A third collective name for these elements, which has been introduced more
recently is ‘noble gases’ to indicate the fact that they rarely react. However, as in
most physics texts the old name of ‘rare gases’ still prevails, I will use this name to
describe this group of elements. I will also use the symbol Rg to refer to a generic
rare gas element.
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2.1.2 Bonding in Rare Gas Clusters

The rare gas elements, which lie on the extreme right-hand side of the periodic
table of the elements, have closed shell electronic configurations. The electronic
configuration of helium is (ls)* , while the heavier rare gas elements have outer
(valence) shell configurations (ns)*(ns)¢, where n=2 for Ne, 3 for Ar, 4 for Kr, 5 for
Xe and 6 for Rn. It is this closed shell nature, together with the high atomic ionization
energies (arising from high effective nuclear charges), which render the rare gases
so chemically inert (or noble).

The closed shell electronic configuration of the rare gas atoms also results in
weak interatomic interactions between rare gas atoms. As shown schematically in
Figure 2.1, the helium dimer has no net-covalent bonding, because both the bonding
(o,) and the antibonding (0-; ) molecular orbitals, arising from the overlap of the
atomic 1s orbitals, are doubly occupied, thereby cancelling each other out. For the
heavier rare gas dimers, all the bonding and antibonding molecular orbitals, arising
from overlap of the valence ns and np atomic orbitals, are occupied, again resulting
in no net covalent bonding.

He He, He

Figure 2.1 Molecular orbital diagram for the He, dimer.

2.1.2.1 Dispersion Forces

In the absence of covalent bonding, the bonding interaction between rare gas atoms
is weak and is dominated by (London) dispersion forces. This attractive interaction
is caused by fluctuations in electron density, which give rise to instantaneous
electronic dipoles (and higher multipoles), which in turn induce dipoles in
neighbouring atoms. Long range attractive dispersion forces, which are the weakest
of the non-covalent or van der Waals (vdW) forces, therefore arise from dynamic
electron correlation. A general expansion for the attractive energy (V) due to
these dispersion forces can be written:

C, Cq C
Vdisp(r)z—{r—:+r—:+r+(‘)’+ ....... } 2.1
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where the terms C, are constants and r is the interatomic distance. The first term
represents the instantaneous dipole-dipole interaction and is dominant, so the higher
terms are often omitted when calculating the vdW forces between rare gas atoms. A
reasonable approximation to the dispersion energy is given by the London formula
(derived by London, based on a model proposed by Drude):
v _ C6 _ 3(121
disp = ¢ ¢ 6=
4(4ne, ) 2.2)

sp 6
where o and / are the atomic polarizability and ionization energy, respectively.

There is a limit to the compressibility of matter, due to repulsive interactions
which dominate at short range. At short internuclear separations there are
electrostatic repulsions between the atomic nuclei, as well as between the electrons
(both valence and core) on neighbouring atoms. In addition to these electrostatic
repulsions there is also a short range Pauli repulsion between the electrons on
neighbouring atoms, which is quantum mechanical in origin and derives from the
Pauli exclusion principle. The total short range repulsive interaction is generally
modelled by a steep 1/r* (where n is usually 12) dependence on interatomic distance,
though an exponential (¢™") dependence is probably more accurate.

Combining the leading term in the attractive dispersion series with a /p12
repulsive term leads to the famous Lennard-Jones (LJ) model pair potential energy
function, which has been used successfully to model rare gas dimers, clusters and
condensed phases. For a pair of rare gas atoms (i and j) separated by a distance r;,
the LJ potential may be written as:

12 6
7 7
V,.ju(rij)z8 h| 4l (2.3)
ry r
where € is the well depth (the binding energy of the dimer) and r, is the equilibrium
internuclear separation.

2.1.2.2 Binding Energies of Rare Gas Dimers

Values of the LJ well depth, €, are listed in Table 2.1 for a number of rare gas dimers.
Also listed are the corresponding temperatures (7, from g = ¢T,)—i.e. the
temperature below which dimers can form. The increase in €, and hence in 7, on
going to heavier rare gases reflects the increase in the attractive dispersion forces
because of the higher polarizability and lower ionization potential, due to the lower
effective nuclear charge experienced by the outer electrons in the heavier rare gas
atoms. Because of the weak nature of vdW forces, the binding energies of all the rare
gas dimers are small, the maximum being only 24 meV for Xe,. This should be
contrasted with the corresponding binding energy of the hydrogen molecule (which
has a single covalent bond) of 4.8 eV—i.e. over two orders of magnitude greater).
The special case of helium clusters (where vibrational energies are critically important)
will be discussed in Section 2.5.
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As shown in Table 2.1, the boiling temperatures (7;) of the rare gas elements
follows the same trend as that observed for the € and 7, values of the dimers (i.e.
increasing with increasing atomic number) because of the increasing dispersion
forces. Finally, Table 2.1 shows that the same trend is observed for the melting
temperatures (7,,) of the rare gas elements. In fact, helium cannot be solidified at
pressures lower than 25 atmospheres.

2.1.2.3 Many-Body Forces

On moving from dimers to larger clusters, or to the bulk solid, accurate modelling
of the interatomic forces between the rare gases requires the addition of non-pairwise
additive many-body forces, since it is known that even for a cluster with three
atoms, the total potential energy is not just the sum of the three pair interactions
(Vape 2 Vap + Vi + V). This non-additivity reflects the fact that the dispersion
attraction between two atoms is modified by the presence of other neighbouring
atoms. Many-body effects, however, are generally small, accounting for only 10%
of the lattice energy of solid argon, for example. For this reason, most simulation
studies of rare gas clusters, liquids and solids have been performed using the
pairwiseadditive Lennard-Jones potential.

Table 2.1 Dimer well depth (¢), dimerization temperature (7,), boiling point (7,) and melting point (7,,) for rare
gas elements.

Element g/ meV T;/K T,/K T,/ K
He 0.9 11 42 0.95
Ne 4 42 27.1 24.6
Ar 12 142 87.3 83.8
Kr 17 200 120 116

Xe 24 281 165 161

Rn — — 211 202

" P=26 atmospheres

2.2 MASS SPECTRAL STUDIES OF RARE GAS CLUSTERS

2.2.1 Generation and Growth of Rare Gas Clusters

Rare gas clusters are generated by supersonic expansion from a high-pressure
region into a vacuum, through a narrow nozzle, as described in Chapter 1. A large
number of collisions occur during the initial expansion phase, giving rise to clusters.
The supersonic expansion leads to low relative kinetic energies and low cluster
temperatures. If the temperature is less than 7, (i.e. T < g/k) then dimers can form,
though three-body collisions are still required in order to remove excess kinetic
energy. The Rg, dimers act as nucleation sites for further cluster growth, via
condensation and cluster collision. Cluster condensation leads to cluster heating,
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which can eventually lead to evaporation of atoms from the cluster, thereby
removing some of the internal energy as kinetic energy of the evaporated atoms,
while leaving the clusters vibrationally and rotationally hot. Thus, there is a
competition between growth and evaporation, in the so-called evaporative ensemble
discussed in Chapter 1.

2.2.2 Cluster Ionization

In mass spectrometric studies of rare gas clusters, the clusters are detected as cations,
which are generated either by electron bombardment or photoionization. The
ionization process generally imparts 1-2 eV of energy to the cluster, which leads
to cluster heating and partial evaporation. Thus, the abundances observed in mass
spectroscopic studies of rare gas clusters reflect the stabilities of the ionized clusters
towards evaporation.

2.2.3 Mass Spectra of Rare Gas Clusters

The mass spectrum of xenon clusters, Xey (N < 150), was measured by
Echt and co-workers in 1981. In the early 1980s, spectra were also
measured for Hey (N < 32) by Stephens and King, and for Ary and Kry (N < 60)
by Ding and Hesslich. Among other, more recent work, it is worth noting
the studies by Mirk and co-workers on Ney (N <90) and
Rgy (Rg = Ar, Kr and Xe; N < 1,000). Friedman and Buehler also found that the
growth of large argon clusters (with an average N of approximately 560) was
promoted by using a small concentration (2%) of Ar* ions as seeds for cluster
nucleation, with a large excess of He gas to cool the growing clusters.

Figure 2.2 shows the mass spectra of Ar, Kr and Xe clusters with up to 150
atoms. The figure shows that the intensities of the cluster peaks are not smoothly
varying with cluster size. There are a number of relatively intense peaks and other
cases where an abrupt drop in intensity is observed. This pattern is particularly
evident in the mass spectrum of xenon clusters (Figure 2.2¢). The nuclearities
corresponding to intense MS peaks are termed ‘magic numbers’, by analogy with
the magic numbers of nucleons observed in nuclear physics.

2.2.4 Magic Numbers and Structures of Rare Gas Clusters

Depending on the experimental conditions (as discussed in Chapter 1), the magic
numbers observed in the mass spectra of rare gas clusters may arise due to the
size-dependence of the binding energy of the Rg }, cations and the fragmentation
(i.e. evaporation) process that occurs after ionization. It is therefore difficult to
infer directly the abundance of the initially generated neutral rare gas clusters
from the measured abundance of cationic clusters. In particular, as will be discussed
in Section 2.3, the electronic structure of Rg }, is quite different from that of the
neutral cluster and there is still some debate as to whether neutral and cationic
clusters have the same geometries.
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Figure 2.2 Mass spectra of positively charged AT, Kr and Xe clusters. The distinct intensity anomalies for Xe
clusters are marked by dots and the magic numbers of atoms are given.

Inspection of the mass spectra shown in Figure 2.2 (especially for Xe clusters)
reveals local intensity maxima at the following magic number nuclearities:
N* =13, 19, 25, 55, 71, 87 and 147.- Smaller features (secondary magic
numbers) are observed at N* = 23, 81, 101 and 135. Several of these magic
numbers may be rationalized in terms of cluster structures consisting of concentric
geometric (polyhedral) shells of atoms around a central atom. The best agreement
with experiment is for structures composed of icosahedral shells, with multiple
five-fold symmetry axes. It is easily shown that, for a geometric shell cluster
composed of K complete icosahedral shells, magic numbers are given by:

N*(K)=1+ (108 +2) (2.4)
k=t

which can be expanded to give:

N*(K)=§(10K3 +15K2 +11K +3) (2.5)
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This explains the peaks at N*=13 (K=1), N*=55 (K=2) and N*=147 (K=3). The
next magic numbers in this sequence are N*=309 (K=4) and N*=561 (K=5). The
outer shells of these icosahedral clusters (known as Mackay icosahedra) are shown
in Figure 2.3a. Geometric shells will be discussed at greater length in Chapter 4, in
the context of the structures of metal clusters.

These icosahedral shell magic numbers are consistent with calculations on neutral
rare gas clusters, using model interatomic potentials (such as the Lennard-Jones
potential), which predict a growth sequence based on maximizing the number of
nearest-neighbour contacts, so as to maximize the total cluster binding energy. As
shown in Figure 2.3b, this leads to an equilateral triangular geometry for N=3 and
a tetrahedron for N=4. Compact larger clusters can be constructed by fusing
tetrahedral units—so-called polytetrahedral growth—yielding, for example, the
five-fold symmetric pentagonal bipyramid for N=7 (constructed from five
tetrahedra) and the centred (one-shell) icosahedron for N=13 (twenty tetrahedra).

Some of the other magic numbers in the rare gas cluster mass spectra have been
attributed to sub-shell closure, where an incomplete shell has been added to the
previous icosahedral shell. The magic numbers p* = {9 and 25 can be explained
in terms of the fusing of two and three icosahedra respectively, along one of the
five-fold axes of the icosahedron. These structures can alternatively be constructed
by adding one or two six-atom caps to the Rg; cluster. The double icosahedron
structure proposed for Rg,, is shown in Figure 2.3c.

(b)

Figure 2.3 Structures of rare gas clusters, (a) Icosahedral geometric shell clusters with 13-561 atoms. (b)
Polytetrahedral growth sequence of small clusters, (¢) The double icosahedral structure of Rg,.
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Theoretical calculations have shown that, starting from a complete Mackay
icosahedron, additional atoms are initially added to the highest coordination sites—
on the faces of the icoshedron, such that each added atom sits on a three-fold
hollow on the surface of the parent icosahedron (thereby maximizing it’s
coordination). Continuation of this packing does not, however, lead to the next
Mackay icosahedron (in fact it is known as anti-Mackay packing). The next shell
of the Mackay icosahedron has atoms sitting above pairs of atoms on the surface
of the parent icosahedron. As more atoms are added to the incomplete shell,
eventually the Mackay packing becomes favoured over anti-Mackay, as more atoms
can be accommodated in the Mackay icosahedron and this also maximizes the
number of interatomic interactions within the growing shell.

The calculated sublimation energies (the energy required to remove an atom
from an N-atom cluster) for argon clusters, with up to 45 atoms, are shown in
Figure 2.4. The sublimation energy of an N-atom cluster, AE, is calculated as the
difference in binding energy (E,) of the Rgy and Rgy,, clusters:

AE (N)=E;(N)-E,(N -1) (2.6)

For a pairwise additive potential energy function, such as the Lennard-Jones
potential, the binding energy (a positive quantity) is merely the negative of the
sum of all interactions, V;; between pairs of atoms (i and j):

N-1 N
E,(N)y=-) Y%, 2.7)

i=1 j=i+l

The high sublimation energies shown in Figure 2.4, for nuclearities
corresponding to closed shell and closed sub-shell structures, confirms the high
relative stabilities of these structures. Also noticeable is the gradual increase in
sublimation with increasing cluster size, as for larger clusters a greater number of
interactions must be broken in order to remove an atom. Thus, while the Ar, dimer
has a binding energy E,(2) =€ = 12 meV (see Table 2.1), bulk argon has a
sublimation energy of 80 meV and magic number clusters Ar;; and Ar,y have
intermediate sublimation energies of approximately 60 meV.

wl- n 1w D

- 7 /'
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T
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Figure 2.4 Sublimation energies calculated for Ar clusters.

© 2002 Roy L.Johnston



2.2.5 Icosahedral vs. fcc Cluster Growth

2.2.5.1 Theoretical Considerations

As discussed in the previous section, polytetrahedral growth (see Figure 2.3a),
leading eventually to icosahedral geometric shell clusters, lowers the cluster energy
by maximizing the number of near-neighbour attractive interactions. As can be
seen in Figure 2.3b, the icosahedral shell clusters have pseudo-close packed surfaces
which resemble the close-packed (111) surfaces of a face-centred cubic (fcc) close
packed solid. The surface coordination (number of nearest neighbours of surface
atoms) and, therefore the overall number of nearest-neighbour interactions is greater
for icosahedral than for other geometric shells, based on crystalline solid structures
(e.g. fcc, hexagonal close-packed (hcp), or body-centred cubic (bec) solids). As
increased coordination generally equates to lower potential energy, the increased
stability of icosahedral shell clusters over alternative geometric shell structures
can be said to be driven by the lower surface energy of the icosahedral structures.

Although the minimization of the cluster’s surface energy favours icosahedral
structures, as the cluster gets larger there must, at some critical nuclearity, N,, be a
transition to the crystalline fcc structure, as the rare gas elements are known to adopt
the fcc structure in the solid state. The five-fold symmetry of the icosahedron is
incompatible with the three-dimensional periodicity required to form a commensurate
crystal, but, in principle this could be accommodated by a small distortion of the
cluster. More importantly however, the icosahedral cluster structures possess a bulk
elastic strain which eventually destabilizes them relative to fcc-like structures.

As mentioned above, the thirteen-atom one-shell icosahedral cluster can be
constructed from twenty tetrahedra. Figure 2.5a shows, however, that starting from
twenty regular tetrahedra results in a structure with gaps between some of the
tetrahedra. To eliminate the gaps and produce a regular icosahedron (Figure 2.5b),
the tetrahedra have to be slightly distorted. Alternatively, if one constructs an
icosahedron by sticking together thirteen hard spheres, as shown in Figure 2.5c,
then although the outer twelve spheres are all in contact with the inner sphere, they
are not in contact with each other. These surface gaps arise due to a frustration in
the packing for icosahedral structures, since a regular icosahedron has tangential
(surface) contacts which are approximately 6% longer than the radial contacts.

Icosahedral clusters generally lower their energy by contracting so that the
surface distances are decreased, thereby getting closer to the minimum in the
interatomic potential energy curve. This is achieved at the expense of making the
radial distance a little too short, so that the attractive radial interactions are reduced.
For small clusters, the lowering of the surface energy outweighs the effect of the
shortened radial distances, but for larger clusters this core compression becomes
larger and larger, building up a mechanical strain, which eventually destabilizes
the icosahedral structure relative to fcc-like geometries. (See also the discussion in
Section 4.6.1 for metal clusters.)
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Figure 2.5 Representation of packing frustration in icosahedral Rg;; clusters, (a) Gaps left by twenty regular
terrahedra sharing a common vertex, (b) Regular icosahedron. (c) Icosahedral cluster of thirteen hard spheres,
showing the gaps left by packing frustration.

2.2.5.2 Electron Diffraction Studies

Electron diffraction experiments by Farges and Lee (in the 1980s) on beams of
argon clusters, confirmed that argon clusters of up to several hundreds of atoms
are icosahedral, or are based on icosahedra. In an electron diffraction experiment,
the coherent interference between elastically scattered electrons generates a snapshot
of the cluster on a timescale of approximately 10" s.

In the experiments of Farges and Lee, size-dependent changes in the electron
diffraction pattern were interpreted as being due to a change in structure from
icosahedral to fcc-like (microcrystalline) at a critical nuclearity in the region
800 < N, < 1,000. Theoretical calculations (using for example the Lennard-Jones
potential) lead to the prediction of much higher critical nuclearities (N, ~ 10,000).
One reason for this discrepancy may be that theoretical calculations are generally
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carried out at a cluster temperature of 0 K, while the cluster temperatures in the
electron diffraction experiments was 38+4 K. Another possibility is that the high-
energy (40-50 keV) electrons used in these diffraction experiments caused
fragmentation of larger clusters, which indeed may have fcc structures, and which
are responsible for the observed diffraction patterns.

For clusters with N < 800, the electron diffraction patterns have been interpreted
in terms of multilayer (geometric shell) icosahedral structures, while smaller clusters
(with up to 50-60 atoms) have the polytetrahedral structures, predicted by
calculations using the LJ potential.

2.3 CHARGED RARE GAS CLUSTERS

In this section, the term ‘charged cluster’ will generally refer to positively charged
clusters, since these are the most commonly studied. Negatively charged rare gas
clusters will, however, be discussed in Section 2.3.6.

2.3.1 Bonding in Charged Rare Gas Dimers

There is a significant change in bonding upon removing an electron from a rare gas
cluster. This can be best understood by considering the differences between the
electronic structures of the neutral (Rg,) and singly charged (Rg3 ) dimers. As
mentioned in Section 2.1.2, the He, dimer has the electronic configuration (¢,)*(c o)
and a covalent bond order of 0. Ionization of the cluster generates He,", with electronic
configuration (cg)z(o': )L Since an electron has been removed from an antibonding
orbital (see Figure 2.1), He ; has a certain degree of covalent bonding (and a bond
order of 1/2). This is reflected in a binding energy of 2.5 eV for He 3, compared with
1 meV for the neutral dimer.

For the heavier rare gas elements, the lowest energy electronic state (2:2. 3)ofRg 3
is generated by removing an electron from the high-lying & , (np) antibonding orbital
formed by out-of-phase combination of atomic np orbitals, oriented along the
interatomic (bond) vector. Removal of this electron again leads to a formal covalent
bond order of ¥2. In the case of argon, as shown in Figure 2.6, the binding energy of
Ar’z' is 1.5 eV, compared with a value of 12 meV for the neutral dimer. The smaller
increase in binding energy on ionization observed for argon, compared with helium,
is because the argon 3p orbitals overlap less efficiently than the helium 1s orbitals.

As shown in Figure 2.6, the large increase in binding energy upon ionization of
the rare gas dimer is accompanied by a decrease in the equilibrium Rg-Rg distance,
reflecting the presence of partial covalent bonding. In the case of the argon dimer,
there is a 30% decrease in the Ar-Ar bond length on going from Ar, to Ar ;. The
stability of the Ar3 ion is confirmed by mass spectral measurements (using a 70
eV electron beam for ionization) of a beam of neutral Ars clusters (mass selected
by momentum transfer from a beam of helium atoms). In this experiment, the Ar;
peak is much larger than those due to Ar § —Ar §, indicating that Ar  is the dominant
fragment channel when small argon clusters are ionized.
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Figure 2.6 Potential energy curves for neutral, charged and excited Ar,.

2.3.2 Charge Localization in Charged Rare Gas Clusters

Considering charged rare gas clusters of more than two atoms, one of the interesting
questions concerns whether the positive charge is localized on a small subset of
the atoms or delocalized over the entire cluster (as is the case for charged metal
clusters). As indicated above, there is a large geometry change (i.e. a significant
bond length reduction) in the rare gas dimer when it is ionized. If we consider the
positive charge to initially be localized on a small number of atoms, it is reasonable
to suppose that the movement of this positive charge over the entire cluster (i.e.
electron-hole delocalization) should also be accompanied by cluster rearrangement.
This rearrangement has an energy cost associated with it and will, thus, tend to
oppose charge delocalization. This phenomenon is known as self-localization (or
self-trapping) of charge and is the cluster counterpart of hole localization in rare
gas solids.

Electronic structure calculations on positively charged neon clusters indicate
that more than 97% of the charge is localized on a single pair of atoms. The charged
neon cluster, Ne,", can therefore be written as (Ne; )Ney_p, consisting of a charged
dimer core, surrounded by rings of neutral neon atoms. In the case of charged
helium clusters, structures with charged dimer and trimer cores have nearly the
same energy, while heavier charged rare gas clusters have ionic cores which may
be dimeric, trimeric or even tetrameric, depending on cluster size and symmetry.

In general, charged rare gas clusters, Rg1+v’ consist of ionic cores (Rg¢)
surrounded by (N-C) neutral Rg° atoms, which are polarized by the charge on the
core. The outer atoms effectively solvate the charged core, as shown schematically
in Figure 2.7.
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Figure 2.7 Schematic representation of a charged rare gas cluster.

The attractive induction energy of interaction between a polarizable Rg atom
and an Rg" ion, separated by a distance 7 is of the form:
2
Vina =— —q—e—,, (2.8)
8ng,r
where o is the polarizability of the neutral Rg atom and e is the charge on the
electron. As V4 is larger than the attractive dispersion (van der Waals) forces found
in neutral rare gas clusters, the energy required to eject a neutral atom from a
charged cluster is greater than for a neutral cluster.

Photofragmentation experiments on charged argon clusters by Stace have shown
that the Ar3 and Ar} cores are linear, in agreement with theoretical calculations
on argon and other rare gas clusters. Icosahedral Ar{; clusters have linear Ar3
cores, with charges of +0.5 on the central atom and +0.25 on the two outer atoms,
while double icosahedral Ar jg clusters have linear Ar  cores, with charges of +0.4
on the two inner atoms and +0.10 on the two outer atoms. Similar results apply for
the other rare gas elements.

2.3.3 Generation and Stability of Charged Rare Gas Clusters

Threshold ionization energies can be measured by performing a photoelectron
experiment, wherein synchrotron radiation is used to ionize a beam of clusters and
only those photoelectrons with kinetic energies close to zero are collected. By
collecting the corresponding cluster (photo-)cations at the same time, a coincidence
experiment is carried out, which enables the determination of the energy required
for each cluster to be ionized.

There is a significant decrease in ionization energy (typically of 1-2 eV) on
going from a single rare gas atom to the dimer because of the stabilization of the
Rg,’ cation by partial covalent bond formation. For larger clusters, the ionization
energies decrease more gradually with increasing cluster size, towards the bulk
limit. For argon clusters, the ionization energy of Ar,, is close to the bulk limit,
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while for krypton, Kr,, has an ionization energy which is still over 0.5 eV higher
than the bulk ionization energy.

It is interesting to note that adiabatic ionization energies can be measured for
rare gas clusters, since it is known that electronic excitation (at photon energies
below the ionization limit) leads to cluster fragmentation (see Section 2.4). Because
of the large difference in equilibrium bond length between neutral and charged
rare gas dimers (Figure 2.6), the Franck-Condon factor for the direct photoionization
process, Rg, + Av — Rg + e, is negligibly small. Ionization of rare gas dimers,
and larger clusters, is believed to occur via the formation of an intermediate highly
excited Rydberg state of the cluster (see Section 2.4), which subsequently undergoes
structural relaxation and autoionization. After ionization, there is usually a large
amount of excess energy (1-2 eV) in the cluster ion as the charge becomes localized
(trapped) on a dimer, trimer or tetramer core unit {Rg &) which is generated in a
highly excited vibrational state (due to the difference between the equlibrium
internuclear separations between the neutral and charged cores). Vibrational
relaxation of the charged core is accomplished by evaporation of neutral rare gas
atoms. The overall ionization process can therefore be summarized as:

Rgy+hv— (Rgy )* + € - (Rg ) Rgp-o > Rg & Rgw-cy + kRg ...

where * denotes electronic excitation and * denotes vibrational excitation. Significant
fragmentation is observed at ionizing energies greater than 100 meV above
threshold. It should be noted that the evaporation times for the last few atoms may
be quite long, so that experiments are often carried out on clusters with sufficient
internal energy for further evaporation.

Conventional photoelectron spectroscopy of rare gas clusters involves the use
of high energy photons, causing an electron to be ejected with non-zero kinetic
energy. Measuring the kinetic energies of the photoelectrons gives information on
the charged clusters, Rg ;'v, with the geometries of the neutral clusters (since, from
the Born-Oppenheimer approximation, electron excitation and ejection is rapid on
the timescale of atomic motions). As the electrons in the neutral cluster (held together
by weak van der Waals forces) are localized on the atoms, the photoelectron is
ejected (on a timescale of approximately 10'¢ s) from a single atom.

The photoelectron spectrum of the icosahedral cluster Ar 5 has been found to
be similar to those of larger argon clusters, as well as bulk argon. This has lead to
the Ar }; cluster being identified as an ionization chromophore for large clusters.
This is not surprising, since the Ar'—Ar interaction (Equation (2.8)) is proportional
to r* and thus is small beyond the first shell of atoms around the ion.

2.3.4 Photoabsorption Spectra of Charged Rare Gas Clusters

Although neutral rare gas clusters are transparent in the visible region of the
spectrum, charged rare gas clusters absorb strongly from the near infrared to the
near ultraviolet regions. These absorptions are due to electronic transitions within
the unit on which the positive charge is localized. The charged Rg core can,
therefore, be regarded as a discrete chromophore.
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By measuring the photoabsorption spectra of Rg ) clusters, one can determine
the nature of the charged core, since Rg 3, Rg 3 and Rg ; have very different optical
spectra. The photoabsorption process for an (N+C)-atom charged rare gas cluster,
with a C-atom core, can be written as:

(Rg¢)Rgy+ kv — (Rg ¢ Y*Rgn— [(Rg & )*Ren]” — (Rg & )Rgw+ (-M)Rg
Absorption of a photon leads to the chromophore (the cluster core) being
electronically excited. This excited electronic state relaxes quickly, resulting in
vibrational excitation of the cluster as a whole. This in turn leads to fragmentation—
ejection of a certain number of rare gas atoms, which remove excess energy as
kinetic energy, until a smaller, relaxed charge cluster is obtained.

For large argon clusters, it has been shown that the fragmentation process occurs
by sequential evaporation of monomers (single rare gas atoms):

(Ary)* = (Ary_, )* + Ar— (Ary_, )* + Ar ...

as observed for metal clusters. For smaller clusters however, single step fission,
leading to the loss of two or more argon atoms, may also occur:

(Ar;)* —> Ar; +2Ar

The measurement of the photoabsorption spectra of rare gas cluster ions involves
selection of a specific ion, using a mass spectrometer. The selected clusters are
irradiated by photons from a tuneable laser. When a spectral absorption occurs
(i.e. when hv corresponds to an optically allowed transition in the Rgc' core), the
cluster fragments, so the photoabsorption spectrum can be traced out by monitoring
the frequency-dependent decrease in the original ion signal. Photoabsorption
experiments by Haberland and co-workers have led to the identification of linear
Xe3 cores in Xej; and Xej, clusters (though a linear Xe} core has also been
postulated for Xe ).

2.3.5 Photofragmentation Spectra of Charged Rare Gas Clusters

As mentioned above, photoabsorption is generally accompanied by fragmentation
of the cluster, via evaporation of neutral rare gas atoms. In a photofragmentation
spectrum, a particular charged rare gas cluster is selected and irradiated by photons
of fixed energy. All charged cluster species resulting from fragmentation are then
detected by mass spectroscopy.

Figure 2.8 shows the photofragmentation spectrum of the Arg; ion upon
irradiation with light of wavelength 610 nm (photon energy = 2 eV). At low
photon flux (i.e. low laser power) only limited fragmentation occurs, and charged
fragments are detected at around N=56+5. Assuming single photon absorption at
low photon flux, this means that absorption of 2 eV of energy results in the
evaporation of approximately 25 atoms. Increasing the laser power results in photon
absoption by the initially generated fragments, and further fragmentation to
N ~ 3544 atoms. Absorption of a third photon leads to fragments with N = 18.
Experimental and theoretical studies have shown that the photofragmentation
process is not statistical—i.e. there is a non-statistical distribution of energy in the
electronic-vibrational and vibrational-kinetic energy transfer steps.
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Figure 2.8 Photofragmentation mass spectrum of Arg,*.

2.3.6 Negatively Charged Rare Gas Clusters

In bulk krypton and xenon the bottom of the conduction band lies below the vacuum
level, which means that an electron added to solid Kr or Xe is bound. For sufficiently
large clusters of these elements, an additional electron would, therefore, be expected
to be bound—corresponding to a positive electron affinity of the neutral cluster.
In fact, negatively charged Xey cluster have been detected experimentally for
N6

The extra electrons in Xe; and Kr j; clusters are delocalized over the cluster
because single atom rare gas anions are unstable, as evidenced by the negative
electron affinities of the rare gas atoms. Although the anionic clusters Rg y of the
light rare gas elements (He, Ne, Ar) are thermodynamically unstable (i.e. the neutral
clusters have negative electron affinities) large He clusters (helium droplets) are
known to have bubble electron states, as described in Section 2.5.

2.4 ELECTRONICALLY EXCITED RARE GAS CLUSTERS

2.4.1 Bonding in Excited Rare Gas Dimers

As mentioned in Section 2.3.1, ionization of rare gas dimers leads to a large decrease
in the equilibrium interatomic distance and a dramatic increase in the dimer binding
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energy. The same is true, however, when the dimer is electronically excited by the
absorption of ultraviolet radiation. In the case of argon, for example, the
electronically excited dimer (Ar,)* has, like Ar 5, an equilibrium bond length that
is approximately 30% shorter than in the neutral dimer (see Figure 2.6). In fact,
the excited dimer is best thought of as a Rydberg state of the Ar, molecule, consisting
of an electron which is loosely bound to an Ar j core—i.e. (Arp)* = (Ar} )e, as
shown schematically in Figure 2.9. This explains why the Ar-Ar distance in (Ar,)*
is approximately equal to that in the charged dimer.

The relative stability of the excited argon dimer is confirmed by the fact that
(Ar,)* is the dominant fragment observed following photoexcitation of small argon
clusters. It is interesting to note again the similarity with Ar 3, which (see Section
2.3.1) is the dominant fragment generated by high-energy ionization of argon
clusters.

Figure 2.9 Schematic representation of the electronically excited argon dimer.

2.4.2 Photoabsorption and Fluorescence

The lowest energy electronic transitions of neutral rare gas clusters lie far in the
ultraviolet region of the spectrum, since they correspond, in atomic terms, to
transitions between energetically well separated atomic orbitals: 2s—2p for He;
np—»(n+1)s for the heavier rare gases. The first electronic excitation energy of the
rare gas atoms range from 10 eV (Xe) to 20 eV (He). Synchrotron radiation sources
are useful for providing far-UV photons of varying frequencies, for probing
electronic excitations of neutral clusters.

Absorption of a UV photon (of energy hv;) generates an electronically excited
rare gas cluster, (Rgy)*. As in the case of the charged clusters, part of this excitation
energy is converted into vibrational energy, resulting in cluster heating and partial
evaporation:

Rgy + Av; — (Rgp)* — (Rga)*+ (V-M)Rg
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As the potential energy curves of the ground and excited states of the rare gas
clusters do not cross, the cluster can only relax, vibrationally, as far as the minimum
of the electronically excited state. After approximately 10 s (or longer if the excited
state is metastable) the cluster emits a photon of lower energy than the excitation
photon and further fragmentation may occur:

(Rgm)* &> Rgyex + KRg+ Avy (2 <vy)

The overall process:
RgN + hV] —> RgM—K + (N*WK)Rg + th

corresponds to fluoresence accompanied by fragmentation.

2.4.3 Localization of Excitation in Excited Rare Gas Clusters

As in the case of charged clusters, electronic excitation in rare gas clusters is
generally localized on a linear core unit (Rgc)*—usually a dimer, trimer or tetramer,
so the excited rare gas cluster (Rg,)* can alternatively be written (Rge)*Rgy_s,
with the excited core being solvated by ground state rare gas atoms. As in the
excited argon dimer discussed above, the excited core can be regarded as a charged
unit with a loosely associated electron—thereby constituting an electron-hole pair,
or exciton in the language of solid state physics.

Jortner and colleagues have carried out experimental and theoretical studies of
argon clusters containing xenon impurities (i.e. mixed clusters XeAry, with N »
1,000). The fluorescence excitation spectrum of these clusters exhibits three broad
bands which have been assigned to Xe atoms lying on top of the cluster surface,
within the surface and in the interior of the cluster.

2.5 HELIUM CLUSTERS—LIQID HELIUM DROPLETS

2.5.1 Liquid Helium Droplets

In recent years there has been much interest in the physics of helium clusters—
which may also be described as liquid helium droplets, though the expression
‘helium droplet’ is normally reserved for helium clusters of 1000 or more atoms—
and the spectroscopy of molecules dissolved in these clusters. This interest stems
in part from the extensive research into bulk liquid helium and the fascinating
topic of superfluidity.

Because of its weak vdW interactions and large zero-point energy (due to its low
mass), quantum effects dominate the physics of helium at low temperatures and
helium is the only substance that is known to remain liquid (at ambient pressure)
right down to 0 K. In fact, helium can only be solidified at pressures above 25
atmospheres (= 2.5x10° Pa). Helium is an ordinary, viscous liquid (He-I) just below
its boiling point (4.2 K), but below a temperature of 2.18 K (for the “He isotope) or
3x107 K (for *He) a phase transition occurs to the superfluid (He-II) state, which is
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characterized by vanishing flow resistance (i.e. zero viscosity), high heat conduction
and quantized circulation. In the case of the “He isotope (a boson with nuclear spin
I=0), superfluidity is due to Bose condensation. For the *He isotope (a fermion with
=l2), superfluidity may be due to the formation of quasi-Bose particles in the liquid.
There is considerable interest in determining whether finite liquid helium droplets
(i.e. He clusters) should also exhibit superfluidity. Droplets of “He were first
observed by Kamerlingh Onnes, as far back as 1908, during his attempt to liquify
“He. In 1961, Becker and co-workers used molecular beam techniques to generate
“He droplets, while in 1977 Gspann and co-workers produced a beam of *He
droplets. In both cases, the He droplets were produced by free jet expansion of
gaseous He through a nozzle (5-20 um diameter), with a stagnation source
temperature of 5-30 K and pressure of 5-80x10° Pa. Under these conditions, “He
clusters are produced with a temperature of 0.38 K, while the lighter *He clusters
are produced with a lower temperature of 0.15 K. Comparison with the bulk
superfluid temperatures would lead to the prediction that “He clusters should be
superfluid liquid droplets at 0.38 K, but that *He clusters will be normal liquid
droplets at 0.15 K.

2.5.1.1 Stabilities of *He and *He Clusters

In Section 2.1.2, it was assumed that the binding energy of a rare gas dimer is
equal to the potential well depth. For the lightest rare gas dimers, however, it is
important to take account of the zero-point vibrational energy. Thus for the *He,
dimer, (which has been detected experimentally and studied theoretically) the
potential well depth is 0.9 meV (corresponding to 7,=11 K), but the zero-point
vibrational energy (Y2hv) is very high for these light atoms, resulting in a net binding
energy (Do) of only 1.31 mK! Although a *He atom is chemically equivalent to “He
and the strength of vdW bonding is virtually identical in *He and “He clusters, the
smaller mass of *He means that the zero-point energy of *He clusters is greater
than that of *He clusters. Thus, the helium dimer isotopomers, *He, and *He*He
have higher zero-point energies than *He, and indeed are unbound (D, > €). The
weakness of the binding in the “He, dimer also shows up in the fact that, although
the calculated equilibrium separation (r,) is 2.97 A, the mean internuclear separation
(r)is calculated to be as large as 51.9 A! Thus, the *He, dimer can best be regarded
as a weakly bound, very floppy vdW molecule.

The helium trimer cluster “He; has been detected experimentally by the groups
of Toennies and Saykally. The binding energy (corrected for zero-point vibrational
energy) of the trimer has been estimated to lie in the range 106-294 mK—i.e. two
orders of magnitude higher than the “He, dimer. Thus, the trimer is significantly
more stable than would be expected by treating it as the sum of three dimer
interactions—i.e. there is a large three-body cohesive contribution to the binding
energy (although the nature of this interaction is not fully understood at present).
The “He; trimer has been described as a ‘Borromean’ system, after the three
interlinked rings (symbol of the Italian Borromeo family) which have the property
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that the removal of one ring leaves the remaining two rings unconnected. The
increased strength of binding in the helium trimer is also reflected in the much
smaller expectation value {r) = 9.01 A of the internuclear distances in “Hes,
compared with that for “He, (51.9 A).

Clusters of “He have been calculated to be stable for all sizes, with the binding
energy per He atom rising smoothly from 1.3x107 K for *He, to 7.2 K for bulk “He
(this binding energy is reached for clusters with N>10* atoms). *Hey clusters with
N<29 atoms are unstable (unbound) as the total zero-point energy exceeds the
cluster dissociation well depth. For larger *He clusters, large oscillations are
observed in the binding energy per atom—due to nuclear-spin pairing effects (as
the *He nucleus is a fermion rather than a boson)—until convergence is reached on
the bulk value (2.7 K). The lower binding energy of bulk liquid *He, compared
with “He, is consistent with the lower temperature of generated *He clusters.

Calculations indicate that some manifestations of superfluidity occur for “He
clusters with as few as 69 atoms. The gradual appearance of a roton mode for “Hey
clusters with N 2 100 has been interpreted as experimental evidence for the onset
of superfluidity. Calculations on mixed *He-*He droplets indicate that spontaneous
isotopic separation occurs, producing a droplet with a “He core surrounded by
He. This has also been observed experimentally.

2.5.1.2 Ionization of He Clusters

Most experiments on He clusters (droplets) involve mass spectroscopic detection
of charged clusters generated by electron impact ionization. The cross section for
ionization is proportional to the cross sectional area of the droplet. Initial He atom
ionization is rapidly followed (within 1 ps) by the formation of a He; ionic core
and the liberation of 2.2 eV, which has been shown to be enough to completely
evaporate a droplet of approximately 4,000 atoms. The He; dimer dominates the
mass spectra of ionic He clusters, with the intensities of larger charged clusters
falling almost exponentially with increasing size. Superimposed on this trend, there
are local maxima for N=2, 7, 10 and 14 atoms—for both *He and “He clusters—
indicating that these are magic numbers for He ;, clusters.

Photoionization measurements on liquid He droplets reveal an ion appearance
potential of approximately 24.6 eV—uvirtually the same as the ionization potential
of a free He atom (24.59 eV). Mass spectra after photoionization are very similar
to those arising from electron impact ionization, indicating a similar fragmentation
mechanism.

2.5.1.3 Excitation of He Clusters

Fluorescence excitation measurements on liquid He droplets show broad
absorptions at 20.9 and 21.5 eV, which have been attributed to the atomic-like 2s
and 2p states. Bands due to fluorescence from (He,)* have also been observed.
There is also evidence for the expulsion of the excited species He* and (He,)*
from the droplet.
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2.5.2 Doped Liquid Helium Droplets

The first doping experiments on helium droplets were performed by Becker and
co-workers in the 1980s. He clusters can be loaded with dopant atoms and molecules
(D) by a pick-up experiment, where preformed He clusters are passed through a
chamber containing vaporized dopant atoms or molecules, which are then adsorbed
onto the cluster. Such experiments have enabled the study of metastable radicals,
isomers and high spin clusters, such as Na; with three unpaired electrons.

As the strength of the D...He interaction is greater than the He...He interaction,
the adsorption process is accompanied by the evaporation of many (often thousands)
of He atoms:

Hey+ D — (D)(Hey)* — (D)Hey, + (v-M)He

2.5.2.1 Location of Dopant Atoms and Molecules

Theory and experiment have shown that open shell dopant atoms (e.g. alkali metals)
and molecules (e.g. O,) lie on the surface of liquid helium droplets, due to strong
repulsive interactions between the unpaired electrons and the He atoms. The surface
of the droplet is deformed in the vicinity of the dopant—forming a dimple. Similar
interactions (which are a consequence of quantum mechanical Pauli exchange
repulsion) are responsible for the large (3.4 nm diameter) bubbles or voids found
around electrons in bulk liquid helium. Electron bubble states have also been
observed in the interior of large, finite liquid He droplets (N> 5x10° atoms), though
there have been predictions of stable surface states for electrons on such droplets.
Smaller bubbles (with diameters of 0.5-0.6 nm) have been found for excited He
atoms, metal atoms and alkaline earth metal ions in liquid He. (The smaller bubble
diameters in these cases arise due to the balance of Pauli repulsion and attractive
electrostatic and polarization forces between He and the ionic cores.)

Closed shell atoms and molecules (and most positive ions) are found at the
centre of the He droplet. Cations have strong attractive interactions with
neighbouring He atoms, leading to an increase of the He atom density relative to
bulk He. In mixed *He/*He clusters, therefore, dopant molecules such as SFy are
observed to preferentially occupy the “He-rich core.

The neutral alkaline earth atoms (e.g. Ca, Sr and Ba) are found to lie close to
(but not on) the surface of He droplets, though they have closed sub-shell (ns?)
electron configurations.

2.5.2.2 Spectroscopy of Dopant Molecules

The first spectroscopic investigation of doped He droplets was made by the Scoles
group at Princeton in the early 1990s. Since this time, many experimental studies
of the spectroscopy of molecules in helium droplets have been made by this group
and by the group of Toennies at Gottingen.
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As energy transfer from dopant molecules to the He droplet can be very rapid,
evaporation of He atoms can also result in effective cooling of the adsorbed dopant
molecule. Thus, liquid He droplets can be said to act as ideal matrices for performing
spectroscopy on cold molecules.

Electronic, vibrational and rotational spectra have been measured for a number
of molecules in liquid helium droplets. Direct absorption measurements are
infeasible due to the low number density (10'°-10" cm™) of doped droplets. Instead,
photodepletion measurements are made. As mentioned in Chapter 1, photodepletion
is a very sensitive technique. It relies on rapid transfer of photon-induced excitation
from the absorbing molecule to the helium droplet. This leads to cluster heating
and rapid (< 107 s) evaporation of several hundred He atoms:

(Mol)Hey + Av — (Mol)Hey)* — (Mol)(He,) + (N-Mm)He

The spectrum is determined by measuring the decrease in intensity of the doped
cluster peak as a function of the photon frequency.

Laser-induced fluorescence (LIF) measurements have also been made on doped
He droplets. LIF gives a 10-100 times better signal-to-noise ratio in the visible
region of the spectrum than photodepletion measurements and the results are more
reliable for larger droplets (N > 10%).

One of the most interesting results that have arisen from the spectroscopy of
dopant molecules in liquid *He droplets, is the sharpness of spectral lines, with
line widths as narrow as 100 MHz (0.03 cm™') being measured. Scoles and coworkers
detected sharp, well-resolved rotational fine structure in the IR spectra of molecules
such as SFs and OCS. Such fine structure is not observed in normal liquids and
indicates that molecules can rotate freely in liquid “He droplets, due to their being
superfluid. The same effect is observed in superfluid bulk liquid He. Analysis of
the rotational lines reveals a decrease in the rotational constant of the molecule
relative to the free (gas phase) value—corresponding to an increase (by two or
three times) of the moment of inertia of the molecule in the He droplet. This has
been attributed to the tight coordination of a number (e.g. eight in the case of SF,
or two in the case of benzene) of He atoms to the molecule. However, the He
atoms surrounding the molecule readily relax into a unique ground state, resulting
in a completely homogeneous environment for the molecule, which explains why
no splitting of spectral lines is observed in superfluid liquid He or He droplets.

The above results were observed in *He liquid droplets. However, under analogous
conditions *He droplets are not superfluid, as their temperature (0.15 K) is significantly
higher than the bulk superfluid temperature of liquid *He (0.003 K), which is manifest
in broad peaks in the IR spectrum of, for example, OCS (v = 0.1 em™).
Interestingly, it has been shown that the addition of sixty “‘He atoms to (OCS)*Hey
results in a sharpening of the spectral lines and the reappearance of rotational fine
structure. This has been interpreted in terms of the “He atoms lying at the core of the
droplet and completely surrounding (solvating) the OCS molecule, as shown
schematically in Figure 2.10. As the temperature of the cluster (presumably still
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“He

Figure 2.10 Schematic representation of an OCS molecule in a mixed liquid *He/*He droplet.

around 0.15 K) is below the superfluid temperature of bulk liquid “He (2.18 K), the
“He core of the droplet is superfluid, even though the *He mantle is not.

2.5.2.3 Reactions in Helium Droplets

A number of groups have studied the use of liquid He droplets as media for
controlling and manipulating reactions on a microscopic scale. Na atoms (which
are found on the surface of the droplet) are mobile, as evidenced by the formation
of Na, dimers. Cluster formation in He droplets is discussed in the following section.

The Toennies group have looked at the following exothermic reaction in “He
droplets:

Ba + N,O — BaO + N,

In order to generate cold products, Xe atoms are added to the He droplet before the
reactants. As shown in Figure 2.11, the Xe atoms cluster at the centre of the droplet
and attract the Ba atoms to the centre (due to strong vdW forces)—thereby
overcoming the tendency of Ba to lie close to the surface of He droplets. The N,O
molecule, which is closed shell and, therefore, heliophilic, also penetrates the
droplet—where it reacts on contact with the Ba atom to form a highly excited
(A'>*) BaO molecule with approximately 2 eV of rovibrational energy. The BaO
molecule is rapidly cooled by the evaporation of around 3,200 He atoms, leaving
it in the ¥' = 0 state. The BaO molecule then radiates to the ground electronic
state. In the absence of Xe, the reaction to form BaO occurs closer to the surface of
the droplet, where less efficient cooling can take place, so hotter molecules are
produced.

This experiment shows that He droplets may be used to isolate and study
bimolecular reactions at very low temperatures (0.38 K) in superfluid liquid “He
droplets. The added Xe, in this particular case, can be regarded as a catalyst of the
reaction within the droplet, by helping to attract the reactants together.
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Figure 2.11 Representation of the reaction of Ba with N,O in a Xe-doped liquid “He droplet.

2.5.2.4 Cluster Formation in Helium Droplets

Toennies and co-workers have made extensive use of liquid He droplets to form
atomic and molecular clusters. The droplets pick up dopant species one at a time.
Because of the low viscosity of (especially the superfluid “He clusters) He droplets,
the dopants can move rapidly within the droplet and (within nanoseconds) can
coagulate to form dopant clusters. The Toennies group have used this approach to
generate clusters such as (SFe),, (H,O),s and Agy, as well as mixed clusters. The
size of cluster formed is limited by the initial size of the He droplet, as dopant
adsorption (and clustering) releases energy that leads to the evaporation of hundreds
or thousands of He atoms. Large metal clusters of silver and europium (with masses
up to 4,000 amu) have been produced by pick-up experiments on liquid He droplets
and this opens up the possibility of studying metal clusters which are generated at
very low temperatures.

2.6 EXERCISES

2.1 Explain why charged and electronically excited rare gas dimers have
approximately equal dissociation energies and equilibrium interatomic
distances.

2.2 TIfthe zero-point energy of the “‘He, dimer is 1 (in arbitrary units), calculate the
zero-point energies of the *He*He and *He, dimers. (Hint: assume that the
He...He interaction is harmonic and that the He...He stretching force constant
is the same for all three isotopomers.)
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CHAPTER THREE

Molecular Clusters

3.1 INTRODUCTION
3.1.1 What are Molecular Clusters?

In this chapter, the term ‘molecular cluster’ will be used to represent a cluster
which is an aggregate of an integer number of molecules. The molecules may be
all of the same type (homo-molecular clusters, such as the water clusters (H,0),)
or of different types (hetero-molecular clusters, such as (CH;OH),(H,0),,). The
term ‘molecular cluster’ will also be used to describe clusters composed of molecules
and rare gas or other atoms or ions, such as (Rg),(C¢Hg),, and (I (H,O)y. Molecular
clusters should not be confused with cluster molecules, which are the covalently
bonded clusters and cages (such as boron hydride and transition metal carbonyl
clusters) of inorganic chemistry and which are outside the scope of this book.

3.1.2 Why Study Molecular Clusters?

Molecular clusters are of interest for a number of reasons. First as models for
important processes (such as ozone depletion, acid rain formation and the generation
of pollutants) occurring in the atmosphere, many of which take place on the surface
of water droplets. Second as models for solvation, where solvent effects on the
electronically and vibrationally excited states of a particular solute molecule
(containing an appropriate chromophore group) may be investigated as a function
of the the nature and number of solvent molecules in the cluster. Related questions
concern the localization and transfer of charge and excitation in molecular clusters.
In contrast to atomic clusters (such as those of the rare gases or metallic elements),
fragmentation patterns accompanying ionization or excitation of molecular clusters
may be modified by rapid chemical reactions between the ion/excited molecule
and its surrounding molecules. The study of the geometries and stabilities of
molecular clusters, as a function of size, may give important information on
nucleation and crystal growth phenomena.

3.1.3 Intermolecular Forces
Most molecular clusters are composed of molecules which are stable and which possess

closed electronic shells—notable exceptions being the open shell molecules NO (with
one unpaired electron and a 1 ground state) and O, (with two unpaired electrons and a
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3% ground state). There are two distinct bonding modes in a molecular cluster: within
each constituent molecule there are strong covalent bonds; but the cluster is held together
by much weaker intermolecular forces.

Types of intermolecular forces, and examples of clusters held together by these
forces, are given below. Some interactions, such as dispersion forces, are also
found in atomic clusters, while others, such as multipolar induction forces and
hydrogen bonding, are unique to molecular clusters.

3.1.3.1 Dispersion Interactions

One component of the intermolecular bonding in all molecular clusters is the dispersion
energy, arising due the interaction of instantaneous atom-centred dipoles, as discussed
in Chapter 2 for rare gas clusters. In the case of clusters composed of homonuclear
diatomic and polyatomic molecules, such as (I,)y and (Sg)y, these dispersion forces
dominate the intermolecular bonding. As molecules are larger and (generally) more
polarizable than rare gas atoms, typical binding energies due to dispersion forces are of
the order ¢ < 100 meV (< 10kJ mol‘l) per intermolecular interaction—i.e.
e(Moly) ~ 10e(Rgy). For example, the magnitude of the dispersion energy for two
methane molecules separated by 0.3 nm is approximately -4.7 kJ mol™’ (i.e.
e~ 4.7kImol™).

3.1.3.2 Dipole-Dipole Interactions

A polar molecule is one which possesses a permanent dipole moment, that is,
there is an asymmetric charge distribution, with one end of the molecule relatively
negative (-g) with respect to the other (+¢g)—examples being the diatomic molecule
F-Cl (where the F atom is negative with respect to the Cl atom) and the polyatomic
molecule HCCI; (where the H end of the molecule is positive with respect to the
three Cl atoms). The magnitude of the dipole moment (which by definition points
from the negative toward the positive end) is given by p=q/, where [ is the separation
between the centres of the two opposite charges. When two polar molecules are
close to each other there is a tendency for their dipoles to align, with the attractive
head-to-tail arrangement being lower in energy than the repulsive head-to-head or
tail-to-tail arrangements, as shown in Figure 3.1a. The energy of interaction of two
co-linear dipoles (u, and W,), arranged in a head-to-tail fashion, is given by:

VDD(r)= 2y

47c(=;0r3 G.D

where ris the distance between the centres of the dipoles. The potential energy of interaction
between two parallel dipoles which are not co-linear (i.e. where the inter-molecular vector
makes an angle 0 to the first intra-molecular bond) is given by:

2pp
VDD(r)=_ﬁ(1—3cosze) (3.2)
0
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For general intermolecular geometries, a function of the three angles that define
the relative orientations of the two dipoles, must be included in this equation. In
the side-on arrangement, antiparallel dipoles are favoured energetically over parallel
dipoles.

The alignment of molecular dipoles is opposed by the effect of thermal motion. At
room temperature, where the thermal energy (kT) is greater than the electrostatic dipole-
dipole interaction energy, the average energy of interaction between two dipoles |, and
L, seperated by a distance 5 can be obtained from a Boltzmann-weighted average:

2
DD(N_ o MMa | (L T
v 2(41:5(,} (ré)(skT) G

At room temperature (T = 300 K), Equation (3.3) becomes:

(Ml /D)2 (Hz /D)2
1025(r / nm)°

VPP /kImol™ = -

3.4)

where the dipole moments are in Debye (1 D = 3.336x10™° C m). For two
molecules with dipole moments of 1 D (e.g. HCI), at a separation of ¥=0.3 nm, this
gives an average dipole-dipole interaction energy of approximately
-1.4 kJ mol ™. Tt should be noted, however, that clusters of dipolar molecules are
usually generated at low temperatures, where there is no thermal averaging, so the
interaction energies will be somewhat higher.
e & 3 &
) ) d ) OQO=C=—=0

55

s H

©

Figure 3.1 Molecular multipoles. (a) Attractive and repulsive interactions between molecular dipoles.
(b) Examples of molecular quadrupoles. (c) The molecular octopole of CH,.

8+
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As well as dipole moments, molecules may possess higher order multipole
moments, arising from their non-spherical charge distributions. Thus, although
the linear molecules CO, (O=C=0) and acetylene (H-C=C-H) and the planar
molecule benzene (C¢Hy) do not have dipole moments, they have non-zero
quadrupole moments, as shown in Figure 3.1b. For more symmetrical molecules,
the first non-zero multipole moments have higher order: thus, the methane molecule
(CH,) has no dipole or quadrupole moment, but it has a non-zero octopole moment
(Figure 3.1c). The electrostatic interaction between higher order multipoles can be
treated in an analogous fashion to that described above for dipole-dipole interactions.

Although not necessarily dominating the binding energy, high-order multipole
interactions may play an important role in determining the structure of molecular
dimers and higher clusters. Thus, a study of the (HF), dimer by Dyke and co-
workers, using microwave spectroscopy, revealed that the dimer does not have the
linear H-F---H-F configuration, which would be predicted on the basis of exclusively
dipole-dipole interactions. In the experimentally determined structure (see Figure
3.2), the bonding with respect to one of the HF molecules is approximately linear
(84 = ZF-H:.-F = 0), but the second angle (8 = £H:--F-H) is close to 60°. The
observed structure is stabilized by the combination of dipole-dipole, dipole-
quadrupole and quadrupole-quadrupole interactions.

Figure 3.2 The experimentally determined geometry of the (HF), dimer.

In cases where quadrupolar interactions dominate, T-shaped intermolecular
geometries are generally adopted, with the positive regions of one quadrupole
being attracted to the negative regions of another. Such a situation applies to the
benzene dimer (C4Hy),, which has a T-shaped geometry where one C-H bond of
one molecule is oriented towards the m-electron cloud of the other, as shown in
Figure 3.3a. (In the benzene molecule, the ring C atoms are relatively negative
with respect to the H atoms.) The geometry of the benzene-benzene interaction
has, however, also been attributed to a novel C-H---w hydrogen bond. Interestingly,
the quadrupole in perfluorobenzene (C4Fy) is the opposite way round to that of
benzene (i.e. the peripheral F atoms carry more electron density than the C atoms
of the ring). As expected, mixed CsHs/C¢Fs solids have alternating m-stacks of
C¢Hy and CgF¢ rings, an arrangement which is preferred due to the reversed
quadrupoles. Similar interactions are expected for mixed (C4Hg)(C4Fs) dimers and
clusters, as shown in Figure 3.3b.
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Figure 3.3 Benzene dimers. (a) T-shape interaction in (C4Hy),. (b) m-stacking interaction predicted for
the mixed dimer (C¢Hg)(CyFy).

3.1.3.3 Induction Forces

The assymmetric charge distribution of a polar molecule leads to the polarization
of neighbouring molecules (which may themselves be polar or non-polar) and the
creation of an induced dipole, 1 = &£ (where o is the polarizability of the second
molecule and E is the electric field due to the first, polar molecule). The induced
dipole interacts in an attractive fashion with the original dipole. As the direction of
the induced dipole follows that of the permanent dipole, the effect survives even if
the permanent dipole is subject to thermal reorientations, so no temperature
averaging occurs. The interaction energy between a permanent dipole (y;) on
molecule 1 and an induced dipole on molecule 2 (which has polarizability o), at
a distance 7, is given by:

VD[D(r):_ 214120‘2 _ !412(1'2

(4mey ) re B 2mgor® (3-5)

where ", is the polarizability volume of molecule 2 (= a,/(4ng)). Equation (3.5)
can be rewritten in the form:

L (4, /DY ((x'2 /107 cm3)
1.66x10* (r/nm)°

PP/ kimol™ (3.6)

For a molecule with p=1 D (e.g. HCI), neighbouring a molecule with polarizability
volume o’=10x102* cm® (e.g. benzene), the dipole-induced-dipole interaction
energy is approximately -0.8 kJ mol! at r=0.3 nm.

Dipoles (and higher multipoles) can also be induced by neighbouring molecules
with permanent charges (monopoles) or high-order multipoles, and similar
expressions can be derived for the interactions between these permanent and induced
multipoles.
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3.1.3.4 Hydrogen Bonding

A hydrogen bond is an intermolecular linkage of the form X-H-:- ¥, where a hydrogen
atom is covalently bound to one electronegative atom (X=N, O, F etc.) and interacts
with a second electronegative atom (Y), which generally has an accessible lone-
pair of electrons.

Characteristic experimental properties of hydrogen bonds are: the ZX-H---¥Y
angle is normally close to 180°; the H--- Y distance is significantly longer than a H-
Y covalent bond; lengthening of the X-H bond; a large red-shift of the X-H stretching
vibration; broadening and gain of intensity of the X-H stretch; and deshielding of
the hydrogen-bonded proton (observed as a shift in its NMR signal).

There are a number of contributions to hydrogen bonding. The major component
(probably around 80%) is electrostatic, as a H atom bonded to an electronegative
atom (X), will carry a significant fractional positive charge (6*) which will undergo
an attractive interaction with the fractional negative charge (&) on the neighbouring
electronegative atom (Y). Other important contributions come from induction and
dispersion forces, as well as from charge transfer—which can be regarded as
incipient covalent bond formation—from atom Y to the hydrogen atom. Typical
hydrogen bond strengths lie in the range 10-25 kJ mol™'.

Hydrogen bonding has very important consequences for the structures and
energetics of the hydrides of light elements. The anomalously high boiling points
of ammonia, water and hydrogen fluoride can be attributed to the occurrence of
hydrogen bonding, which is significantly stronger for these elements than for their
heavier congeners. The tetrahedral three-dimensional structure of ice and the local
structure of liquid water is a consequence of hydrogen bonding, as is the fact that
ice is less dense than water! The very existence of life on Earth is a direct
consequence of the hydrogen bonding present in water and the high range (100°C)
over which water remains liquid. In fact, hydrogen bonding plays a very important
role in biology, being responsible for the structural organization of proteins and
other bio-molecules and governing crucial in vivo proton-transfer reactions.
Hydrogen bonding makes a significant contribution to the binding of clusters of
protic molecules such as (HF)y, (H,O)y, (NH;)y and (ROH)y, giving rise to typical
cluster binding energies € of up to 250 meV (25 kJ mol!) per hydrogen bond.

3.1.3.5 Comparison of Intermolecular Forces

In many molecular clusters, more than one of the types of intermolecular force
described above may be in operation, depending upon whether the molecules carry
anet charge or possess permanent multipole moments. With the exception of small,
highly polar molecules (such as H,0), the dispersion energy is the largest
contribution to intermolecular bonding in molecular clusters. Induction energies,
on the other hand, are small unless one or more of the species in the cluster are
charged. The relative strengths of the intermolecular forces found in molecular
clusters can be appreciated from Table 3.1, which shows effective Lennard-Jones
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potential well depths (expressed as the equivalent temperature €/k) for a variety of
molecules, and compares them with the rare gases neon, argon and xenon.

Table 3.1 shows that small, non-polar molecules (such as H, and N,) have low
intermolecular binding energies (weaker than the interatomic forces in argon, for
example), while larger molecules (e.g. CCl, and C4Hy) have significantly higher
interactions. The table also shows that the boiling points of these molecular sytems
follow the same general trend as the well depth. Hydrogen bonded dimers have
significantly higher well depths—for example an estimate of the effective pair
potential well depth for H,O---H,O gives a value of 2,400 K, which is consistent
with the relatively high boiling temperature (373 K) of liquid water.

Table 3.1 Comparison of boiling points and effective Lennard-Jones potential well depths for atomic
and molecular dimers.

(e/k) /K T,/ K (e/k) /K T,/ K
Ne 36 27 CO, 190 195"
Ar 124 87 CH, 137 112
Xe 229 166 CCl, 327 350
H, 33 20 CeHs 440 353
N, 92 77 H,0 2400 373

*CO, sublimes at atmospheric pressure.

3.2 EXPERIMENTAL INVESTIGATION OF MOLECULAR CLUSTERS

Before turning to a discussion of specific types of molecular cluster, I will introduce
some general features, relevant to the experimental investigation of molecular
clusters.

3.2.1 Ionization of Molecular Clusters

The ionization of molecular clusters proceeds via the ionization of a single molecule
in the cluster, a process which is generally accompanied by molecular (electronic
and/or vibrational) excitation:

(Mol)y — [(Mol) §; J* = (Mol)y(Mol")* + ¢~

Relaxation of the initially generated ion is accompanied by substantial
intramolecular and intermolecular configurational changes. Relaxation mechanisms
include cluster fragmentation—i.e. the loss of intact molecules from the cluster:

[(Mol) %, 1* = (Mol) },_, + Mol

and dissociative ionization, which involves fragmentation of molecules within the
cluster, accompanied by loss of one or more fragments. Common examples of this
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type of reaction include proton transfer in hydrogen bonded clusters of the form
(HB) 5> where B=OH, NH,, etc.:

[(HB)} 1* = (HB)y.(HB)* — (HB)y. H + B

though transfer of other species than protons is possible:

e.g [(CSy)31%= (CS)(CS})* —>CS? +CS
—S3 +2CS
—C,83 +S
—>CSi+cC

Ionization of clusters consisting of a large aromatic molecule embedded in a
solvent cluster, where the solvent may be a rare gas, is accompanied by relatively
small intra- and intermolecular configurational relaxation. This is because there is
delocalization of the positive charge in the aromatic molecule, leading to a small
change in the bonding between the aromatic molecule and the solvent atoms/
molecules on ionization—i.e. the induction forces are small.

3.2.2 Spectroscopy of Molecular Clusters

Molecular clusters contain obvious chromophores (the constituent molecules) which
act as localized centres for absorbing radiation. This enables the study of electronic
and vibrational excitation of molecules in a cluster environment—either by
photodepletion experiments or by direct absorption spectroscopy.

3.2.2.1 Vibrational Spectroscopy of Molecular Clusters

One fundamental property of molecular clusters is that the intramolecular (covalent)
bonds are much stronger (for example, typical dissociation energies for diatomic
molecules lie in the range 1-3 eV, or 100-300 kJ mol ) than the intermolecular van der
Waals binding energies (which are generally less than 300 meV or 30 kJ mol!). Thus,
in many cases, vibrational excitation of a molecule (in a molecular cluster) by a single
quantum will impart sufficient energy to cause partial photodissociation of the cluster—
ie. hvg(Mol) > Ey(Moly):

(Mol)y + v — [(Mol)y]* - (Mol },_,, + M(Mol)

In cases where direct photoabsorption spectra cannot be measured, IR spectra can
be obtained by a photodepletion experiment. Neutral molecular clusters are mass
selected by collision with a beam of atomic helium and the spectrum is mapped
out by scanning the frequency of an IR laser and monitoring the decrease in MS
intensity as a function of the laser frequency.

Quantities which can be extracted from these experiments include:

* line shifts—due to interactions between the excited (solute) molecule and its
neighbouring (solvent) molecules—this provides information on the cluster
structure;

© 2002 Roy L.Johnston



* line widths—due to dissociation of the clusters—this provides information on
the lifetimes of excited states and, hence, on the dynamic coupling of
intramolecular and intermolecular vibrational modes;

* line intensities—allow photodissociation cross sections to be obtained, which
are directly related to the mechanisms of the absorption and decay processes.

3.2.2.2 Electronic Spectroscopy of Molecular Clusters

Optical laser-induced fluorescence is a powerful technique for measuring the
electronic spectra of molecules. As the technique is not size specific, however, in
order to study electronic transitions in molecular clusters, two-colour resonant
two-photon ionization (2CR2PI), combined with ion detection, is adopted instead.
In this technique, a tunable laser (variable frequency v,). Is used to electronically
excite the molecular cluster. When the frequency corresponds to a resonance, the
excited state lives long enough for the absorption of a second (fixed frequency v,)
photon, which leads to ionization (with low fragmentation). The ionized cluster is
then detected by a mass spectrometer. In this way, the electronic spectrum of the
neutral molecular cluster is mapped out. The overall process can be written:

(Mol)y + hvy = [(Mol)y]* + Av, - (Mol) };, + ¢

Such experiments have been used to investigate solvent effects on molecular
electronic transitions in molecular clusters.

3.2.3 Electric Dipole Measurments

A number of hydrogen bonded clusters have been studied using electrostatic
multiple focusing techniques. The clusters (H,O)y, (HF)y and (NH3)y (with N> 3)
show negligible refocusing, indicating that they have undetectable dipole moments.
This is consistent with non-polar cyclic, rather than polar linear structures. These
experiments have also shown that the acetic acid trimer (CH;CO,H); is polar, while
(CH;CO,H), is non-polar.

3.3 WATER CLUSTERS

The earliest studies of water clusters date back to the early 1950s, when Pimental
measured the IR spectroscopy of matrix-isolated water clusters. In 1974, Dyke
and colleagues measured the microwave spectra of small water clusters generated
in a molecular beam. In recent years, however, the number of experimental and
theoretical studies of water clusters has increased dramatically.
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3.3.1 Mass Spectroscopic Studies of Water Clusters

Water clusters can readily be generated by evaporation, condensation and supersonic
expansion into a molecular beam. Mass spectrometric measurements can then be
made by electron impact or photoionization of the neutral water clusters.

A typical electron-impact mass spectrum of water clusters is shown in Figure
3.4a. The cationic species which are detected by the mass spectrometer are the
protonated clusters (H,O),H*. By analogy with the rare gas clusters, discussed in
Chapter 2, magic numbers can be detected—corresponding to drops in MS intensity
after N=21 and (to a lesser extent) after N=28 and 30.

(H20)21H* H,O in Ar(3 atm)
£ 40eV
@
s
<
=
@
&
E (H20)28H"
Z I (H20)30H*
e T
MU

TSR SR N G SR ST S G SR SRS T WS U M
20 25 30

WATER CLUSTER SIZE (n)

Figure 3.4 Protonated water clusters. (a) Electron impact (40 eV) mass spectrum of protonated water
clusters (H,O)yH", in the range N=17-32. Magic number clusters are indicated by arrows. (b) The
clathrate-like structure of (H;O")(H,0),.

On the basis of infrared spectroscopic measurements, these protonated clusters
have been shown to consist of a number of water molecules surrounding a hydronium
ion, H;O". Thus, the cluster (H,O),H" is better written as (H;O")(H,O),.;. The large
peak in the MS for N=21 has been explained in terms of a clathrate-like pentagonal
dodecahedron of 20 water molecules, with the hydronium ion lying at the centre,
forming hydrogen bonds to three of the water molecules, as shown in Figure
3.4b. The (H;0*)(H,0); moiety is the smallest unit where the inner hydronium
ion is completely hydrogen bonded—i.e. fully solvated. The hydrated hydronium
ion is the dominant ionic species in some regions of the atmosphere and such
clusters are believed to be very important in chemical processes which occur
both in the lower and the upper atmosphere. In the solid state, crystals are also
known which contain the species (HsO,)"= (H,0),H* (which has a symmetrical
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hydrogen bond: H,0O---H*---OH,) and (H,O,)*=(H;0")(H,0); (which has C;,
symmetry, with a central hydronium ion bound to three water molecules).

3.3.2 Infrared Spectroscopy of Cationic Water Clusters

Direct gas phase IR absorption spectra have been measured for small hydrated
hydronium clusters (H;0")(H,O)y(N=1-5), demonstrating that the N=1 cluster
(H50,)*, as in the solid state, has a symmetrical hydrogen bond, and that the first
hydration shell of H;O* is complete at N=3.

Due to the localization of the positive or negative charge in clusters of the
form (H;0*)(H,0)y and (OH")(H,0),, there is a contribution to the binding from
ion-dipole and induction effects, so that the binding energies of ionic clusters
are significantly stronger than in neutral clusters, being comparable to weak
covalent bonds. Castleman and co-workers have tabulated the enthalpies of
hydration of a number of cations and anions. For the first step in the hydration of
the hydronium ion:

(H,0")+H,0—(H,0"H,0

the enthalpy change is AH,=-151 kJ mol"'. The enthalpy changes for successive
addition of water molecules, however, decrease (i.e. there is a decrease in the average
hydrogen bond energy as N increases) due to the delocalization of the positive
charge. Comparison of the enthalpies for the N step in the solvation of H;O*:

(H;0")+(H,0)y.1 +H,0—=(H;0")(H,0)y

(AH, = -151 kJ mol™ AH, = -93 k] mol™> AH; = —71 kJ mol™, AH, = —64 kJ.
mol™> AHs = 54 kJ mol™, AH; = 49 kJ mol™. AH, = —43 kJ mol™) do not,
however, reveal any obvious discontinuity corresponding to the completion of the
first solvation of the charged core. (Other experiments indicate that the first solvation
shell is complete at N=3.) Thus, even second shell water molecules have high
binding energies.

The charged core of a hydronium-water cluster gives rise to absorptions which
are significantly stronger than those due to the surrounding neutral water molecules.
The O-H stretching bands of the charged H;O* core have slightly lower frequencies
(by=100 cm) than the neutral water molecule. Upon solvation, some of the
stretching bands of the charged core are strongly red-shifted (being lowered by
1000 cm™ or more) in small clusters, as the participation of the O-H bonds in
hydrogen bonding, leads to their being weakened. As the number of neutral water
molecules increases, however, the H;O* stretching bands move to higher frequencies
(i.e. they are blue-shifted) again, presumably because the strength of individual
hydrogen bonds become weaker when the total number of hydrogen bonds is
greater.
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3.3.3 Negatively Charged Water Clusters

Although the negatively charged water molecule is thermodynamically unstable,
because of its negative electron affinity, it is known that electrons can be trapped
in localized states in liquid water, and in ice. Injection of low energy (<1 eV)
electrons into a beam of water clusters, which are seeded with a cold inert gas,
results in electron trapping and the formation of small negatively charged clusters
(H,0) y and Rg(H,0) y (N = 2). In the absence of the cooling rare gas, the water
clusters are generated with more internal energy, which prevents the formation of
the smaller negatively charged clusters (the adiabatic electron affinity of the water
dimer, for example, is only 17 meV). The electron affinity of water clusters increases
with increasing cluster size, so that larger water clusters lead to greater stabilization
of the solvated electrons. By making the water clusters colder, the critical cluster
size at which negative ions are first stabilized, is reduced. Theoretical calculations
indicate that for clusters with up to 32 water molecules, the excess electron occupies
a surface site, while for larger clusters the electron occupies an internal site.

Larger negatively charged clusters can be studied by attachment of low
(approximately zero) energy electrons to preformed cold water clusters. Mass
spectral studies of (D,0) 5, clusters, using electrons with approximately zero kinetic
energy, have shown that there is a sharp increase in intensity at N=12, reaching a
maximum at around N=20.

Electron attachment is a resonant process, with a resonant width less than 0.5
eV, so that negatively charged water clusters are generated in an excited, metastable,
state. Relaxation to the ground state can be accomplished via evaporation of water
molecules:

[(HO)y ¥ > HO0) y; +HO

Increasing the electron injection energy to around 7 eV results in partial
molecular fragmentation and the formation of negatively charged clusters, (OH
)(H,O)y, where the negative charge is localized on a hydroxide anion, which is
solvated by the remaining water molecules. As discussed above, increasing the
kinetic energy of the electrons further leads to electron impact ionization, molecular
fragmentation and the formation of protonated clusters.

3.3.4 Structure and Spectroscopy of Neutral Water Clusters

3.3.4.1 Electron Diffraction Studies of Large Water Clusters

The electron diffraction patterns which have been measured for water clusters
(with (N) in the range 1,500-2,000) are similar to those for the metastable, low
pressure cubic phase of bulk ice. (Note: the most stable phase of bulk ice has a
hexagonal structure.) Smaller clusters (with N < 300), however, generally have
amorphous, or highly disordered structures—in agreement with simulation
studies—consisting of disordered three-, four-, five- and six-membered hydrogen
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bonded rings of water molecules. The ice structure, by contrast, has exclusively
six-membered rings. The smallest clusters studied (composed of around 20 water
molecules) were assigned structures based on the dodecahedral (H,0),, unit (as
discussed above for protonated water clusters), with five-membered hydrogen
bonded rings. Interestingly, calculations by Wales and colleagues (using empirical
potentials), predict that the lowest energy structure for (H,0),is actually composed
of three fused pentagonal prisms, as shown in Figure 3.5, rather than the
dodecahedron. However, these calculations indicate, that it is possible for cooling
water clusters to get trapped into structures which are not the lowest in energy.

These electron diffraction results are consistent with the IR spectra measured
by Devlin and co-workers for water clusters of up to 10,000 molecules. The largest
clusters give spectra which are very similar to that of crystalline ice, while smaller
clusters (with N=100) have spectra reminiscent of amorphous ice. Calculations
have also shown that the (H,0),yq cluster has an ordered (ice-like) interior and a
disordered surface, with strained crystal-like structure in the sub-surface region.
Smaller clusters (of hundreds of molecules) are predicted to have a strained ice
structure, while clusters of less than 100 molecules (which are dominated by their
surfaces) have structures similar to that of amorphous ice.

Figure 3.5 The fused pentagonal prismatic structure predicted by Wales and co-workers for (H,0),.

3.3.4.2 Far-Infrared Spectroscopy of Small Water Clusters

Saykally and co-workers have carried out far-infrared vibration-rotation tunnelling
(VRT) spectroscopy of small neutral water clusters H,0)y (N = 3-5). Ab initio
MO calculations predict cyclic hydrogen bonded geometries for these clusters.
The theoretically predicted equilibrium structures are shown in Figure 3.6, from
which it can be seen that these low energy structures contain distinct proton
environments—i.e. some protons are involved in hydrogen bonding, while others
occupy terminal (dangling bond) positions.
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According to theoretical calculations, there are at least two low energy
mechanisms for interconverting the various protons in cyclic water clusters. The
low energy barriers and the lightness of the hydrogen atoms, means that quantum
mechanical tunnelling can occur through the potential barriers. This tunnelling
leads t