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Foreword

Our children need your great ideas and effort for hydrogen storage technologies
innovations.
Sustainable/Hydrogen society construction rely on your brain and hand of research.
Katsuhiko Hirose, Project General Manager, Strategic Planning Department, Fuel Cell
System Engineering Division, Toyota Motor Corporation

The human race has a long history of desiring mobility. I believe that is why even
in the Stone Age and Bronze Age people traveled long distances to exchange
information and goods.

In the last century this mobility expanded dramatically through the invention of
the automobile and the use of oil as its fuel. This combination of oil and automobile
seemed perfect until it became an environmental problem. Local environmental
issues were partly solved by the introduction of catalysts and precise emission
control through the tremendous efforts of catalyst material scientists and engineers.
However, automobiles are again facing very high hurdles such as global warming
and energy security issues.

In 2008 the world experienced the great shock of high oil prices. Not only the
automobile industry but also everyday lives are massively affected by high oil prices.
The cause was not the previously predicted scenario (peak oil), the problem was
brought about without the collapse of any oil fields, just high oil prices created in the
market. We have recognized that we now need to accelerate efforts to move away
from oil as an automobile fuel and, at the same time, meet future requirements for
reduced carbon dioxide emissions. There are only a few technologies able to achieve
these targets while meeting user requirements such as low cost, long range travel
and quick, easy refueling capabilities.

Hydrogen is the most promising technology and the automobile industry has
spent billions of dollars to bring it onto the roads. As a result, vehicle technologies
have reached very high levels, out-performing the current internal combustion
engines two- or three-fold in terms of thermal efficiency, and at the same time
reaching current vehicle levels of cold start capability down to �30 8C and other
performance targets. However, the biggest andmost difficult issue remaining is cost
reduction of the technologies to current vehicle levels, which is essential for hydro-

V



gen to be popular enough to solve both the energy security and carbon dioxide
issues. There had seemed to be a similar pattern of cost reduction for fuel cell stacks
and components to that for current technologies, since they both include steps such
as reducing the number of parts and improving performance to reduce size and
materials usage. However, hydrogen storage is a little bit different. Currently, the
only available technology is a carbon fiber reinforced plastic composite high-pres-
sure tank system, but this technology leaves several problems for future cost
reduction. The quantities of expensive materials used constrain potential cost
reduction and the large cylindrical shape limits installation of the tank in conven-
tional vehicles.
The world�s major automotive companies have announced fuel cell vehicle

commercialization from 2015. The automotive industry recognizes that hydrogen
storage still needs innovative ideas and materials in order to transform it into a
popular technology for the future. The important requirements for hydrogen storage
technologies are energy efficiency, size and weight, as well as easy adaptation to
supply infrastructures and cost.
This problem cannot be solved by either academia or industry alone, so scientists

and engineers must work together to achieve this difficult but indispensable task. I
believe the current good collaboration will bring this about and we will be able to
leave a clean, green globe for our children.

December 2009 Katsuhiko Hirose

VI Foreword



Contents

Foreword V
Preface XV
List of Contributors XIX

1 Storage of Hydrogen in the Pure Form 1
Manfred Klell

1.1 Introduction 1
1.2 Thermodynamic State and Properties 1
1.2.1 Variables of State 2
1.2.2 T–s-Diagram 4
1.2.2.1 Joule–Thomson Coefficient 5
1.2.3 Properties 5
1.3 Gaseous Storage 8
1.3.1 Compression and Expansion 10
1.3.2 Tank Systems 12
1.3.3 High Pressure Infrastructure 13
1.4 Liquid Storage 15
1.4.1 Liquefaction 15
1.4.2 Thermodynamic Analysis 17
1.4.2.1 Pressure Build-Up 21
1.4.2.2 Boil-Off 23
1.4.2.3 Cooling and Filling 24
1.4.2.4 Back-Gas 27
1.4.3 Tank Systems 28
1.4.4 Distribution Facilities 30
1.5 Hybrid Storage 30
1.5.1 Supercritical Storage 31
1.5.2 Hydrogen Slush 32
1.6 Comparison of Energy Densities 32
1.7 Conclusion 35

References 36

VII



2 Physisorption in Porous Materials 39
Barbara Panella and Michael Hirscher

2.1 Introduction 39
2.2 Carbon Materials 44
2.3 Organic Polymers 48
2.4 Zeolites 50
2.5 Coordination Polymers 51
2.6 Conclusions 58

References 59

3 Clathrate Hydrates 63
Alireza Shariati, Sona Raeissi, and Cor J. Peters

3.1 Introduction 63
3.2 Clathrate Hydrate Structures 64
3.3 Hydrogen Clathrate Hydrate 66
3.4 Kinetic Aspects of Hydrogen Clathrate Hydrate 73
3.5 Modeling of Hydrogen Clathrate Hydrates 74
3.6 Future of Hydrogen Storage 76

References 77

4 Metal Hydrides 81
Jacques Huot

4.1 Introduction 81
4.2 Elemental Hydrides 82
4.2.1 Ionic or Saline Hydrides 82
4.2.2 Covalent Hydrides 82
4.2.3 Metallic Hydrides 83
4.3 Thermodynamics of Metal Hydrides 83
4.3.1 Introduction 83
4.3.2 Low Concentration 85
4.3.3 High Concentration 86
4.4 Intermetallic Compounds 88
4.4.1 Thermodynamics 88
4.4.1.1 Miedema�s Model 89
4.4.1.2 Semi-Empirical Band Structure Model 91
4.4.2 Crystal Structure 92
4.4.3 Electronic Structure 94
4.5 Practical Considerations 94
4.5.1 Synthesis 95
4.5.2 Activation 95
4.5.3 Hysteresis 96
4.5.4 Plateau Slope 97
4.5.5 Reversible Capacity 98
4.5.6 Hydrogenation Kinetics 98
4.5.7 Cycle Life 99

VIII Contents



4.5.8 Decrepitation 99
4.6 Metal Hydrides Systems 100
4.6.1 AB5 100
4.6.2 TiFe 101
4.6.3 AB2 Laves Phases 102
4.6.4 BCC Solid Solution 103
4.7 Nanocrystalline Mg and Mg-Based Alloys 104
4.7.1 Hydrogen Sorption Kinetics 105
4.7.2 Reduction of the Heat of Formation 107
4.7.3 Severe Plastic Deformation Techniques 108
4.8 Conclusion 109
4.8.1 Alloys Development 109
4.8.2 Synthesis 110
4.8.3 System Engineering 110

References 110

5 Complex Hydrides 117
Claudia Weidenthaler and Michael Felderhoff

5.1 Introduction 117
5.2 Complex Borohydrides 118
5.2.1 Introduction 118
5.2.2 Stability of Metal Borohydrides 118
5.2.3 Decomposition of Complex Borohydrides 119
5.2.4 Lithium Borohydride, LiBH4 120
5.2.4.1 Synthesis and Crystal Structure 120
5.2.4.2 Decomposition of LiBH4 120
5.2.5 Sodium Borohydride, NaBH4 122
5.2.5.1 Synthesis and Crystal Structure 122
5.2.5.2 Decomposition of NaBH4 122
5.2.6 Potassium Borohydride KBH4 122
5.2.7 Beryllium Borohydride Be(BH4)2 123
5.2.8 Magnesium Borohydride Mg(BH4)2 123
5.2.8.1 Synthesis and Crystal Structure 123
5.2.8.2 Decomposition 123
5.2.9 Calcium Borohydride Ca(BH4)2 124
5.2.9.1 Synthesis and Crystal Structure 124
5.2.9.2 Decomposition 125
5.2.10 Aluminum Borohydride Al(BH4)3 126
5.2.10.1 Synthesis and Crystal Structure 126
5.2.10.2 Decomposition 126
5.2.11 Zinc Borohydride Zn(BH4)2 126
5.2.12 NaBH4 as a Hydrogen Storage Material in Solution 126
5.2.12.1 Regeneration of Decomposed NaBH4 in Solution 128
5.3 Complex Aluminum Hydrides 128
5.3.1 Introduction 128

Contents IX



5.3.2 LiAlH4 130
5.3.2.1 Synthesis and Crystal Structure 130
5.3.2.2 Decomposition of LiAlH4 130
5.3.2.3 Role of Catalysts 131
5.3.3 Li3AlH6 132
5.3.3.1 Synthesis and Crystal Structure 132
5.3.4 NaAlH4 133
5.3.4.1 Synthesis and Crystal Structure 133
5.3.4.2 Decomposition and Thermodynamics of NaAlH4 133
5.3.4.3 Role of Catalysts 135
5.3.5 Na3AlH6 138
5.3.5.1 Synthesis and Crystal Structure 138
5.3.6 KAlH4 139
5.3.6.1 Synthesis and Crystal Structure 139
5.3.6.2 Decomposition of KAlH4 140
5.3.7 Mg(AlH4)2 140
5.3.7.1 Synthesis and Crystal Structure 140
5.3.7.2 Decompositon 141
5.3.8 Ca(AlH4)2 142
5.3.8.1 Synthesis and Crystal Structure 142
5.3.8.2 Decomposition of Ca(AlH4)2 143
5.3.9 Na2LiAlH6 144
5.3.10 K2LiAlH6 145
5.3.11 K2NaAlH6 145
5.3.12 LiMg(AlH4)3, LiMgAlH6 146
5.3.12.1 Synthesis and Crystal Structure 146
5.3.12.2 Decomposition 146
5.3.13 Sr2AlH7 146
5.3.14 BaAlH5 147
5.3.14.1 Synthesis and Crystal Structure 147
5.4 Complex Transition Metal Hydrides 148
5.4.1 Introduction 148
5.4.2 Properties 148
5.4.3 Synthesis 149
5.4.4 Examples of Complex Transition Metal Hydrides 150
5.5 Summary 150

References 151

6 Amides, Imides and Mixtures 159
Takayuki Ichikawa

6.1 Introduction 159
6.2 Hydrogen Storage Properties of Amide and Imide Systems 160
6.2.1 Li–N–H System 160
6.2.2 Li–Mg–N-H Systems 161
6.2.3 Other Metal–N–H Systems 165

X Contents



6.3 Structural Properties of Amide and Imide 167
6.3.1 Lithium Amide and Imide 168
6.3.2 Sodium Amide 171
6.3.3 Magnesium Amide and Imide 171
6.3.4 Other Amides and Imides 172
6.4 Prospects of Amide and Imide Systems 173
6.4.1 Kinetic Analysis and Improvement 173
6.4.2 NH3 Amount Desorbed from Metal–N–H Systems 176
6.4.3 Practical Properties 177
6.5 Proposed Mechanism of the Hydrogen Storage Reaction in the

Metal–N–H Systems 178
6.5.1 Ammonia-Mediated Model for Hydrogen Desorption 178
6.5.2 Direct Solid–Solid Reaction Model for Hydrogen Desorption 180
6.5.3 Hydrogenating Mechanism of the Li-Mg-N-H System 181
6.6 Summary 182

References 182

7 Tailoring Reaction Enthalpies of Hydrides 187
Martin Dornheim

7.1 Introduction 187
7.2 Thermodynamic Limitations of Lightweight Hydrides 189
7.3 Strategies to Alter the Reaction Enthalpies of Hydrides 191
7.3.1 Thermodynamic Tuning of Single Phase Hydrides by

Substitution on the Metal Site 191
7.3.1.1 Lightweight Hydrides Forming Stable Compounds in the

Dehydrogenated State 193
7.3.1.2 Lightweight Hydrides with Positive Heat of Mixing in the

Dehydrogenated State 196
7.3.2 Thermodynamic Tuning of Single Phase Hydrides by Substitution

on the Hydrogen Sites: Functional Anion Concept 199
7.3.3 Multicomponent Hydride Systems 203
7.3.3.1 Mixtures of Hydrides and Reactive Additives 203
7.3.3.2 Mixed Hydrides/Reactive Hydride Composites 207
7.4 Summary and Conclusion 210

References 211

8 Ammonia Borane and Related Compounds as Hydrogen
Source Materials 215
Florian Mertens, Gert Wolf, and Felix Baitalow

8.1 Introduction 215
8.2 Materials Description and Characterization 216
8.3 Production 219
8.4 Thermally Induced Decomposition of Pure Ammonia Borane 221
8.4.1 Pyrolysis 221
8.4.2 Decomposition in Organic Solvents 227

Contents XI



8.4.3 Decomposition of Ammonia Borane in Heterogeneous Systems 232
8.5 Hydrolysis of AB 233
8.6 Substituted Ammonia Boranes 235
8.7 Recycling Strategies 238
8.7.1 Recycling from B-O-Containing Materials 239
8.7.2 Recycling of BNHx-Waste Products 240
8.8 Summary 243

References 244

9 Aluminum Hydride (Alane) 249
Ragaiy Zidan 249

9.1 Introduction 249
9.2 Hydrogen Solubility and Diffusivity in Aluminum 250
9.3 Formation and Thermodynamics of Different Phases of Alane 252
9.4 Stability and Formation of Adduct Organo-Aluminum Hydride

Compounds 260
9.5 Phases and Structures of Aluminum Hydride 266
9.6 Novel Attempts and Methods for Forming Alane Reversibly 269
9.7 Conclusion 275

References 275

10 Nanoparticles and 3D Supported Nanomaterials 279
Petra E. de Jongh and Philipp Adelhelm

10.1 Introduction 279
10.2 Particle Size Effects 281
10.2.1 Thermodynamics 281
10.2.2 Kinetics 287
10.3 Non-Supported Clusters, Particles and Nanostructures 290
10.3.1 Transition Metal Clusters 291
10.3.2 Interstitial Hydrides, Focussing on Palladium Hydride 293
10.3.3 Ionic Hydrides, Focussing on Magnesium Hydride 296
10.4 Support Effects 301
10.4.1 Stabilization of Small Particle Sizes 302
10.4.2 Limiting Phase Segregation in Complex Systems 303
10.4.3 Metal–Substrate Interaction 305
10.4.4 Physical Confinement and Clamping 307
10.4.5 Thermal Properties of the System 309
10.4.6 Mechanical Stability and Pressure Drop 309
10.5 Preparation of Three-Dimensional Supported Nanomaterials 311
10.5.1 Support Materials 311
10.5.1.1 Silica 312
10.5.1.2 Carbon 314
10.5.1.3 Other Support Materials 316
10.5.2 Preparation Strategies 317
10.5.2.1 Solution Impregnation 318

XII Contents



10.5.2.2 Melt Infiltration 320
10.6 Experimental Results on 3D-Supported Nanomaterials 322
10.6.1 Ammonia Borane, (NH3BH3) 323
10.6.2 Sodium Alanate, (NaAlH4) 325
10.6.3 Magnesium Hydride (MgH2) 329
10.6.4 Lithium Borohydride (LiBH4) 331
10.6.5 Palladium 333
10.7 Conclusions and Outlook 334

References 336

Index 341

Contents XIII





Preface

The limited fossil fuel resources and the environmental impact of their use require a
change to renewable energy sources in the near future. For mobile application an
efficient energy carrier is needed that can be produced and used in a closed cycle.
Presently, hydrogen is the only energy carrier that can be produced easily in large
amounts and in an appropriate time scale. Electric energy, either from renewable
energies, for example, solar and wind, or future fusion reactors, can be used to
produce hydrogen from water by electrolysis. The combustion of hydrogen leads
again only towater and the cycle is closed. Acomprehensive overview of the hydrogen
cycle was given recently in the book �Hydrogen as a Future Energy Carrier� edited by
Z€uttel et al. [1].

For individual motor car traffic, currently, three concepts are discussed by major
auto manufacturers, fuel-cell vehicles, extended-range electric vehicles and battery-
electric vehicles, for example, see theGMroadmap [2, 3] in Figure 1. The use of these
three technologies depends on the application field and is related to the different
energy densities of these energy carriers (see Figure 2). To achieve a driving range of
500 km for a conventional vehicle with today�s Diesel technology requires a tank
systemweighing approximately 43 kg with a volume of 46 L. A zero-emission vehicle
driven by a fuel cell with hydrogen will need a 700 bar high-pressure tank system of
about 125 kg and 260 L to achieve the same driving range. A battery-electric vehicle
will require an energy storage system (comprising battery cells, heat management
and power electronics) which, using the most advanced Li-ion-battery technology
(energy density 120Whkg�1), would weigh almost 1000 kg with a volume of 670 L.
This value assumes that the total electric energy of the battery is used, which would
significantly reduce the cycle life of the device. More realistic is a maximum usage of
80% of the stored energy. The loading of a battery will take between several hours at a
high-voltage high-current station and about one day at a conventional 230V power
socket with 16A. Fast charging stations (about 50 kW, 30 to 90min reloading), on the
other hand, would require a very considerable infrastructure investment of several
billion euros for a European nation such as France or Germany, comparable to a
hydrogen infrastructure. The refueling of the high-pressure hydrogen vessel will take
about 3min, which is comparable to the Diesel tank. Furthermore, a hydrogen
storage system for a driving range of 500 kmwill cost about 3000 US$ if produced in
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high volumes. A comparable battery system would be in the price range of 50 000
US$.

According to these constraints, a battery-electric vehicle (BEV) would be the choice
for light-weight vehicles and driving ranges up to 150 km. Extended-range electric
vehicles (E-REV) could be the solution for users who only occasionally need longer
driving ranges, up to 500 km. However, for long driving ranges or high load the fuel-
cell vehicle possesses clear advantages due to zero emission in all operating

Figure 1 Application map for various electric vehicle technologies, from battery-electric vehicles
(BEV), extended-range electric vehicles (E-REV) to fuel-cell vehicles, considering driving distance
and load [2, 3].

Figure 2 Weights and volumesof different energy carriers and systemsused in vehicles to achieve a
total driving range of 500 km [2, 3].
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conditions and fast refueling times. Figure 1 shows an application map for the
various technologies.

Nevertheless, current technologies, such as compressed gas or liquefied hydrogen,
have severe disadvantages (especially in volumetric terms) compared to fossil fuels
and the storage of hydrogen in light-weight solids could be the solution to further
enhance the energy density of hydrogen tanks. The benchmark for all these solid-
state systems needs to be an improvement over a 70MPa tank system. In particular,
fundamental knowledge of the atomistic processes is required to design optimized
novel materials with new physical properties.

For automotive application of solid state absorbers, there are, more or less, two
operating regimes envisaged to achieve such a technology breakthrough:

1) Room temperature storage at pressures up to 35MPa
2) Cryogenic storage at pressures up to 5MPa.

This handbook gives a comprehensive overview of novel solid hydrogen storage
materials, highlighting their main advantages and drawbacks. The first chapter is
devoted to the storage of hydrogen in a pure form giving the state-of-the-art for
compressed and liquid hydrogen. In Chapter 2 adsorption materials for hydrogen
storage by physisorption of hydrogen molecules are analyzed for possible cryo-
adsorption systems. Chapter 3 describes the potential of clathrate hydrates as storage
materials. Chapter 4 gives a review of conventional hydrides, including techniques to
improve them by nanostructuring. Chapters 5–9 are devoted to novel light-weight
materials, ranging from complex hydrides; amides, imides andmixtures; tailoring of
reaction enthalpies; ammonia, borane and related compounds; and aluminum
hydride. Finally, Chapter 10 concentrates on nanoparticles, mainly in systems
confined by scaffold materials.

December 2009 Michael Hirscher
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1
Storage of Hydrogen in the Pure Form
Manfred Klell

1.1
Introduction

Due to its low density, the storage of hydrogen at reasonable energy densities poses a
technical and economic challenge. This chapter is dedicated to the storage of
hydrogen in the pure form, which is defined by the thermodynamic variables of
state and thus can best be analyzed on the basis of a depiction of these variables
like the T–s-diagram.

Conventionally hydrogen is stored as compressed gas or as a cryogenic liquid.
Apart from gravimetric and volumetric energy densities, the energies required for
compression and liquefaction are evaluated. A short thermodynamic analysis of
the storage infrastructure, including storage vessels, distribution, dispensary and
refueling is given.

Hybrid storage of hydrogen, where a combination of technologies is applied, such
as the storage of hydrogen as slush or as a supercritical fluid, is briefly mentioned.

A comparison of the energy densities of storage technologies for hydrogen and
other energy carriers and a conclusion round off this chapter.

1.2
Thermodynamic State and Properties

Hydrogen is themost abundant element in the universe; more than 90% of all atoms
are hydrogen. Hydrogen is the simplest atom and element number 1, consisting of
one proton and one electron only. Apart from this ordinary isotope called protium, a
small fraction of hydrogen atoms exist as deuterium (1 proton, 1 neutron, 1 electron)
and an even smaller fraction as unstable tritium (1 proton, 2 neutrons, 1 electron).

An atomic property with relevance for the liquefaction of hydrogenmolecules is its
spin, the quantum analogy to the rotation of an elementary particle about its axis. If
the spins of two hydrogen protons are parallel, themolecule is called ortho-hydrogen,
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if the spins are opposed, the molecule is called para-hydrogen. Ortho- and para-
hydrogen have slightly different properties [29]. At standard (normal) conditions,
molecular hydrogen is amixture of about 75 vol% ortho- and 25 vol% para-hydrogen,
which is called normal hydrogen. With a reduction in temperature, the content of
para-hydrogen increases and reaches 100 vol% below�200 �C. Themixture of ortho-
and para-hydrogen at thermodynamic equilibrium at a certain temperature is called
equilibrium hydrogen. Para-hydrogen has a lower energy level than ortho-hydrogen,
so during the liquefaction of hydrogen, additional energy has to be dissipated to
convert ortho- to para-hydrogen.

Due to its single valence electron, hydrogen is very reactive and usually combines
to yield the molecule H2. On Earth hydrogen is rarely found in the pure form, but
usually in a wide variety of inorganic and organic chemical compounds, the most
common being water H2O. Hydrogen forms chemical compounds (hydrides) with
nearly all other elements. Due to their ability to form long chains and complex
molecules, combinations with carbon play a key role for organic life (hydrocarbons,
carbohydrate). Hydrogen is of crucial importance as an energy carrier in the
metabolism of plants, animals, and humans. It is found in sugar, fat, proteins,
alcohols, oils, and so on.

For the storage of pure hydrogen, H2 has first to be separated from its compounds.
A number of technologies exist for the production of hydrogen from different
sources [3].

1.2.1
Variables of State

As the pure substance, hydrogen H2 may exist in various physical phases as vapor,
liquid and solid. Aswith any pure substance, the thermodynamic state of hydrogen is
completely defined by specifying two independent intensive state variables. All other
variables of state can then be determined by using one of the three relationships of
state.

The equation of state is the mathematical relationship between the following three
intensive thermodynamic properties: pressure p, temperature T, and specific volume
v (or density r¼ 1/v)

f1ðp;T ; vÞ ¼ 0 ð1:1Þ

The calorific equation of state relates the internal energyu toTand vor enthalpyh toT
and p

f2ðu;T ; vÞ ¼ 0 or f3ðh;T ; pÞ ¼ 0 ð1:2Þ

The third state relationship relates entropy s to T and v or T and p

f4ðs;T ; vÞ ¼ 0 or f5ðs;T ; pÞ ¼ 0 ð1:3Þ
These relationships of state have to be determined experimentally and are available

in the form of equations, tables or diagrams [21].
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At ambient conditions, hydrogen fulfils well the relationship f1 in the following
simple form

p v ¼ R T or p Vm ¼ Rm T ð1:4Þ
In extensive form with mass

p V ¼ n Rm T ¼ m R T ð1:5Þ
With:

V [m3]: volume, Vm¼V/n [m3mol�1]: molar volume,
n¼N/NA [mol]: number of mols, N: number of entities,
NA¼ 6.22 � 1023 1mol�1: Avogadro constant,
M¼m/n [kg kmol�1, gmol�1]: molar mass, m [kg]: mass,
Rm¼ 8314.72 J kmol�1 K�1: universal gas constant,
R¼Rm/M [J kg�1 K�1]: particular gas constant

A gas fulfilling Eq. (1.4) is called an ideal gas. Kinetic gas theory shows, that a gas
behaves like an ideal gas,first if the he gasmolecules are infinitesimally small, round,
hard spheres occupying negligible volume and, secondly, if no forces exist amongst
these molecules except during collisions. This holds true for most gases at low
pressure and temperatures well above the critical temperature. This is the highest
possible temperature at which a substance can condense.

An improvement of Eq. (1.4) was introduced by van der Waals. By replacing
pressure p with pþ a=V2

m

� �
, intermolecular forces are accounted for, and by repla-

cing volume Vm with Vm� b, the molecular volume is accounted for.

pþ a
V2
m

� �
ðVm�bÞ ¼ RmT ð1:6Þ

In the van der Waals Eq. (1.6) the substance specific parameters for hydrogen are
a¼ 0.025m6Pamol�2, b¼ 2.66 � 10�5m3mol�1.

A convenient approach to account for real gas behavior is to use the dimensionless
compressibility factor Z in the equation of state.

pVm

RmT
¼ pv

RT
¼ Z ð1:7Þ

The deviation of Z from the value 1 is a measure of the deviation from ideal gas
behavior, especially for the deviation of real mass from ideal mass.

pV
nrealRmT

¼ pV
mrealRT

¼ Z ¼ nideal
nreal

¼ mideal

mreal
ð1:8Þ

The compressibility factorZhas to be determined experimentally and canbe found
in the literature as a function of pressure p and temperature T for a number of
gases [21]. By reducing the pressure p to the critical pressure pcr and the temperature
T to the critical temperature Tcr, a generalized compressibility factor for all gases can
be drawn as a function of pR¼ p/pcr and TR¼T/Tcr [28].
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The value of the compressibility factor Z for hydrogen at high pressures and low
temperatures in Figure 1.1 shows that, at ambient temperature, a value of 1.2 is
reached at 300 bar, and at low temperatures even earlier. Thismeans that a calculation
of the hydrogen mass in a container from a measurement of temperature and
pressure using the ideal gas equation will result in amass 20% greater than in reality.

The equation of state (1.3) can be depicted in a three-dimensional diagramwith the
three thermodynamic properties pressure p, temperature T, and specific volume v as
axes. Two-dimensional projections with the third variable as a parameter are widely
used to explain thermodynamic processes.

1.2.2
T–s-Diagram

For thermodynamic analysis, the T–s-diagramwith temperature Tversus entropy s as
axes and lines of constant pressure, density, and enthalpy has proven very helpful.
Changes of states and heat or work released or absorbed can be illustrated clearly
using the T–s-diagram.

From the definition of entropy

ds ¼ dqrev=T ð1:9Þ
it follows that the reversible heat corresponds to the area below the curve of the
process in the T–s-diagram:
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qrev ¼
ð
Tds ð1:10Þ

With the definition of the reversible heat

dqrev ¼ duþ pdv ¼ dh�vdp ð1:11Þ
it follows that the heat, and thus the area below the curve of the process in the T–s-
diagram corresponds to the change in internal energy u or enthalpy h given an
isochoric or isobaric process. Moreover, the specific heat capacity corresponds to the
subtangent of the curve of the process in the T–s-diagram:

c ¼ dqrev=dT ¼ T ds=dT ð1:12Þ
The T–s-diagram for equality hydrogen for temperatures from 15 to 85K is shown

in Figure 1.2, and for temperatures from 85 to 330K in Figure 1.3.

1.2.2.1 Joule–Thomson Coefficient
The Joule–Thomson coefficient mJT describes the extent and direction of the tem-
perature change for an isenthalpic change of state (constant enthalpy h):

mJT ¼ qT
qp

� �
h

ð1:13Þ

Apositive Joule–Thomson coefficient means that a decrease in temperature takes
place along an isenthalpic pressure decrease. In the T–s-diagram, this is reflected as a
falling isenthalpic line with a pressure decrease (cooling during expansion in a
restriction). This effect is used in the liquefaction of hydrogen when cooling the fluid
using a nozzle.

A negative Joule–Thomson coefficient means that an increase in temperature
takes place along an isenthalpic pressure decrease. In the T–s-diagram, this is
reflected as a rising isenthalpic linewith pressure decrease (heating during relaxation
in a restriction). This effect has to be accounted forwhenfilling a high-pressure vessel
with hydrogen.

The Joule–Thomson effect occurs when a gas or gasmixture experiences a change
in temperature during an isenthalpic pressure change. An ideal gas does not show
any Joule–Thomson effect. With ideal gases, the internal energy u and thus also the
enthalpy h are only a function of temperature T. Thus ideal gases do not experience a
change in temperature while the enthalpy remains constant, for example, in a flow
through a restriction. Thismeans that the Joule–Thomson coefficient is zero. Thus it
can easily be judged from theT–s-diagram that a gas can be regarded as an ideal gas in
an area where the isenthalpic lines are horizontal.

1.2.3
Properties

At normal temperature and pressure, hydrogen is a colorless, odorless gas with no
toxic effects. It is the lowest density element, whilst also having a high diffusion
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coefficient and a high specific heat capacity. After helium, hydrogen has the lowest
melting andboiling points.Hydrogen is highly inflammable (EU ratingFþ andR12)
with broadly spaced ignition limits in air (lower explosion limit 4% by volume, upper
explosion limit 75.6% by volume) and low ignition energy (0.017mJ for a stoichio-
metric air mixture).

As with all fuels, the use of hydrogen requires compliance with safety regulations,
with EU safety sheets specifying:

. S9: keep containers in a well-aired location

. S16: keep away from ignition sources – do not smoke (explosion areas)

. S33: take precautions against electrostatic charge.

Because hydrogen is a very light and diffusive gas, explosive concentrations can
normally be prevented easily through adequate ventilation. In the case of compressed
gas CGH2 storage, compliance with pressure vessel regulations is required. Direct
contact with cryogenic liquids and gases can cause serious frostbite or freeze-burns.
Furthermore, exposure to hydrogen can cause embrittlement and diffusion with a
variety of materials, including most plastics and mild steel, which can in turn lead to
fracture and leakage.

The properties of equilibrium hydrogen are summarized in Table 1.1. More
extensive explanations about hydrogen and its properties can be found in [19, 21,
25, 29].

An important application of hydrogen is its combustion.Hydrogen can be burnt in
internal combustion engines [3] producing low levels of pollutants, and in fuel cells
free of pollutants [15]. Ideal combustion of hydrocarbon fuels takes place according to
Eq. (1.14) [23].

CxHyOz þ xþ y
4
� z
2

� �
O2 ! xCO2 þ y

2
H2O ð1:14Þ

With hydrogen containing no carbon, Eq. (1.14) becomes

H2 þ 1=2O2 !H2O ð1:15Þ
Thus hydrogen can be burnt without releasing CO2, producing water only. A

reaction enthalpyDRH¼�242MJ kmol�1 is released if thewater remains in gaseous
form. Hydrogen has the highest gravimetric calorific value of all fuels withHu¼ 120
MJ kg�1¼ 33.33 kWhkg�1. If the water condenses, the enthalpy of condensation
adds to a total reaction enthalpy ofDRH¼�285MJ kmol�1 giving the gross calorific
value (upper heating value) of hydrogen of Ho¼ 142 MJ kg�1¼ 39.44 kWhkg�1.

1.3
Gaseous Storage

The storage of gases in pressure vessels is a proven and tested technology.Most gases
are available in containers at pressures up to 300 bar (30MPa).
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Table 1.1 Properties of hydrogen [3].

Property Value and Unit

molar mass 2.016 kg kmol�1

particular gas constant 4124 J kg�1 K�1

(gravimetric) calorific
value Hu

120MJ kg�1¼ 33.33 kWhkg�1

at triple point: temperature �259.35 �C (13.80K)
pressure 0.07 bar
density gaseous 0.125 kgm�3

density liquid 77 kgm�3

heat of fusion 58.5 kJ kg�1¼ 16.25 kWhkg�1

at boiling point boiling temperature �252.85 �C (20.30K)
at 1.01325 bar: heat of vaporization 445.4 kJ kg�1¼ 123.7 kWhkg�1

liquid phase: density 70.8 kgm�3

(volumetric) calorific value 8.5MJ dm�3¼ 2.36 kWhkg�1

specific heat capacity cp 9.8 kJ kg�1 K�1

specific heat capacity cv 5.8 kJ kg�1 K�1

thermal conductivity 0.099Wm�1 K�1

dynamic viscosity 11.9� 10�6 N sm�2

speed of sound 1089ms�1

gaseous phase: density 1.34 kgm�3

(volumetric) calorific value 0.16MJ dm�3¼ 0.044 kWhdm�3

specific heat capacity cp 12.2 kJ kg�1 K�1

specific heat capacity cv 6.6 kJ kg�1 K�1

thermal conductivity 0.017Wm�1 K�1

dynamic viscosity 1.11� 10�6 Nsm�2

speed of sound 355ms�1

at critical point: temperature �239.95 �C (33.20K)
pressure 13.1 bar
density 31.4 kgm�3

at standard conditions: density 0.09 kgm�3

(0 �C and 1.01325 bar) (volumetric) calorific value 0.01MJ dm�3¼ 2.8Whdm�3

specific heat capacity cp 14.32 kJ kg�1 K�1

specific heat capacity cv 10.17 kJ kg�1 K�1

thermal conductivity 0.184Wm�1 K�1

coefficient of diffusion 0.61 cm2 s�1

dynamic viscosity 8.91� 10�6 N sm�2

speed of sound 1246ms�1

mixtures with air: lower explosion limit 4Vol% H2 (l¼ 10.1)
lower detonation limit 18Vol% H2 (l¼ 1.9)
stoichiometric mixture 29.6Vol% H2 (l¼ 1)
upper detonation limit 58.9Vol% H2 (l¼ 0.29)
upper explosion limit 75.6Vol% H2 (l¼ 0.13)
ignition temperature 585 �C (858K)
minimal ignition energy 0.017mJ
max. laminar flame speed about 3m s�1

adiabatic combustion
temperature

about 2100 �C
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Of thermodynamic interest are, on the one hand, the compression and the work
necessary for it, and, on the other hand, the expansion during the filling process of a
pressure vessel from a reservoir.

High demands are placed on pressure vessels for hydrogen from the materials
side, from safety and component dimensioning. The infrastructure used includes
pipelines for distribution and dispensers for refueling.

1.3.1
Compression and Expansion

From the first law of thermodynamics, the internal work wi needed for the com-
pression of a gas can be calculated from the enthalpies h1 and h2 before and after the
compression and the cooling energy qK:

wi ¼ h2�h1 þ qK ð1:16Þ
The minimum required ideal compression work is the work for isothermal

compressionwis, where the temperature stays constant during compression through
cooling. The ideal isothermal compression work wis can be found using the T–s-
diagram. In the absence of internal friction, the cooling energy qK equals the
reversible heat and can be visualized in the T–s-diagram as the area below the
change of states, see Figure 1.4a. The value can be calculated from

qK ¼ T �Ds ð1:17Þ

For a compression from 1bar to 900 bar at ambient temperature one finds the
following value for equilibrium hydrogen: wis¼ 4383� 3787 þ 8181¼ 8777 kJ kg�1.
This means that the compression needs an energy input of about 7.5% of the
calorific value of hydrogen. Taking into account the efficiency of compressors at
around 50%, one finds that the energy needed for the compression of hydrogen to
900 bar increases to about 15% of its calorific value. An overview of densities and
energy densities at pressures relevant for containers is given in Tables 1.2 and 1.3, a
comparison of densities and compressor work with liquid storage is given in
Figure 1.22 (see later).

Substituting the definition of the reversible heat

qrev ¼ qA þ qR ¼ dh�v d p ð1:18Þ

in Eq. (1.16), we get, for compression without considering friction

wi ¼
ð2

1

v dp ð1:19Þ

With the simplification of hydrogen as an ideal gas, we can substitute v from the ideal
gas Eq. (1.4) and get:
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wi ¼ RT
ð2

1

dp
p

¼ RT ln
p2
p1

ð1:20Þ

In our case, the calculation gives wi¼ 8220 kJ kg�1. In comparison with the work
calculated above this is 6.2% less, which is because hydrogen deviates from ideal gas
behavior in the pressure range under consideration.

With flowing gases, compression is generally linked with a temperature increase,
while expansion leads to a decrease in temperature. During the filling of a pressure
vessel, gas flows from a reservoir of even higher pressure into the tank. Thermo-
dynamically the process can be approximated by an adiabatic flow through a
restriction where the total enthalpy remains constant. The associated change in
temperature is described by the Joule–Thomson coefficient. In the relevant range of
pressures, hydrogen has a negative Joule–Thomson coefficient, which means the
temperature increases with a pressure decrease. The expansion of hydrogen from
1000 bar to 13 bar produces a rise in temperature of about 50K, see Figure 1.4b.

The compression of the gas in the tank to be filled also causes its temperature to
rise. This effect even outweighs the Joule–Thomson effect. A simulation can be done
based on the first law of thermodynamics. Regarding the reservoir and the tank as a
closed adiabatic system, the internal energies of the two containers before and after
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the filling process are equal. Regarding the tank to be filled alone as an open adiabatic
system, the enthalpy flow into the tank equals its increase in internal energy.

The temperature of the gas in the tank will increase considerably during the filling
process causing the container to warm up. As the filled container cools to ambient
temperature, the pressure of the gas will decrease accordingly, thus leaving
the container at ambient temperature below nominal filling pressure. This loss of
filling mass can be avoided by a so-called cold-fill device, where the hydrogen is
cooled during the filling process in a heat exchanger, for example, with liquid
nitrogen.

1.3.2
Tank Systems

For compressed storage of hydrogen, the gas is usually compressed to pressures
between 200 and 350 bar though, more recently, storage pressures of 700 bar and
even higher have been under trial. Such enormous pressures require consideration
of questions regarding material choice, component dimensioning and safety.

Hydrogen has a tendency to adsorb and dissociate at material surfaces, the atomic
hydrogen then diffuses into the material and causes embrittlement and diffusion.
Materials suitable for hydrogen applications are mainly austenitic stainless steel and
aluminum alloys [12, 29].

Apart from the container itself, valves for reducing the pressure, pipelines, and
sensors to control pressure, temperature and tightness are applied. For certification,
tank systems have to undergo extensive tests, there are a number of regulations for
pressure vessels and tank systems [16]. Electronic safety systems for monitoring
pressure, temperature and tankfilling levelwith leakmonitoring and emergency stop
measures have been developed especially for automotive applications [2].

Commercially available pressure containers are conventionally made of steel.
These so called type I containers offer good properties concerning safety and
strength, but at a high weight. They are available with net volumes from 2.5 to
50 l. Characteristics in Table 1.2 show that the pressures vary from 200 to 300 bar,
the systems are quite heavy, the energy densities reach around 0.4 kWhkg�1.
To reduce the weight, steel containers have been replaced by composite containers.
A thin inner liner of metal (steel or aluminum) ensures the gas tightness. Stability is
given by a mesh partially (type II) or completely (type III) provided by carbon fibers.
With type IV containers, the liners are also made of synthetic material. Composite
containers are lighter but also expensive, especially with a growing demand for
carbon fibers. For automotive applications, a number of type III and type IV
tank systems are available. Their characteristics in Table 1.3 show that energy
densities are considerably higher and reach gravimetrically 0.055 kgH2 kg

�1 or
1.833 kWhkg�1 and volumetrically 0.026 kgH2 dm

�3 or 0.867 kWhdm�3. The costs
of available tank systems vary fromabout 40D per kWhof stored hydrogen energy for
type III tanks for 350 bar up to about 150D per kWh for type IV tanks for 700 bar. An
example of a compressed hydrogen tank for automotive application is shown in
Figure 1.5.
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With adequate material and dimensioning, gaseous hydrogen storage takes place
in a closed system and thus hydrogen can be stored without loss for extended periods
of time.

Apart from storage in vessels, underground storage of large quantities of hydrogen
in natural caverns has also been investigated [16].

1.3.3
High Pressure Infrastructure

The distribution of gaseoushydrogen fromcentralized production facilities is usually
effected by transportation in large pressure containers by road or rail. To supply large
amounts of hydrogen, distribution via pipelines is the most economical way [16].

Table 1.2 Characteristics of commercially obtainable type I pressure containers.

Net volume [dm3] 2.5 10 20 33 40 50

Nominal pressure [bar] 200 300 200 200 200 200/300
Testing pressure [bar] 300 450 300 300 300 300/450
Tank weight [kg] 3.5 21 31.6 41 58.5 58/94
Tank volume [dm3] 3.6 14.3 27 41.8 49.8 60.1/64.7
H2 density [kgm

�3] at 25 �C 14.5 20.6 14.5 14.5 14.5 14.5/20.6
H2 content [Nm

3] 0.4 2.29 3.22 5.32 6.44 8.05/11.43
H2 content [kg] 0.04 0.21 0.29 0.48 0.58 0.72/1.03
Grav. H2 content [kgH2 kg

�1] 0.01 0.009 0.009 0.012 0.011 0.012/0.011
Vol. H2 content [kgH2 dm

�3] 0.009 0.014 0.011 0.011 0.012 0.012/0.016
Grav. energy density [kWhkg�1] 0.333 0.300 0.305 0.400 0.367 0.400/0.367
Vol. energy density [kWhdm�3] 0.300 0.477 0.367 0.367 0.400 0.400/0.533

Table 1.3 Characteristics of commercially obtainable automotive pressure containers.

Net volume [dm3] 34 100 50 100 36 65 30 120

Type III III III III IV IV IV IV
Nominal pressure [bar] 350 350 700 700 350 350 700 700
Test pressure [bar] 525 525 1050 1050 525 525 1050 1050
Tank system weight [kg] 18 48 55 95 18 33 26 84
Tank system volume [dm3] 50 150 80 150 60 100 60 200
H2 density [kgm

�3] at 25 �C 23.3 23.3 39.3 39.3 23.3 23.3 39.3 39.3
H2 content [Nm

3] 8.83 26 21.84 43.69 9.35 16.96 13.5 51.7
H2 content [kg] 0.79 2.33 1.96 3.83 0.84 1.52 1.21 4.65
Grav. H2 content [kgH2 kg

�1] 0.044 0.049 0.036 0.041 0.047 0.047 0.047 0.055
Vol. H2 content [kgH2 dm

�3] 0.016 0.016 0.025 0.026 0.014 0.015 0.021 0.023
Grav. energy density
[kWhkg�1]

1.467 1.633 1.200 1.367 1.567 1.567 1.567 1.833

Vol. energy density
[kWhdm�3]

0.533 0.533 0.833 0.867 0.467 0.500 0.700 0.767
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Hydrogen filling stations for vehicles resemble the filling stations for natural gas.
Regulations and certification are usually derived fromnatural gas applications, whilst
hydrogen-specific regulations are being developed [13]. As the gas is filled by a
pressure gradient, the reservoir pressure has to be considerably higher than the
nominal tank pressure to provide a short filling time.

Compressors for hydrogen have to fulfill high technical demands. High pressures
of up to 900 bar can be achieved by multi-stage piston compressors. To assure the
necessary purity of the compressed hydrogen, the piston rings have to be self-
lubricating. Due to safety considerations, these compressors are often operated
by hydraulic oil. For lower pressures, diaphragm compressors are also used.
In newer concepts and for special applications, mechanical compressors and
metal pistons are replaced by ionic liquids, metal hydrides or electrochemical
compressors [16].

From the high pressure reservoir, hydrogen is filled into the tank system by a
pressure gradient. Overfilling and overheating of the tank systems have to be avoided
by adequate safety measures. The dispensers to refuel automotive tank systems
resemble the usual dispensers for natural gas. Certificated couplings for 350 and
700 bar are available. After connection, a pressure pulse checks for tightness of the
system. If successful, the valves for filling the tank open.

As mentioned before, the temperature of hydrogen increases and causes the tank
to warmup during the filling process. After cooling to ambient temperature, the tank
pressure would be below the nominal pressure, thus causing a loss of contained
mass. This effect has to be accounted for by cooled filling or slow filling with heat
dissipation into the external environment. In the second case, a significant increase
in thefilling timewould have to be accepted, something that otherwise only requires a
few minutes. Therefore, the gas filling infrastructure for high pressure requires a

Figure 1.5 Compressed hydrogen tank for automotive application. Source Dynetek [1].
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cold fill device, where hydrogen is cooled by a heat exchanger with liquid nitrogen. If
the temperature of the tank system thus decreases below ambient temperature, it is
necessary to ensure that, after heating to ambient temperature, the pressure of the
tank system does not exceed the allowed maximum pressure, 25% above nominal.

Another important feature of the infrastructure is the filling time. Refueling of
an automotive hydrogen gas tank takes a few minutes. The resulting effective
energy flow can be estimated as follows: 10 kg of hydrogen contain energy of
1200MJ. If a vessel is filled within 5min or 300 s, the filling process corresponds to
a power of 1200MJ/300 s¼ 4MW. This comes close to the values for refueling of
gasoline or diesel and clearly exceeds the potential of solid storage or battery
recharging.

Being gaseous, hydrogen has a number of features in common with natural gas
and can bemixedwith it in any ratio. The use ofmixtures of hydrogen and natural gas
H2NG offers several advantages in terms of infrastructure, storage, and use, and is
the subject of worldwide research. Synergies in infrastructure and customer accep-
tance can be achieved, for example, by running internal combustion engines on
mixtures of hydrogen and natural gas. Alongside the bridging effect between natural
gas and hydrogen, suchmixing offers advantages in terms of reduced emissions and
improvements to the combustion process. The wide ignition limits and high flame
speed of hydrogen have as positive an impact on the combustion ofH2NGmixture as
does the higher energy density of natural gas on range [2].

1.4
Liquid Storage

The storage of liquefied cryogenic gases is a proven and tested technology. Hydrogen
was first liquefied by J. Dewar in 1898. Compared to compressed gases, the density of
liquefied gases is considerably higher. On the other hand, liquefaction, storage and
handling of the cryogenic boiling liquids require energy input aswell as complex tank
systems and infrastructure.

After an overview of the liquefaction process, a short thermodynamic analysis of a
liquid hydrogen infrastructure with storage tanks and filling processes is presented.
The tank systems are sophisticated containers with vacuum insulation and pressure
regulation.

1.4.1
Liquefaction

Basic thermodynamic principles of the liquefaction of hydrogen are explained using
the T–s-diagram, see Figure 1.6. In the hypothetical case of isobaric cooling at
ambient pressure p0 down to condensation atCPand the boiling pointBP, the cooling
energy would be:

qK ¼ h2�h1 ð1:21Þ
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The cooling load for liquefying hydrogen at ambient pressure would correspond
with the light gray area in Figure 1.6 and amount to

qK ¼ �0:888�3959 ¼ �3960 kJ kg�1

This is about 3.3% of the calorific value of hydrogen. The only possible cooling
medium for this case would be liquid helium, but such a process is technically and
economically not viable. Therefore the liquefaction is treated as an ideal cyclic
process. The minimum inner work for such a process can be calculated from:

amin ¼ qzu�qab ¼ T0Ds�qK ð1:22Þ
The work for this case is depicted in dark gray in Figure 1.6 and will amount to

amin ¼ 16092�3960 ¼ 12132 kJ kg�1

This corresponds to about 10% of the calorific value of hydrogen.
Besides this low pressure process, there is also an alternative of a high pressure

process at ph above the critical pressure, see Figure 1.6. In this case the phase
transition of the condensation can be avoided. This brings advantages in heat
exchanger dimensioning, however, the plant design gets more complex.

Real-world efficiencies for liquefaction lie around 30%, which means, about 20%
to 30%of the energy content of hydrogen is needed for its liquefaction. In the process,
hydrogen is first compressed to about 30 bar. The gas is then cooled with liquid
nitrogen to about 80K. Between 80 and 30K hydrogen is cooled by expansion
turbines, where hydrogen is compressed, cooled and expanded. In this stage also the
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transition fromortho-hydrogen to para-hydrogen is effected, whichmeans additional
energy has to be dissipated. The last part of the cooling process from30 to 20K is done
by Joule–Thomson valves. The positive Joule–Thomson effect is used here to cool
during an expansion. Figure 1.7 with the energy required for the different stages of
the liquefaction shows that the compression and the cooling from 80 to 30K need
most energy [24].

1.4.2
Thermodynamic Analysis

A thermodynamic analysis of a liquid hydrogen infrastructure will be given on the
basis of the equipment at HyCentA Research GmbH in Graz [14]. The main storage
tank, see Figure 1.8a, has a volume of 17 600 l and can store 1000 kg of hydrogen at a
temperature of �253 �C at a pressure between 6 and 9 bar. The conditioning
container, see Figure 1.8b, serves to adjust the pressure of the hydrogen to 2 to
4 bar to be used in the test stands or for filling tank systems.

The main tank is filled with liquid hydrogen from a trailer. Despite the sophis-
ticated heat insulation in any container for cryogenic liquids, the small amount of
remaining heat input will trigger off a warming process in the tank which causes the
liquid in the container to evaporate and the pressure to rise. After a certain pressure
build-up time the maximum operating pressure of the tank is reached. The pressure
relief valve has to be opened. From this point onwards, gasmust be released (boil-off ).
The container now acts as an open system with gas usually being lost to the
environment.

Pressure build-up and boil-off of themain tank will be analyzed on the basis of the
measurement of pressure and filling level over time, see Figure 1.9. From the
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Figure 1.8 (a) Reservoir tank and (b) conditioning container at the HyCentA Graz.
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measurements, heat input can be calculated. Simple thermodynamic models will be
developed to simulate pressure build-up, boil-off and filling processes, including the
cooling down of components.

The following characteristics are of interest:

Filling: Before filling, the pressure in the tank is reduced to enable liquid hydrogen to
flow into the container from the trailer along a pressure gradient. As the blow-off
valve remains open during the process, pressure drops till the end of the filling after
about 50min, see Figure 1.9b.
Pressure build-up: in spite of the insulation, due to the unavoidable heat input,
hydrogen evaporates in the tank. Thus the pressure rises in the vessel. Pressure rise
can be regarded as being linear over time, see Figure 1.9c. Pressure build-up
continues until the maximum pressure ptank in the vessel is reached and a blow-
off valve has to be opened. The pressure build-up time in this case is nearly 30 h.
Boil-off: From reaching maximum system pressure of 6.7 bar in our case, the tank is
an open system and hydrogen is blown out. From then, the pressure remains
constant, the filling level decreases constantly. The vaporization rate and/or the rate
of the effusing hydrogen is about 0.5 kg H2 per hour.

Figure 1.8 (Continued)

1.4 Liquid Storage j19



For a general illustration, we shall look first at a cryo-container with an in-flowing
mass flow rate me and an out-flowing mass flow rate ma as an open system, see
Figure 1.10. It is assumed that this system is in thermodynamic equilibrium, that is,
all state variables are equally distributed within the system. In particular, we find the
same pressure throughout the system and the same temperature of the boiling liquid
hydrogen and the saturated hydrogen vapor. This system can be described by
applying the first law of thermodynamics and the law of conservation of mass.
Despite the simplifying assumptions underlying the model, it can describe the
principles of the relevant processes in the tank system, that is, the pressure build-up
resulting from heat input, the evaporation resulting from heat input (boil-off), the
effusion in order to decrease pressure, and the refueling process, see, for instance, [3,
9, 11, 12, 17, 27].

The first law of thermodynamics for open systems applies: the transport of work
dW, heat dQa and mass dmi with its enthalpy hi and external energy eai (kinetic and
potential energy) across the system boundaries equals the change in internal energy
dU and external energy dEa in the system.
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dW þ dQa þ
X

dmi:ðhi þ eaiÞ ¼ dUþ dEa ð1:23Þ

There is no work transferred. Neglecting kinetic and potential energy yields:

dQa þ
X

dmi � ðhiÞ ¼ dU ð1:24Þ

The conservation of mass states that added mass minus relieved mass equals the
increase in mass of the system:

dme�dma ¼ dm ð1:25Þ

1.4.2.1 Pressure Build-Up
In order to simulate the pressure increase and pressure build-up time in the storage
system, we shall first assume a closed system in thermodynamic equilibrium with a
constant heat input Qa, see Figure 1.11. We assume that the pressure and temper-
ature of the boiling liquid hydrogen and the gaseous saturated hydrogen vapor are the
same throughout the whole system.

Q
a

p, T, m, uW

m
e

m
a

Figure 1.10 System of a cryo-container.

Q
a

p, T, m′′, u′′

p, T, m′, u′

Figure 1.11 Cryo-storage system in a thermodynamic equilibrium system.
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With a given container volume of 17 600 l and a given total hydrogen mass m,
specific volume v (or density r) is determined in the total system. All possible states
move along an isochoric line in the T–s-diagram from starting point 1 to the highest
permissible pressure in point 2, see Figure 1.12. If a pressure between points 1 and 2
is specified, the state of the system is clearly determined.

The constant container volume V consists of the variable shares for the liquid V 0

and gaseous hydrogen volume V00, in which the following applies:

V ¼ m
r
¼ mv ¼ V 0 þV 00 ¼ m0v 0 þm00v00 ð1:26Þ

The distribution of the mass in the boiling liquid m0 and saturated vapor m00 is
described by the vapor fraction x:

x ¼ m00

m
¼ m00

m0 þm00 m00 ¼ x �m m 0 ¼ ð1�xÞ �m ð1:27Þ

Thermophysical property tables give the specific volumes for liquid v0 and
saturated vapor v00 for each pressure so that the vapor fraction and the mass
distribution can be determined:

x ¼ v�v 0

v00�v 0
ð1:28Þ

With the vapor fractions of two states defined by a pressure increase Dp, the
evaporated hydrogen mass Dm00 is also determined.

Dm00 ¼ Dx �m ð1:29Þ
The reason for the pressure build-up is the heat input. The specific heat quantity

can be read from the T–s-diagram as the area below the constant-volume change in

Figure 1.12 T–s-diagram for pressure build-up and boil-off due to heat input.

22j 1 Storage of Hydrogen in the Pure Form



state, see Figure 1.12. During the pressure build-up, the system can be described by
means of the first law of thermodynamics for closed systems:

dQ a ¼ dU ¼ dðmuÞ ¼ mdu ð1:30Þ
The internal energy u of the system consists of the internal energy of the liquid u0

and of the vapor u00 and is determined at two points 1 and 2 with the help of the vapor
fractions as

u1 ¼ u01 þ x1 � ðu001�u01Þ
u2 ¼ u02 þ x2 � ðu002�u02Þ

ð1:31Þ

With the filling level FL given through the measurement of the liquid hydrogen
mass in the tank, the hydrogen mass is fixed. From the volume of the container, the
constant specific volume is given. With this variable and a second property like
pressure, all state variables of the hydrogen are given and can be read from the T–s-
diagram or a property data base [21]. From two pressure measurements at two times,
the vapor fractions and thus the internal energies of the hydrogen can be found, thus
giving the heat input Qa. For our example of the main tank, pressure rise and heat
input for a number of cases are shown in Table 1.4.

1.4.2.2 Boil-Off
When themaximum operating pressure has been reached after pressure build-up to
point 2, hydrogen is released by a valve in order to keep the pressure constant. From
nowon, saturated hydrogen vapor is released. The thermodynamic state in the tank is
determinedby the pressure and the vapor fraction x andmoves frompoint 2 to point 3
in the T–s-diagram Figure 1.13 shows the relevant details from themeasurements in
Figure 1.9, the constant pressure in the tank and the liquid hydrogen mass in the
tank, which decreases due to the boil-off without hydrogen being taken from the tank
deliberately.

The first law of thermodynamics (1.24) for the now open system becomes:

dQ a ¼ dUþ h00dm ð1:32Þ
Integration between the two states 2 and 3 gives:

Q a ¼
ð3

2

dUþ
ð3

2

h00dm ¼ u3m3�u2m2 þ h00ðm2�m3Þ ð1:33Þ

Table 1.4 Pressure rise Dp/Dt and resulting heat input Qa.

FL [%] p1 [bar] p2 [bar] Dp [bar] Dt [h] Dp/Dt
[mbar h�1]

Qa [kJ] _Qa [W]

15.5 8.83 9.69 0.85 23.51 36.4 3271.89 38.65
38.0 9.10 9.72 0.62 16.14 38.5 5206.66 89.62
78.0 5.45 6.58 1.14 17.63 64.4 16146.41 254.42
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The evaporated mass is the difference between the masses at two times:

Dm ¼ m3�m2 ð1:34Þ
With the fixed boil-off pressure and the measurement of the filling level, that is, of

the hydrogenmass, all state variables of the hydrogen (u2, u3, h00) are known from the
T–s-diagram or a data base. From two measurements of the filling level at two times,
the evaporatingmass can be calculated and thence the heat inputQa. For our example
of the main tank, evaporating mass and heat input for two cases are shown in
Table 1.5. Evaporation losses of the tank here are between 1 and 1.2% per day.

1.4.2.3 Cooling and Filling
After the pressure build-up and boil-off behavior of a hydrogen container, the cooling
and filling of a container will be analyzed. Generally, containers are filled using a
pressure gradient. First, liquid hydrogen from the main container is filled into the
conditioning vessel by a pressure gradient to adjust the hydrogen pressure there. All
connecting pipes, valves and fittings have to be vacuum insulated. For each filling
process, all pipelines, valves and fitting also have to be cooled to �253 �C.
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Table 1.5 Evaporating mass Dm/Dt and resulting heat input Qa.

Pressure [bar] m1 [kg] m2 [kg] Dm [kg] Dt [h] Dm/Dt [kg h�1] Qa [kJ] _Qa [W]

6.67 689.02 603.05 85.97 169.8 0.51 43809.53 71.67
6.67 831.92. 523.15 308.77 709.16 0.44 38253.62 67.42
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Figure 1.14 shows the complete system, which is divided into three subsystems.
For themain tank and the conditioning container subsystems 1 and 3, the relations

of the general homogeneous model described above apply. It is assumed that both
containers contain liquid hydrogen, that is, they are at low temperature. As the heat
input into the reservoir tank can be neglected for the time the filling takes, the change
in the internal energy dU1 depends only on the effusing mass dm and its specific
enthalpy h1. The mass flow _m coming from the reservoir tank eventually flows
through system2. If the temperature of system2 (pipelines) is higher than the boiling
temperature according to pressure – which is usually the case – the pipeline system
must first be cooled before liquid hydrogen can be transported. The liquid hydrogen
coming from the reservoir tank evaporates in the pipelines and chills them through
enthalpy of evaporation.

The liquid mass inflow _m leaves the system at the beginning of the filling process
as gaseous mass flow _mg. If the thermal mass of the pipelines reaches a temperature
below the respective boiling temperature according to pressure, a liquidmassflow _ml

manifests itself. A segment of the pipeline shows the chilling process in greater
detail, see Figure 1.15 [4].

System 1:
Reservoir tank System 3:

conditioning container

System 2: pipework

Figure 1.14 Filling system.

Figure 1.15 Chilling of the pipeline.
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Energy balance of the chilling process:

ms � cs � dTdt ¼ � _mLH2 � rH2 þa �A � ðT0�TÞ ð1:35Þ

The term a �A � ðT0�TÞ corresponds with the transferred heat flow from radiation
and convection and is much smaller than the term of the evaporation enthalpy
_mLH2 � rH2 and can thus be disregarded. The following differential equation results:

TðtÞ ¼ � _mLH2 � rH2

ms � cs � tþC ð1:36Þ

Boundary condition: t¼ 0, T¼ T0
This results in the following temperature progression:

TðtÞ ¼ TU� _mLH2 � rH2

ms � cs � t ð1:37Þ

Energy balance for the pipelines:

dm12 � h1�dm23 � h2 ¼ dU2 ð1:38Þ
The system of the conditioning container is represented in Figure 1.16. The

inflowing mass consists either of gaseous or liquid hydrogen, depending on the
temperature of the pipes.

Energy balance for the conditioning container:

dm23 � h2 ¼ dU3 ð1:39Þ
The chilling process usually requires several minutes and the evaporating hydro-

genmust generally be considered as a loss. It is disposed of into the environment via a

m• f, m• g,

Figure 1.16 System 3: conditioning container.
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flue at the HyCentA. There are further losses during the filling process that will be
dealt with now.

1.4.2.4 Back-Gas
To fill a tank system in the test stand or in a car, liquid hydrogen is first transferred
from themain tank to the conditioning container. There the pressure can be adjusted.
From the conditioning container, the test tank is filled again by a pressure gradient.
The whole system is shown in Figure 1.17.

Before liquid hydrogen can be transported and filled, all parts have to be cooled to
�253 �C. During the filling process, a certain amount of gaseous hydrogen has to be
transferred back from the test tank system, the so called back-gas mbg. This will be
analyzed in more detail, compare [5].

The back-gas is determined indirectly as the difference between the mass taken
from the conditionerDmcondi and themassfilled into the test tankDmtank. The relative
amount of back-gas is defined as the rate of back-gas b :¼ mbg

Dmtank
¼ Dmcondi�Dmtank

Dmtank
.

The back-gas consists of three kinds of losses:

1) Loss of heat input: The largest share of hydrogen is lost by evaporation to cool
down the pipelines as described above. In spite of the vacuum insulation heat
input cannot be avoided completely and causes hydrogen to evaporate also after
the system has been cooled down.

2) Loss of filling volume: in order to fill a liquid hydrogen mass m0 into the tank, a
volume V of hydrogen gas is replaced by liquid hydrogen V¼ v00 m00¼ v0 m0. The
gaseous mass m00 has to be removed from the tank, the increase of mass in the
test tank is m0 �m00. The rate of back-gas thus becomes

bv ¼
m00

m0�m00 ¼
v 0

v00�v 0
ð1:40Þ

Even though the ratio of the densities between the gaseous and liquid phase is
much smaller with hydrogen than with other gases, this loss is relatively small.

LH2

GH2

main tank test tank

conditioning container

pcondi

mcondi

ptank

mtank

V1

V2 V3

V4

V5

preservoir

mreservoir

heat exchanger

Figure 1.17 Experimental set-up at HyCentA.
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3) Loss of pressure drop: due to restrictions and friction, the pressure drops in the
pipelines. This causes the boiling temperature to decrease and thus a fraction of
hydrogen to evaporate. This part can be calculated in dependency of the vapor
fraction x:

bp ¼
1

1�x
ð1:41Þ

With a sophisticated experimental set-up, the back-gas was analyzed at HyCentA for
different conditions. The results are shown in Table 1.6.

Total losses vary from 20% to 100%. Losses of filling volume and losses of pressure
drop are relatively small, the largest contribution is the loss through heat input. This
part decreases with repeated filling processes. Tominimize losses, the filling process
should meet the following requirements:

. Pipelines and system should be short and well isolated

. Pressure in the conditioner should be as high as possible, which shortens the
filling time

. The higher the filling amount, the smaller the (relative) losses

. Undercooling the liquid in the conditioner will reduce losses.

The pressure in the conditioner can be regulated by valves V2 and V3, see
Figure 1.17. After some time, thermodynamic equilibrium can be assumed in the
container, so that the boiling temperature corresponds to the pressure according to
the saturated lines in the T–s-diagram. If the pressure is varied quickly in the
conditioner andnot enough time is allowed for the temperature to reach equilibrium,
the fluid will be in thermodynamic non-equilibrium in an undercooled or overheated
state. If pressure is decreased and liquid hydrogen is undercooled, it will consume
some additional heat to reach thermodynamic equilibrium without evaporating and
in that way losses are minimized.

1.4.3
Tank Systems

Liquid storage requires highly sophisticated tank systems.Heat transfer into the tank
through conduction, convection and radiation has to be minimized. Therefore, the
specially insulated vessels consist of an inner tank and an outer container with an

Table 1.6 Back-gas losses for different filling processes [5].

Test A B C D E

btot 0.63 0.46 0.25 1.00 0.20
bheat1 0.40 0.17 0.10 0.80 0.08
bheat2 0.04 0.13 0.04 0.11 0.05
bv 0.05 0.06 0.06 0.04 0.04
bp 0.14 0.10 0.05 0.05 0.03
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insulating vacuum layer between them, see Figure 1.18. The vacuum layer should
inhibit heat conduction andheat convection. The evacuated space between the nested
containers is filled with multilayer insulation (MLI) having several layers of alumi-
num foil alternating with glass fiber matting to avoid heat radiation.

Nevertheless, due to the inevitable inward heat leakage, hydrogen evaporates in the
container leading to an increase in pressure. Liquid hydrogen containers must
therefore always be equipped with a suitable pressure relief system and safety valve.
Liquid storage thus takes place in an open system in which released hydrogen has to
be dealt with by means of catalytic combustion, dilution or alternative consumption.
Evaporation losses on today�s tank installations are somewhere between 0.3%and 3%
per day, though larger tank installations have an advantage as a result of their lower
surface area to volume ratio [16].

Active cooling with liquid nitrogen is used for large vessels for transportation. To
avoid embrittlement and diffusion, appropriate materials like stainless steel and
aluminum alloys have to be chosen. The austenitic stainless steel most commonly
used for such tanks retains its excellent plasticity even at very low temperature and
does not embrittle. Apart from cylindrical tank systems, flat shapes help to save
volume in automotive applications. To release the appropriate amounts of hydrogen
for acceleration, a hydrogenheater has to be installed.With this adjustable heat input,
the hydrogen is evaporated and brought to the energy converter.

Liquid hydrogen tank systems reach today�s highest energy densities with 0.06 kg
H2 kg

�1 or 2 kWhkg�1 and 0.04 kgH2 dm
�3 or 1.2 kWhdm�3. The liquid storage

system for the first small series hydrogen vehicle with internal combustion engine,
BMW Hydrogen 7, was built by MAGNA STEYR in Graz [20]. Each system was
tested for functionality, insulation, pressure build-up and so on, at HyCentA, see
Figure 1.19. The tank system for about 9 kg of hydrogen has a volume of about
170 dm3 and a weight of about 150 kg, which allows a maximum driving range of
about 250 km. Costs for the system are not published [6].

Figure 1.18 Liquid hydrogen tank [18].
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1.4.4
Distribution Facilities

As was explained in the thermodynamic analysis, the infrastructure for liquid
hydrogen is sophisticated. It has to meet high safety requirements. All valves,
pipelines, fittings and couplings have to be vacuum isolated and are made of
appropriate materials. Backgas from cooling and filling causes loss of hydrogen to
the environment. Filling of tank systems is usually effected by a pressure gradient,
whilst cryo-pumps for liquid hydrogen are under investigation [16].

1.5
Hybrid Storage

By applying the term hybrid for a system combining two technologies, a number of
hybrid storage systems for hydrogen are currently discussed. By cooling pure
hydrogenbelow the freezing point at�259 �C, amixture of solid and liquid hydrogen,
called slush, can be produced. This promises higher energy densities, but needs
more effort for production. Also cryo-compressed storage of hydrogen as a super-
critical fluid in cryogenic tank systems for high pressures is under consideration.
Combinations of liquid or compressed storage with solid storage technologies are

Figure 1.19 Testing of a LH2-tank system at HyCentA.
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also being investigated, for example, to store the boil-off of a liquid tank system in
solid state absorbers.

The density of any substance depends on pressure and temperature. For gases at
ambient conditions the influence of the pressure prevails, but with temperatures
approaching the critical value, the influence of temperature increases. The potential
and limits in terms of density can be judged from the state diagrams for hydrogen.
Figure 1.20 shows density versus pressure with lines of constant temperature,
Figure 1.21 density versus temperature with lines of constant pressure, both
especially for low temperatures. The diagrams with critical point CP, triple point
for solid TPS, liquid TPL and vapor TPV, and lines of phase transition show the
potential for high hydrogen densities at low temperatures and high pressures.

1.5.1
Supercritical Storage

The state of a substance at temperatures and pressures above the critical values is
called supercriticalfluid. Theproperties are in between those of the liquid andgaseous
state. Hydrogen is a supercritical fluid at temperatures above 33.2K and pressures
above 31.1 bar. As can be seen in Figure 1.21, the density at 350 bar and 35K lies
around 80 kgm�3 and thus above the density for the saturated liquid. The hybrid
storage technology combining elements of cryogenic liquid and compressed storage is
called cryo-compressed storage. It promises high energy densities. As there is no
change of phase, evaporation can be avoided, pressure build-up time is assumed to
increase, boil-off losses to diminish [7]. Due to heat input andwarming, pressure will,
nevertheless, rise in the tank and eventually reach a limit, where a boil-off valve has to
open. Challenges for tank system design and refueling infrastructure are high.
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Figure 1.20 Density of hydrogen as a function of pressure and temperature.
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1.5.2
Hydrogen Slush

Slush hydrogen is a two-phase solid–liquid cryogenic fluid consisting of solid
hydrogen particles in liquid hydrogen at the triple point (0.07 bar, 13.8 K). The
density of hydrogen slush at a solid mass fraction of 50% is halfway between the
density of the liquid at the triple point and that of solid hydrogen, and thus about 16%
higher than the density of the liquid [22]. As the energy for sublimation exceeds the
energy for vaporization, a container of hydrogen slush has a much longer pressure
build-up time compared with a container of liquid hydrogen. Due to its higher
density, slush has been investigated as a rocket fuel, other applications are under
consideration. Production of hydrogen slush is complicated, a number of production
technologies based on liquid helium and cooling by expansion are known [10], all
being on a laboratory scale.

1.6
Comparison of Energy Densities

Figure 1.22 shows the dependence of density and of volumetric energy density on
pressure for cryogenic liquid and gaseous compressed hydrogen. It is obvious that
the density of liquid hydrogen stored at pressures between 2 and 4 bar is at least 50%
higher than the density of gaseous hydrogen stored at 700 bar. At the same time this
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denotes the physical limits of the storage densities of pure hydrogen. Without
counting the volume of the storage system, themaximum volumetric energy density
of liquid hydrogen at 2 bar is 2.3 kWhdm�3, of gaseous hydrogen at ambient
temperature and 700 bar 1.3 kWhdm�3. The graph also shows the minimum work
required for the liquefaction and isothermal compression of hydrogen in percentages
of the calorific value Hu of 120MJ kg�1. The liquefaction and compression work
represented here does not take into account the process efficiencies that lie around
50% for compressors and around 30% for liquefaction.

A comparison between the volumetric and gravimetric energy densities of state-of-
the-art available energy storage systems is given in Figure 1.23 and Figure 1.24 [7].

Figure 1.23 shows the volumetric energy densities for compressed hydrogen at
350 and 700 bar, for liquid hydrogen, for solid hydrogen storage in metal hydrides,
for Li ion batteries, for compressed and liquefied natural gas, and for gasoline.
Where available, values are given for the pure substance and for the whole storage
system. Liquid hydrocarbons like diesel and gasoline with their light and cheap
tank systems allow by far the highest energy densities and thus longest driving
ranges in a vehicle.

The corresponding comparison of gravimetric energy densities is given in
Figure 1.24. Even though hydrogen has the highest gravimetric energy density of
all pure fuels at 33.3 kWh kg�1, because of the heavy tank systems it is still far from
reaching the high gravimetric energy density of gasoline storage. Energy densities of
available solid hydrogen storage systems or batteries are smaller by an order of
magnitude.

Figure 1.22 Density of LH2 and GH2 dependent on pressure.
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If a CO2-free energy conversion is required, only hydrogen and electrical energy
can fulfill this demand. In spite of progress in battery technology, at present electrical
energy densities are still quite low. Of course, both hydrogen and electricity would
have to be produced in a CO2-free way.

Another comparison of volumetric versus gravimetric storage density including
solid storage systems is given in Figure 1.25 [26]. It is obvious that, with regard to
volumetric storage density, storage of hydrogen in compounds has the greater
potential. More hydrogen per unit can be stored in compounds than in the pure
form. Gasoline and diesel actually are chemical hydrogen compounds with high
volumetric and gravimetric energy densities, but hydrogen cannot easily be separated
from the carbon.
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Until now most solid storage systems have been on a laboratory scale only. Apart
from the weight and volume of the storage systems, topics of research are the
conditions of charging and discharging the system (pressure, temperature, heat
transfer, time), the potential number of charging cycles (lifetime) and of course costs.

1.7
Conclusion

Hydrogen in a pure form can be stored as a highly compressed gas at up to 700 bar,
cryogenically liquefied at �253 �C or in hybrid form.

Gaseous hydrogen storage takes place in a closed system without losses for
extended periods. Tank vessels and infrastructure require consideration of questions
regarding material choice, component dimensioning and safety, but resemble
established technologies applied to compressed natural gas. Type IV containers of
composite materials are commercially available for 350 and 700 bar. The hydrogen
density is 23.3 kgm�3 at 350 bar and 39.3 kgm�3 at 700 bar and 25 �C. System energy
densities of 1.8 kWh kg�1 and 0.9 kWhdm�3 at 700 bar can be achieved. The
physical limit of the volumetric energy density at 700 bar is 1.3 kWhdm�3 for pure
hydrogen. The energy required for compression is up to 15% of the fuel energy
content.

Higher storage densities are possible with liquid hydrogen: the density at 2 bar is
67.67 kgm�3. The physical limit of the volumetric energy density at 2 bar is thus
2.3 kWhdm�3 for pure hydrogen. However its very low boiling point at �253 �C
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means that the generation of liquid hydrogen is complex and requires 20 to 30%of its
energy content. The storage of liquid hydrogen is technically challenging. Containers
with high levels of insulation are used, consisting of an inner tank and an outer
container with an insulating vacuum between them. Nevertheless, heat transfer
cannot be ruled out completely. As a result of inevitable inward heat leakage,
hydrogen evaporates in the container leading to increases in pressure and temper-
ature. Liquid hydrogen containers must therefore always be equipped with a suitable
pressure relief system and safety valves. Liquid storage takes place in an open system
in which released hydrogen has to be dealt with by means of catalytic combustion,
dilution or alternative consumption. Evaporation losses on today�s tank installations
are between 0.3 and 3%per day. A highly sophisticated and expensive production and
processing system is necessary in order to minimize losses caused by diffusion,
evaporation and impurity. With today�s available liquid hydrogen storage systems
energy densities of 2 kWhkg�1 and 1.2 kWhdm�3 can be achieved.

From the application point of view storage of compressed hydrogen at 700 bar offers
an acceptable energy density at affordable costs. Type IV tank systems are quitemature
but also do not offer much potential for further improvement. With a higher effort in
production and storage, higher energy densities can be achieved with liquid hydrogen
storage. This is applied if driving range is decisive or if large quantities are used, as in
centralized production and distribution or in space applications as rocket fuel.
Hydrogen slush and cryo-compressed storage are issues of research.

In order to proceed with the application of CO2-free energy carriers in vehicles,
both compressed and liquid hydrogen applications are ready for themarket from the
technical point of view. They can complement electric drive trains that may be
convenient for short ranges. Both electricity and hydrogen have to be produced, a
forceful expansion of regenerative energy production is mandatory. Due to higher
costs compared with fossil fuels, the widespread use of hydrogen requires political
support, for example, through CO2 taxation.
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2
Physisorption in Porous Materials
Barbara Panella and Michael Hirscher

2.1
Introduction

Physisorption or physical adsorption is the mechanism by which hydrogen is stored
in themolecular form, that is, without dissociating, on the surface of a solidmaterial.
Responsible for themolecular adsorption ofH2 are weak dispersive forces, called van
derWaals forces, between the gasmolecules and the atoms on the surface of the solid.
These intermolecular forces derive from the interaction between temporary dipoles
which are formed due to the fluctuations in the charge distribution inmolecules and
atoms. The combination of attractive van der Waals forces and short range repulsive
interactions between a gas molecule and an atom on the surface of the adsorbent
results in a potential energy curve which can be well described by the Lennard-Jones
Eq. (2.1).

VðriÞ ¼ 4e
s

ri

� �12

� s

ri

� �6
" #

ð2:1Þ

where e is the depth of the energy well, ri the distance between anH2molecule and a
generic atom i on the surface and s the value of ri for which the potential is zero [1].
The minimum of the potential curve occurs at a distance from the surface which is
approximately the sum of the van der Waals radii of the adsorbent atom and the
adsorbate molecule. For microporous materials (rpore< 1 nm) [2] where the pore
dimensions are comparable to the diameter of the adsorbate molecules this inter-
action potential is also influenced by the pore shape and the pore dimensions.

Adsorption is an exothermic process, that is, heat is released during the adsorption
of gasmolecules on a surface. Owing to the low polarizability of theH2molecule this
type of interaction is very weak and leads to low values of the heat of adsorption,
typically in the range of 1–10 kJmol�1 [3]. Compared to chemisorption which
involves a change in the chemical nature of the H2 molecule by, for example,
dissociation, physisorption has approximately a ten times smaller heat of adsorption.
Chemical hydrides and complex hydrides, which store hydrogen chemically, both
have the disadvantage of producing an excessive amount of heat during fast
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refueling, leading to very high temperatures in the tank. This makes on-board
hydrogen refillingwith these systems a presently unresolved problem. Therefore, the
low heat of adsorption released during physisorption is an advantage for mobile
storage technologies which require on-board refueling. However, due to the weak
interaction between molecular hydrogen and solids, the amount of hydrogen stored
at room temperature is very low, while it can consistently increase at low tempera-
tures, typically 77K, that is, the temperature of liquid nitrogen. Bhatia and Myers [4]
recently analyzed the thermodynamic requirement for an adsorbent to store mo-
lecular hydrogen at room temperature at a reasonable charging pressure of 30 bar and
to release it reversibly at 1.5 bar. The resulting optimum average enthalpy of
adsorption isDH0

opt ¼ �15 kJ mol�1 which is obtained assuming a Langmuirmodel
for the adsorption enthalpy and an average entropy change of DS0¼�66.5 Jmol�1

K�1. Less negative enthalpies thanDH0
opt would lead to a lower optimumtemperature

of adsorption than room temperature, while more negative values would lead to
stronger adsorption at the discharge pressure and the gas release would therefore
decrease at 1.5 bar. However, it should be considered that this optimum value is very
sensitive to the estimate of the entropy change and that lowerDS0 were also obtained
leading to more negativeDH0

opt [5, 6]. Enthalpy values (DH) for hydrogen adsorption
in porous materials are typically lower than 15 kJmol�1, as shown in Table 2.1.

Physisorption is a completely reversible process, which means that the hydrogen
can be easily adsorbed and released during several cycles without any losses.
Furthermore, in general, no activation energy is involved in themolecular adsorption
of hydrogen, which leads to very fast kinetics of the adsorption and desorption
process. Fast kinetics and reversibility are important requisites for amobile hydrogen
storage system hence physisorption may, from this point of view, be an optimal
mechanism for storing H2.

Table 2.1 Heat of adsorption of hydrogen on different classes of porous materials.

Materials |DH (kJmol�1) References

Carbon materials and organic polymers
Activated carbon 5–5.8 [4, 7]
Single walled carbon nanotubes 3.6–9 [8, 9]
Hypercrosslinked Polymers 5–7.5 [10, 11]

Coordinatiopn polymers/MOFs
Metal-organic frameworks MOF-5 3.8–5.2 [12–14]
Metal-organic frameworks IRMOF-8 6.1 [12]
Metal-organic framework MIL-101 9.3–10 [15]
Prussian blue analogues M3[(Co(CN)6]2 4.7–9.0 [14, 16]

Zeolites
HY 5.7–6.1 [17]
NaY 5.9–6.3 [17]
Na-ZSM-5 11 [18]
Li-ZSM-5 6.5 [5]
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Since in physisorption the H2 is adsorbed only on the surface of a solid, not in the
bulk, only porous materials with a high specific surface area (SSA) are suitable
materials for molecular hydrogen storage. Compared tometal hydrides and complex
hydrides, hydrogen bulk diffusion and restructuring of the solid, as well as the
formation of chemical bonds do not take place during this storage mechanism.
Therefore, porous materials used for physisorption have typically a long lifetime
during cycling.

The adsorption capacity of a porous material is best described through its
adsorption isotherm. In contrast to metal hydrides and complex hydrides, where
pressure–composition isotherms are generally considered, for porous materials the
isotherm reports the hydrogen uptake versus the hydrogen pressure. The hydrogen
uptake is typically expressed as gravimetric storage capacity, wt%, referred to the
mass of the adsorbent (ms) and of the adsorbed hydrogen, mH2, (2.2).

wt% ¼ mH2

ðmH2 þmsÞ% ð2:2Þ

or as volumetric storage capacity (vol%), related to the volume occupied by the solid
(Vs) (2.3).

vol% ¼ mH2

Vs
% ð2:3Þ

These are storage capacities referred to the material and not to the total storage
system, which would include the tank and all mechanical parts which are necessary
for a storage device.

Apart from considering the gravimetric or the volumetric uptake, two ways to
express the amount of hydrogen stored in porousmaterials exist: the absolute storage
capacity and the excess storage capacity. Experiments measure the excess storage
capacity which is defined as the difference between the quantity of gaswhich is stored
at a temperature, T, and a pressure, P, in a volume containing the adsorbent and the
quantity which would be stored under the same conditions in the absence of
gas–solid interactions [19]. In order to mimic the absence of gas–solid interactions
and measure the excess hydrogen adsorption experimentally, the volume of non-
adsorbed gas in the system is typicallymeasuredwithheliumgaswhich is assumed to
be a non-adsorbing gas [20] (Figure 2.1).

The absolute adsorption is predicted from theoretical calculations and is the
amount of hydrogen which is adsorbed in the porous material, not considering the
gas phase. The relation between the excess adsorption (Nex) and the absolute
adsorption (Nads) can be esily derived considering a typical adsorption experi-
ment [21]: The amount of gas adsorbed on a sample (Nads) is expressed as the total
amount of gas introduced in the sample cell (Ni) minus the free molecules in the gas
phase. (2.4):

Nads ¼ Ni�Vgrg ð2:4Þ

where Vg is the free volume occupied by the gas including the pore volume of the
sample andrg is the gas density. Since the real free volume is not known, experiments
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report the excess adsorption, where the free volume ismeasured byHe gas expansion
(V0) (2.5):

Nex ¼ Ni�V0rg ð2:5Þ

Therefore the relation between experimentally measured excess adsorption and
the absolute adsorption can be expressed as in (2.6):

Nex ¼ Nads�rgðV0�VgÞ ¼ Nads�rgðVaÞ ð2:6Þ

where (V0�Vg), is the difference between the real free volume and the free volume
measured with He gas in the absence of an adsorbed phase. This difference
corresponds to the volume occupied by the adsorbed phase (Va). Therefore the
absolute amount could, in principle, be determined from experimental excess
adsorption values if the volume of the adsorbed phase was known. Sometimes for
microporous materials Va is defined as the pore volume of the solid, since for very
narrow pores the density distribution of H2 everywhere is greater than the gas
density [22]. In reality, formost porousmaterials which possess a distribution of pore
sizes the determination of Va is less simple. Equation (2.6) can be reformulated
considering the density of the adsorbed phase, ra, (2.7) [21, 23]:

Nex ¼ Na 1�rg

ra

� �
ð2:7Þ

Especially under conditions for which the density of the gas phase is comparable to
or higher than the density of the adsorbed phase (rg/ra� 1), that is, low temperatures
and high pressures, the excess adsorption differs from the absolute adsorption.

The typical absolute hydrogen adsorption isotherm for porousmaterials at 77 K is a
Langmuir or type I isotherm according to the IUPAC classification [2]. This isotherm
is characterized by a steep increase in the H2 uptake at low pressure, while at higher
pressures the storage capacity reaches a plateau and a further increase in the
hydrogen pressure does not lead to an increase in the storage capacity (Figure 2.2).

Figure 2.1 Schematic diagram showing the He volume, V0, of a porous material in the absence of
the gas-solid interaction (a), and the gas-volume,Vg, in the presence of the gas–solid interaction (b).
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At the plateau the maximum uptake value of the adsorbent is therefore reached. The
type I or Langmuir isotherm describes the formation of a single monolayer on the
surface of the porous material. No multilayers of hydrogen are formed at 77K,
because the interaction strength between single layers is too weak at temperatures
higher than the critical temperature of H2. Therefore a type I isotherm is typically
obtained for porous materials at adsorption temperatures higher than the critical
temperature of the gas.

In contrast to the absolute adsorption, the excess adsorption isotherm, measured
experimentally, does not show a plateau at high pressures, but a maximum (2.7)
(Figure 2.2). A further increase in the pressure results in a decrease in the excess
adsorption, that is, when the gas adsorbed in the pores saturates while the gas density
keeps increasing [19]. Therefore the excess adsorption can be zero or even negative at
very high pressures and low temperatures. This does not correspond to a real physical
decrease in the hydrogen uptake of the material which instead reaches a constant
value at high pressure. This is simply an effect of measuring the void volume of the
sample using heliumgas in the absence of an adsorbed phase. Atmoderate pressures
the absolute and the excess adsorption do not differ greatly and both can be described
by a type I isotherm. In thenext sections theuptake values determined experimentally
are always excess storage capacities, even if omitted.

At room temperature only a small amount of hydrogen is stored in porous
materials and the adsorption isotherm typically does not show any saturation
described by a plateau. Instead a linear increase in the hydrogen uptake is observed
up to relatively high pressure. Therefore, at room temperature the adsorption is
better described by a linear Henry type isotherm [1].

Figure 2.2 Typical shapes of the absolute adsorption isotherm and excess absorption isotherm.
The inflection of the excess adsorption isotherm can occur at high pressures.
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2.2
Carbon Materials

Carbon exists in different allotropic modifications, that is, in forms with different
chemical structures. The best known are diamond and graphite, both of which are
non-porous.

However, a great variety of porous carbon nanostructures exist which mainly
consist of benzene-like carbon hexagons with sp2-hybridized carbon atoms. These
structures differ from each other in the way these hexagons are arranged in the
material. In principle, these materials can be divided into two main classes: those
which possess a long-range order of the carbon hexagons, like carbon nanotubes or
nanofibers, and thosewhichhave irregular structures, like activated carbon [24].Most
of the carbon nanostructures possess an ordered array, typically of short range,
surrounded by disordered parts [25].

Activatedcarbonsare amorphouscarbonaceousmaterials possessingahighdegree
of porosity and a high specific surface area. They are mainly prepared by a two-step
pyrolysis of carbonaceous raw materials with the carbonization process followed by
activation at higher temperatures, either by reaction with an oxidizing gas or with
inorganic chemicals. The result of this preparation is a material with irregularly
arranged aromatic carbon sheets which are cross-linked in a random manner by a
network of aliphatic carbon. This gives a continuumof interlayer spaces ranging from
distances similar to the spacing ingraphiteup to sizeswhich can formmicropores [24,
26]. Regular grade activated carbons have specific surface areas of 700–1800m2 g�1

but high porosity activated carbons like AX-21 can have SSA up to 3000m2 g�1 [27].
Away to produceporous carbonswith controlled pore size distribution involves the

use of an ordered inorganic porous template (e.g., mesoporous silica or zeolites)
where the carbon precursor is deposited and carbonized. After removal of the
inorganic template the carbon sample possesses a regular pore structure which is
the replica of the inorganic template [28–31]. Depending on the synthesis procedure
and on the carbon precursor, some of these porous carbons can possess highly
graphitic pore walls [30]. Another class of carbonmaterials with controlled pore size,
so-called carbide-derived carbons, can be produced by high temperature chlorination
of metallic carbides [32, 33]. During chlorination the metals are removed as volatile
chlorides leaving a highly porous amorphous carbon material.

Carbon nanotubes, which were discovered in 1991 by Iijima [34], are the best
example of carbon nanostructures possessing a long-range order in the carbon atom
positions. They canbe considered as rolled graphene sheetswith an inner diameter of
around 1 nm and a length of 10–100 mm. Single-walled carbon nanotubes (SWCNTs)
consist of one single graphene layer which can be closed at the ends by two fullerene-
like hemispheres. Since a graphene sheet can be rolled in different ways, three
different types of SWCNTs exist: armchair, zigzag and chiral [35]. The rolling
direction of the graphene layer also determines whether single-walled carbon
nanotubes aremetallic or semiconducting. Because of the van derWalls interactions
between single tubular nanostructures SWCNTs typically exist in a bundle of several
tubes. Multi-walled carbon nanotubes (MWCNTs) consist of up to 50 concentric
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tubes with interlayer distances close to that of graphite. Adsorption of hydrogen
between the single tubes inMWCNTswould require the stretching of the strong C–C
bond within a graphene sheet and seems, therefore, impossible. Graphitic nanofi-
bers are a recently developed allotropic formof carbon [36]. They are formed from the
thermal decomposition of hydrocarbons on catalysts. These nanofibers are com-
posed of graphitic platelets stacked together in various orientations to give tubular,
platelet and herringbone structures [37]. As for MWCNTs the interlayer distance
between the single graphitic platelets is comparable to that in graphite.

Ten years ago, both carbon nanotubes and nanofibers attracted great interest for
hydrogen storage at room temperature due to several reports of exceptional hydrogen
storage capacities in these carbon nanostructures [38, 39]. Later these high uptake
values, which could never be reproduced, were attributed to experimental errors or to
the small amounts of pure sample available for performing the uptake measure-
ments [40–42]. Reproducible investigations showed that the hydrogen storage
capacity of both purified single-walled carbon nanotubes and graphitic nanofibers
does not exceed 0.6wt% at room temperature [7, 43–46]. Maximum storage values of
2.7wt%were found in carbonmaterials only at extremely high hydrogen pressures of
500 bar [46]. However, at low temperatures the storage capacity of carbon materials
increases and, therefore, more recent investigations of reversible hydrogen adsorp-
tion are mainly focused at 77K.

For allmicroporous carbonmaterials the hydrogen storage capacity is proportional
to the specific surface area or the pore volume of the micropores at both 77K and
room temperature [7, 47, 48]. Figure 2.3 shows the hydrogen storage capacity of
several carbon nanostructures, such as purified SWCNTs, porous carbon with
uniformpore size and activated carbons, versus their BET (Brunauer–Emmet–Teller)
specific surface area. Considering the BETmodel for the specific surface the slope of
the curve gives a value of 2� 10�3 wt%m�2 g at 77 K and 0.23� 10�3 wt%m�2 g at
RT. This result is in perfect agreement with the empirical �Chahine�s rule� obtained
for different activated carbons [49]. A similar correlation was obtained considering
the theoretical model proposed by Z€uttel et al., where a monolayer possessing the
density of liquid hydrogen is ideally adsorbed with a closed packed two-dimensional
geometry on both sides of a perfect graphene sheet [50]. This theoretical model leads
to amaximumhydrogen surface density on carbonmaterials of 2.28wt%m�2 g. Both
the BET model for the experimental determination of the SSA and the theoretical
model proposed by Z€uttel are based on simple approximations. Both methods are in
good agreement and allow prediction of the storage capacity of carbonmaterials from
a simple measurement of the specific surface area. The hydrogen storage capacity
was also shown to correlate very well with the micropore volume of carbon
materials [48, 51].

Among all carbon materials, high grade activated carbon and porous carbons are
the best adsorbents for hydrogen at 77 K, because they possess the highest specific
surface area. Chahine and Bose reported a storage capacity of 5wt% at 77K and
20 atm for AX-21, an activated carbon with a high specific surface area of 3000m2

g�1 [27]. A comparably high storage capacity (4.5wt%) was obtained for a similar type
of activated carbon [7].
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Activated carbon is, however, a disordered structure with a broad distribution of
pore sizes which cannot be precisely controlled during the synthesis. In contrast,
templated porous carbons mainly possess pores in a very narrow range of dimen-
sions [53]. Recently, Yang and Mokaya reported the hydrogen storage capacity of a
zeolite-like carbon material possessing an extremely high specific surface area
(3200m2 g�1) and pores in the range of 0.5–0.9 nm [54]. This amorphous carbon
material was prepared by chemical vapor deposition (CVD) of acetonitrile as the
carbon precursor on b-zeolite used as a template. The use of the ordered zeolite
template allows one to control the pore size distribution, particularly in themicropore
range. The result is amaterial capable of storing up to 6.9wt%of hydrogen at 77K and
20 bar and possessing a heat of adsorption of 4–8 kJmol�1, higher than in activated
carbon due to the presence of optimum sized pores. The influence of the pore size on
the carbon–H2 interaction was studied on a series of carbide-derived porous carbons
with controlled pore dimensions [9]. The authors showed that the hydrogen uptake at
1 atm and 77K correlates linearly with the SSA of pores smaller than 1 nm, while no
correlation is found for the SSA of pores larger than 1 nm. Since the hydrogen uptake
at low pressures is determined by the heat of adsorption [9], this result clearly shows
that small pores (<1 nm) lead to an enhancedH2–carbon interaction and therefore to
an increase in the hydrogen storage capacity at low pressures. At hydrogen pressures
high enough to reach the saturation H2-uptake, however, a correlation with the total
SSA should be expected (as in Figure 2.3).

Figure 2.3 Hydrogen storage capacity at RT (diamonds) and 77 K (squares) of different carbon
materials versus their BET specific surface area [52]. The dotted line represents the theoretical curve
according to [50].
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While in the past SWCNTs erroneously attracted great interest for hydrogen
storage at room temperature, at 77 K they show a modest storage capacity (�2wt%)
compared to activated carbon and porous carbons. However, due to their long-range
ordered structure they are intensively studied in order to understand the interaction
between H2 and different adsorption sites in these carbon materials. A bundle of
several single-walled carbon nanotubes possesses different potential adsorption sites
for hydrogen [55]: the outer surface, the pores for opened nanotubes, the grooves
between two tubes and the interstitial channels, that is, the cavity between three
nanotubes. The adsorption energy for hydrogen in these sites increases in the order:
E(channels)>E(grooves)>E(pores)>E(surface) (Figure 2.4) [55].

Owing to the small size of the interstitial channels it is probable that hydrogen
molecules cannot access these sites [56]. Additionally, the very small pore volume
associated with these sites would give a very small contribution to the
hydrogen storage, even if these were accessible [57, 58]. At least two different
adsorption sites for hydrogen in single-walled carbon nanotubes could be identified
by inelastic neutron scattering (INS) [59], by low-temperature hydrogen adsorp-
tion [60], by thermal desorption spectroscopy [61], and by Raman spectroscopy [62,
63]. As an example, using INS Georgiev et al. determined two energetically
different adsorption sites for hydrogen in closed SWCNTs [59]. The stronger
adsorption sites were assigned to the grooves or interstitial sites, if these are
considered to be accessible, which are already occupied at low coverage. At higher
hydrogen loadings the molecules also occupy the outer surface where they are more
weakly adsorbed.

Figure 2.4 Cross-section of a bundle of 19 SWCNTs. The four potential adsorption sites are
indicated [55]. Copyright (2002), with permission from Elsevier.
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2.3
Organic Polymers

Organic polymers attracted considerable interest for hydrogen storage when uptake
capacities of 6–8wt% were reported for polyaniline (PAni) and polypirrole (Ppy) at
room temperature [64, 65]. Unfortunately, these results could not be reproduced
independently, instead room temperature values of less than 0.5wt% at pressures up
to 94 bar were subsequently observed for similar samples [66, 67].

Organic polymers with high porosity have recently been developed and studied for
physisorption of H2 at low temperatures. Microporous organic polymers are low
density, ordered structures obtained by polymerization of organic molecules. Two
types of porous polymers are presently being investigated for hydrogen storage:

1) Thepolymers of intrinsicmicroporosity (PIMs). These are rigidmacromolecules
composed of a fused-ring subunit which cannot pack space efficiently and hence
form microporous materials (Figure 2.5) [68].

2) Hypercrosslinked polymers (HCPs) which are obtained by polymerization of
monomers with crosslinking molecules to give a highly microporous material
(Figure 2.6) [11].

The advantages of microporous organic molecules are that they consist of very
light atoms (C, H, N, O), and that they can possess high specific surface areas and

Figure 2.5 Molecular building units of polymerswith intrinsicmicroporosity [69]. Reproducedwith
permission of the PCCP Owner Societies.
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controlled porosity. A large number of synthetic routes exist which allow introduction
of different functionalities to the polymer to enhance the interaction with hydrogen
molecules [10]. Additionally, the synthesis of polymers is based on well established
technologies which allow large scale production of these materials.

PIMshavebeenshown tostoreup to2.7wt%ofhydrogenat77Kand10 barwith the
best material being a polymer with triptycene as subunit [69, 70]. Budd et al. also
showed that the H2 adsorption behavior depends strongly on the micropore distri-
bution, that is, thehigher theconcentrationofultramicropores the larger thehydrogen
uptake at low pressure and 77K [69]. For hypercrosslinked polymers even higher
specific surface areas andstoragecapacities couldbeobtained.Wood et al. reported for
a HCP prepared by self-condensation of bischloromethyl monomers a BET specific
surface area of 1900m2 g�1 and an uptake of 3.7wt% at 77K and 15 bar [10].
Interestingly, they measured, for a series of these HCPs, some hysteresis in the
adsorption isotherms dependent on the average pore width of the polymer. They
attributed this effect,which is largest for thematerialwith the smallest pore size, to the
kinetic trapping of H2 in the porous network of the polymer. The small dimension of
the poreswas indicated to have a positive effect also on the heat of adsorptionwhich is
highest again for the sample with the smallest pores (7.25 kJmol�1).

By infrared studies Spoto et al. showed that the adsorption of hydrogen on a porous
poly(styreneco-divinylbenzene)polymer involves the specific interaction of the H2

molecule with the phenyl ring with an interaction energy of �0.4 kJmol�1 which is
comparable with the interaction energy between H2 and activated carbon [71]. This
interaction may be increased in narrower pores where hydrogen can interact with
more than one pore wall, as suggested by Wood et al. [10].

The hydrogen storage values of PIMs and HCPs are still smaller than for many
porous carbon samples. However, PIMs and HCPs have only recently been
investigated for H2 adsorption and further modifications of these materials can
lead to an enhancement of their hydrogen storage capacity at cryogenic
temperatures.

Figure 2.6 Schematic diagram of the
hypercrosslinking process [11]. In the solvent
the polymers start to swell and are separated
from each other. The crosslinking molecules
create the connection between the separated

polymer chains. When the solvent is removed
the microporosity is maintained [11].
Reproduced with permission of the Royal
Society of Chemistry.
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2.4
Zeolites

Zeolites are three-dimensional crystalline aluminosilicate structures built of TO4

tetrahedrons sharing all four corners, where T typically indicates Si4þ andAl3þ ions.
The general formula of zeolites is Mx/z[(AlO2)x(SiO2)y]�mH2O, where M is the non-
framework exchangeable cation. The T�O�T bonds are very flexible, so that the
tetrahedral units can be linked in a great number of different network topologies. In
addition, due to this flexibility the geometry of the framework is able to adapt under
diverse conditions of temperature, pressure and chemical surroundings [24]. To
maintain the electroneutrality of the structure, for every Si4þ substituted with an
aluminum ion there is an additional extra-framework metal ion (M) adsorbed in the
structure. The additional cations are usually alkali and alkaline earth metal ions. The
ion exchange capacity of these materials depends on both the size of the accom-
modating pores and on the charge of the cation. The presence of strong electrostatic
forces inside the channels and pores can produce strong polarizing sites in the free
volumes of the zeolite. The electrostatic field is produced by the extra-framework
metal ions and it increases with increasing charge and decreasing size. Some zeolites
occur in nature, however, most of them are produced synthetically, usually by
hydrothermal crystallization of aluminosilicate gels. Zeolites can have a very open
microporous structure with different framework types depending on the assembly of
the tetrahedral building units. However, since some of the cages in these frameworks
are not accessible to gas molecules part of the void volume in the structure does not
contribute to hydrogen storage.

Zeolites have been investigated for several years for hydrogen storage applications.
Already in 1995 Weitkamp et al. showed that the hydrogen storage capacity in
different zeolites at room temperature is less than 0.1wt% [72]. However, at 77K the
hydrogen uptake can be increased, obtaining a maximum storage capacity of 2.19wt
%at 15 bar forCaX zeolite [73]. Using an atomisticmodel for hydrogenpacking in the
micropores of zeolites it could be determined that the maximum theoretical H2

storage capacity in zeolitic frameworks is limited to 2.86wt% [74]. Considering that
this calculated value was obtained under extreme physical conditions that is, high
pressures or very low temperatures, real maximum values can be even lower. These
storage capacities are too low for any possible hydrogen storage technology. Never-
theless, zeolites are interesting for the adsorption since they have strong electrostatic
forces in their channels, derived from the exposed cations. Hence, an understanding
concerning the interaction between zeolites and H2 molecules could allow the
development of new materials possessing strong polarizing centers for hydrogen
physisorption.

Similarly as for carbon materials, the maximum hydrogen uptake in different
zeolites shows a good correlation with the BET specific surface area measured by
nitrogen adsorption [73]. Beyond the specific surface area the interaction of hydrogen
molecules with zeolites is strongly influenced by the type and the concentration of
cations present in the framework channels. This is well reflected by, for example, the
increase in the isosteric heat of adsorption in zeolites with increasing aluminum
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concentration, irrespective of the framework structure [75]. Since a higher Al
concentration leads to a higher amount of cations in the framework the stronger
interaction with H2 can be directly correlated to the presence of polarizing cationic
centers. The influence of the electrostatic potential of the cations on the interaction
with hydrogen molecules in zeolites was studied by inelastic neutron scattering [76].
For three X-zeolites, possessing the same structure but different exchanged cations
(Naþ , Ca2þ , Zn2þ ), a direct correlation between the polarizing potential of the
positive ion, expressed as the ratio between the charge and the radius of the ion (z/r),
and the vibrational frequency of the H2 molecule was observed. This shows that
specific interaction between H2 and the cations takes place and that the interaction
increases with the polarizing potential of the cation. The positive effect on the
interaction with hydrogen molecules of using strong polarizing cations was also
observed in a Mg2þ -exchanged Y zeolite which possesses an extremely high
adsorption enthalpy of �17 kJmol�1 due to the high z/r ratio of Mg ions [77].

However these strong binding sites already saturate at low hydrogen concentra-
tions [76], and no influence of the cationic centers on the maximum storage capacity
is observed at high pressures. Under these conditions the number of adsorption sites
is mainly determined by the surface area.

2.5
Coordination Polymers

Metal organic frameworks (MOFs) are a new class of porous coordination polymers
consisting of metal ions, metal oxide clusters or inorganic parts of larger dimension-
ality like 1D chains or 2D layers, coordinated by organic ligands in a rigid three-
dimensional lattice (Figure 2.7) [78, 79]. The reticular design of these materials
derives from the precise coordination geometry between metal centers and organic
ligands with multiple bonds which ensure the rigid topology of the framework [80].
Since both themetal centers and the organic ligand can be changed, a huge variety of
MOFs with different composition and different structures can be produced.

MOFs can possess very high specific surface areas and can, therefore, be applied
for catalysis, gas separation and gas storage [80, 81]. In 2003 Yaghi et al. reported the
first measurement of hydrogen storage inMOFs performed on two Zn-based porous
coordination polymers called MOF-5 and IRMOF-8 (isoreticular metal organic
framework). MOF-5 is a cubic three-dimensional structure with Zn4O nodes at each
corner of a cube coordinated by six terephthalate ions (Figure 2.8) [82]. IRMOF-8 is
supposed to possess a similar cubic structure with naphthalenebicarboxylate as
coordinating ligand which leads to larger pores than in MOF-5. Catenation can also
occur in IRMOF-8, that is, the growth of one network into the other, which finally
leads to smaller pores than the non-catenated structure [81].

The first investigations on these materials showed exceptionally high storage
capacities corresponding to 1wt% at RT and 20 bar and 4.5 wt% at 77 K and
0.8 bar [84]. Later, these high uptake values were attributed to the adsorption of
some impurity gases [85]. Nevertheless, maximum storage capacities of 4.5–5.2wt%
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at approximately 50 bar and 77Kwere recently reported forMOF-5 independently by
three different groups [12, 13, 86]. Contemporaneously, with the group of Yaghi,
F�erey et al. reported on hydrogen uptake in Cr- and Al-based MOFs called MIL-53
(Mat�eriaux de l�Institut Lavoisier n. 53)whichpossess a storage capacity up to 3.8wt%
at 77 K [87]. These two pioneering studies on MOFs initiated the great interest in
them as hydrogen storage materials based on physisorption.

Figure 2.7 (a) Assembly of the central metal ion and the organic ligand which form a cluster
subunit. These subunits are connected to each other to give an extended three-dimensional
framework. (b) Part of the unit cell of the framework [78]. Reprinted with permission fromAccounts
of Chemical Research, Copyright (2001) American Chemical Society.

Figure 2.8 (a) Three-dimensional framework
of MOF-5 [83]. The gray tetrahedra represent a
ZnO4 cluster with the Zn ion at the center of the
tetrahedron and the oxygen atoms deriving the
carboxylate ligand and from the central oxygen

atom. One vertex consists of a Zn4O(CO2)6
octahedral unit. (Picture obtained from the
crystallographic data [82] with the program
�diamond�). (b) SEM picture of the cubic
crystals of MOF-5 [13].
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In particular MOF-5 was intensively studied for H2 adsorption due to its very high
specific surface area and simple structure. However, it was observed that the
hydrogen uptake of MOF-5 is very sensitive to the procedure used for its synthesis.
The measured storage capacities at 77K ranged from less than 1.6wt% for a low
surface areaMOF-5 sample (BETSSA¼ 572m2 g�1) [88, 89] prepared by the so-called
Huang�s synthesis [90] to 7wt% when the sample was prepared in an inert atmo-
spherewith complete absence of water andmoisture, leading to amaterial with a BET
specific surface area of 3800m2 g�1 [91]. These discrepancies were attributed to
different factors related to the synthesis procedure, such as: (i) the decomposition of
MOF-5 and formation of a non-porous second phase in the presence ofmoisture [91],
(ii) the interpenetration of twoMOF-5networks to give a less porousmaterial, and (iii)
the presence of Zn(OH)2 species which partly occupy the pores of MOF-5 [92].
Figure 2.9 shows the three different adsorption isotherms forMOF-5, prepared by the
Huang synthesis [88], prepared by a large scale synthesis developed by BASF [13, 81],
and prepared in the absence of moisture and water [91].

Metal organic frameworks are the crystalline materials with the lowest density. As
an example, MOF-5 possesses a crystal density of only 0.61 g cm�3 [93]. The
volumetric hydrogen storage capacity of MOFs, which is referred to the volume of
the material, is therefore affected by these low densities. In spite of this, M€uller et al.
from BASF recently showed the real potential of MOFs for industrial gas storage
applications [81]. They showed that a container filled with MOF-5, IRMOF-8 or a
porous Cu-based MOF exceeds, at 77 K, the volumetric hydrogen storage capacity
(referred to the whole system) of a pressurized empty container filled with hydrogen.
The gain in the storage capacity of a container filled with these MOFs increases at

Figure 2.9 Hydrogen adsorption isotherm ofMOF-5 with low specific surface area (triangles) [88],
of MOF-5 prepared by BASF (circles) [13] and of MOF-5 prepared avoiding exposure to air
(square) [91] (data corrected to give the wt% storage capacity as defined in Eq. (2.2)).
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pressures up to 10 bar. At higher pressures the MOFs become saturated, that is, a
further increase in the hydrogen pressure does not lead to an increase in the storage
capacity of the material, and the additional increase in the volumetric hydrogen
density is due to non-adsorbed H2 gas in the container (Figure 2.10).

After MOF-5 many other MOFs were studied for hydrogen storage with the best
materials showing storage capacities higher than 7wt%at 77K. The storage capacity of
MOF-177, which consists of Zn4O(CO2)6 clusters, like MOF-5, coordinated by the
tritopic linker BTB (benezene tribenzoate) [94], was independently confirmed by
gravimetric and volumetric measurements and corresponds to 7.5wt% [86, 95]. This
value is higher than for any other porous material which adsorbs hydrogen in the
molecular form. Similarly, high uptake values of 6.7 and 7wt% were reported for two
MOFs possessing an NbO-type framework topology and consisting of Cu(II)-dimeric
paddle-wheel units coordinated by terphenyl and quaterphenyl connectors [96]. All
these MOFs with exceptionally high maximum hydrogen storage capacities also have
extremely high specific surface areas,which fact is responsible for the good adsorption
properties of thesematerials [15, 95, 96]. Indeed, it was shown that a direct correlation
exists between the maximum hydrogen storage capacity of MOFs at 77K and their
specific surface area (Figure2.11) [13, 86]. This correlationwas foundboth considering
the BET and Langmuir model for the specific surface area applied to nitrogen
adsorption isotherms at 77K. Both models cannot appropriately describe the SSA
of microporous materials, since the Langmuir model does not consider multilayer
adsorption of N2 which could occur in larger pores and the classical pressure range of
application for the BETmodel (0.05< p/p0< 0.3) is often higher than the saturation
pressure of microporous materials [97]. Nevertheless, the correlation found between
maximum hydrogen uptake and SSA indicates that a large specific surface area is a
necessary prerequisite for reaching high maximum storage capacities. A similar
correlation was obtained also from Grand Canonical Monte Carlo simulations of
hydrogen adsorption on a series of MOFs possessing the same framework topology
but different ligands [98]. The investigations showed that at pressures of 30 bar and
at 77K the absolute hydrogen uptake is linearly dependent on the accessible surface
area calculated considering the framework geometries of the MOFs.

Figure 2.10 Volumetric hydrogen storage capacity at 77 K of a container filled with IRMOF-8,
MOF-5, and an electrochemically produced Cu-MOF, compared with a pressurized empty
container [81]. Reproduced with permission of the Royal Society of Chemistry.
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However, in this case, higher storage capacities than the experimental excess
uptake values were predicted. The same simulations also show that at low hydrogen
pressure the storage capacity does not correlate with the specific surface area but
depends on the heat of adsorption [98]. A viable strategy to synthesize MOFs which
reach a high hydrogen storage capacity already at relatively low pressure consists
therefore in creating frameworks not only with a high specific surface area but also
with a strong affinity to the hydrogen molecules. Hence, different techniques have
been applied to understand the relation between the structure of MOFs and the
interaction strength with hydrogen. Using inelastic neutron scattering spectroscopy,
which is sensitive to the chemical environment of adsorbed hydrogen, Rowsell et al.
observed multiple adsorption sites for H2 in different isoreticular MOFs [99]. These
were attributed to primary binding sites composed of the inorganic Zn4O(CO2)6
units, which are influenced by the organic ligand, and to weaker adsorption sites in
the proximity of the organic ligand. Rietveld structural refinement of powder
diffraction data also indicates that the inorganic clusters are the first adsorption
sites for hydrogen molecules in MOF-5 [100]. Similarly, molecular simulations
predict that, in the series of IRMOFs, hydrogen at low pressure first occupies the
corner regions where the metal clusters are positioned, followed by the inner spaces
of the cavities, that is, the pores [101]. The finding that metal centers may influence
the hydrogen uptake led to the development of new MOFs with coordinatively
unsaturated metal centers or so-called open metal sites. These can be obtained by
removal of a terminal ligand from the metal site without collapse of the frame-
work [102]. These sites are supposed to strongly polarize the H2 molecules and,
therefore, be responsible for high storage capacities already at low pressures.

Though the metal sites show the highest interaction energy towards hydrogen
molecules, the number of adsorption sites close to these centers is limited and,

Figure 2.11 Correlation between the hydrogen
storage capacity and the apparent Langmuir
specific surface area of differentMOFs obtained
from reference [86] and references [13, 88]. The

data of Wong-Foy et al. [86] were modified
considering the different definition of wt%
storage (mH2/ms%) compared to Eq. (2.2).
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therefore, saturated already at very low hydrogen concentrations [103]. Additionally,
theoretical calculation shows that the polarization effect of H2 by fully coordinated
metal sites plays aminor role in the adsorption [104, 105], while the pore dimensions
of the cavities in the framework have a strong influence on the hydrogen storage at
low pressures [106]. Indeed, in pores possessing a diameter of few H2 molecular
radii, the van derWaals potential of the porewalls can overlapmore effectively than in
larger pores, thus enhancing the strength of interaction with hydrogen. As a
consequence MOFs with similar building units and network topology show, at low
pressure, a storage capacity which is higher for the frameworks with smaller
pores [96]. Moreover, thermal desorption studies of hydrogen adsorbed at 20 K in
different MOFs indicate that the affinity between hydrogen and the MOFs is more
influenced by the pore size than by the building units of theMOFs [107]. This result is
obtained at hydrogen concentrations which are close to the maximum storage
capacities; that is, at technologically relevant uptake values. Furthermore, measure-
ments of the heat of adsorption for hydrogen in differentMOFs have been performed
over a wide range of surface coverages. Again MOFs with smaller cavities show a
higher heat of adsorption for hydrogen [108].

The combined effect of strongly polarizingmetal-centers [109–114] and small pores
on the hydrogen adsorption properties of MOFs indicates a possible strategy to
improve them for H2 storage. One proposed way to decrease the pore size of MOFs
is to form catenated frameworks [102]. Catenation occurs when the pores in the
network are large enough to accommodate the metal carboxylate clusters of a second
network which is build inside the first one. This can be typically obtained for MOFs
with long ligands like, for example, pyrene dicarboxylic acid [115]. Two types of
catenation can take place: interweaving and interpenetration. In the case of interpen-
etration a maximal displacement between the two catenated networks is obtained,
while interwoven frameworks areminimally displaced and the inorganic subunits are
very close to each other [102]. As pointed out by Rowsell and Yaghi, for hydrogen
storage interpenetration rather than interweaving is preferred, since, in the latter case,
the pores are reduced only to a small extent while the exposed surface is decreased
considerably through the thickening of the walls. Interpenentration of two frame-
works would be more efficient in pore size reduction. Grand Canonical Montecarlo
(GCMC) simulations of hydrogen adsorption show indeed that interpenentration of
two frameworks leads to the formation of new strong adsorption sites which derive
from the overlap of the van der Waals potentials between two close linkers
(Figure 2.12) [103]. However, other GCMC simulations show that for some MOFs
the increase in the isosteric heat of adsorption through catenation does not compen-
sate for the loss of free volume. This leads to lower H2 uptake values for a catenated
than a non-catenated framework [106]. Additionally, interpenetration as a catenation
mode has the disadvantage of not being stable when solvent molecules are removed
from the framework tomake the pores accessible [102]. Therefore, decreasing the pore
size by catenation has not yet given considerable advantages for hydrogen storage.

Increasing the affinity to hydrogen by restricting the pores in the framework while
at the same timemaintaining a large pore volume remains until now one of themain
challenges in the synthesis of novel MOFs.
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Apart from metal–organic hybrid compounds other inorganic coordination poly-
mers with open frameworks exist. One example is cyano-bridged coordination
polymers and among them the best known possessing the simplest structures are
Prussian blue analogues. These compound possess a simple cubic framework of the
type MA[MB(CN)6] in which octahedral [MB(CN)6]

n� are coordinated by nitrogen
bound MA

nþ ions as shown in Figure 2.13 [16, 116]. After removal of the water
molecules coordinated to the nitrogen bound cations these cubic frameworks contain
coordinatively-unsaturated MA

nþ metal centers.
For Prussian blue analogues relatively high storage capacities of up to 1.8wt% at

low pressures (approximately 1 bar) and 77K and adsorption isotherms with a steep
increase in the hydrogen uptake were obtained [14, 117, 118]. However, the
maximum storage capacity does not differ strongly from the low-pressure hydrogen
uptake and a highest value of only 2.3 wt%was obtained for the bestmaterials, Cu2[Fe
(CN)6] [16]. As for MOFs, the role of unsaturated coordination positions and cavity
size on the interaction with hydrogen molecules has also been intensively investi-
gated for cyano-bridged frameworks. To probe the role of so-called open metal sites,
the hydrogen storage capacity of a series of dehydrated Prussian blue analogues with
different concentrations of vacancies, that is, increasing concentration of unsatu-
rated metal centers, was measured [16]. The results showed that openmetal sites are
not necessarily required for H2 adsorption and that the enthalpy of adsorption is not
influenced by the concentration of vacancies. Nevertheless, an increase in the
maximumuptakewith increasing vacancies in the latticewas observed. This increase
can also be well correlated with an increase in the specific surface area of the
frameworks rather than to the concentration of vacancies. In a series of dehydrated
cyano-bridged compounds of the type A2Zn3[Fe(CN)6]2�xH2O (A¼H, Li, Na, K, Rb),
which contain alkali metal cations (Aþ ) in the cavities, no correlation between the
enthalpy of adsorption and the polarizing potential of Aþ was found [117].Hence, the
high adsorption enthalpies of up to 9 kJmol�1 found for these materials may be due
to the small size of the pores, which is partially reduced by the cation located inside.

Figure 2.12 (a) Interpenetration of two frameworks as catenation mode; (b) schematic
representation of the new adsorption site between two close linkers formed by interpenetration,
(c) overlap of the two van der Waals potentials from two solid plates representing the linkers [103].
Reprinted with permission from The Journal of Physical Chemistry B, Copyright (2006)
American Chemical Society.
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The importance of the pore size in Prussian blue analogues is supported by
differential pair distribution function analysis of X-ray and neutron scattering data
of hydrogen- and deuterium-loaded Mn3[Co(CN)6]2 [119]. This shows that no
evidence for adsorption interactions with unsaturated metal sites exists and that
the hydrogen molecules are disordered about the center of the pores defined by the
cubic framework. In conclusion, experimental results indicate that optimum pore
dimensions in Prussian blue analogues are predominantly responsible for the heat of
adsorption at low loadings rather than the polarizing effect of open metal sites.

2.6
Conclusions

In this chapter, the physisorption of hydrogen molecules in porous materials as
possible hydrogen storage systems has been reviewed. Owing to the weak interaction
between H2 molecules and the adsorbent, high storage capacities are typically
reached only at low temperatures (77K). The advantages of this storage mechanism
compared to chemisorption are the fast kinetics, the complete reversibility and the
relatively small amount of heat produced during on-board refueling.

Different classes of porous materials possessing different structure and compo-
sition have been discussed for hydrogen storage applications. For all materials a

Figure 2.13 Unit cell of the Prussian blue analogue structure MA[MB(CN)6] where the red, black,
white and blue spheres represent MA, MB, C and N, respectively [16]. Copyright (2007), with
permission of Elsevier.
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direct correlation between the maximum hydrogen uptake at 77K and the specific
surface area is found. For a long time, zeolites were the best crystalline materials and
activated carbons the best disordered materials for gas storage by physisorption.
Recently, the new classes of crystalline metal organic frameworks and novel tem-
plated porous carbons have been developed which possess specific surface areas
exceeding those of activated carbons. Presently, excess hydrogen storage capacities of
up to 7wt% at 77K are reached for the best of these materials.

The adsorption sites for hydrogen in different porous materials have been
intensively investigated as a function of the hydrogen concentration. In the range
of technologically relevant hydrogen concentrations the pore size determines the
interaction between hydrogen and the porous solid, that is, the heat of adsorption. In
metal organic frameworksmetal centers are additionally preferential adsorption sites
for hydrogen at lowH2 concentrations. Therefore, the combination of a high specific
surface area and small pores is necessary to develop new porous materials for
hydrogen physisoption at low temperatures. This will enable the building of a cryo-
adsorption tank for mobile applications, which operates at pressures below 3.5MPa,
allowing a conformable storage in contrast to high-pressure cylinders.
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3
Clathrate Hydrates
Alireza Shariati, Sona Raeissi, and Cor J. Peters

3.1
Introduction

Hydrogen fuel, if provided via a green method, is renewable and environmentally
friendly. However, the lack of practical storage methods has restricted its use to such
an extent that hydrogen storage is currently a crucial obstacle in the development of
a hydrogen economy. The challenge, particularly for mobile applications, is that the
hydrogen storing systemneeds to be lightweight and compact. The twomost popular
methods currently being used are the storage of hydrogen as compressed gas under
high pressures, or as a cryogenic liquid. To approach the goals required to develop a
hydrogen economy, researchers are investigating a range of different techniques.

A practical hydrogen storage method must satisfy a number of requirements [1]:

1) high hydrogen content per unit mass
2) high hydrogen content per unit volume
3) moderate synthesis pressure (preferably less than 400MPa, the pressure that can

be reached by a simple compressor)
4) near ambient pressure and moderate temperature for storage
5) fast and efficient hydrogen release
6) environmentally friendly byproducts, if any.

The most common ways of storing hydrogen fuel as liquid hydrogen and
compressed hydrogen gas have the drawbacks that the fuel needs to be stored at
extremely low temperatures (20K for liquid hydrogen) or at high pressures (35MPa
for compressed hydrogen) [2].

To overcome such issues, much attention is currently being given to storing
hydrogen in solid-state materials. Recently emerging materials include doped
carbon-based nanostructures [3], metal organic frameworks [4], metallic hydrides
[5], complex hydrides and destabilized hydrides [6, 7]. However, no material so
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far has been successful in combining high volumetric and gravimetric density
and the ability to reversibly absorb and desorb hydrogen with kinetics and
thermodynamics that satisfy the requirements of the Department of Energy
(DOE).

This study focuses on the potential use of clathrates as a novel hydrogen storage
technique. A clathrate, also called a clathrate compound or a cage compound, is a
material consisting of a lattice of one type of molecule trapping and containing a
second type of molecule. Powell [8] was the first to call such compounds clathrates.
In a paper published in the Journal of the Chemical Society.

Quinol (hydroquinone) crystal was the first composite to be called a clathrate.
Nowadays, this term has been adopted for many complexes which consist of a host
molecule (forming the basic frame) and a guest molecule (set in the host molecule
by interaction). The clathrate that is of interest to this study is the clathrate hydrate,
also referred to as gas hydrate. Clathrate hydrates were discovered in 1810 by
Sir Humphrey Davy. In his lecture to the Royal Society in 1810, he said that he had
found, by several experiments, that the solution of chlorine gas in water freezesmore
readily than pure water [9].

Clathrate hydrates are water-based crystalline solids, physically resembling ice, in
which small nonpolar molecules (typically gases) are trapped inside cages of
hydrogen-bonded water molecules. Without the support of the trapped molecules,
the lattice structure of the clathrate hydrates would collapse into the conventional
ice crystal structure or liquid water. Most low molecular weight gases, as well as
some higher hydrocarbons and organic components will form clathrate hydrates at
suitable temperatures and pressures. Clathrate hydrates are not chemical com-
pounds as the sequential molecules are never bonded to the lattice. The formation
and decomposition of the clathrate hydrates are ordinary phase transitions, not
chemical reactions.

Clathrate hydrates have been found to occur naturally in large quantities. Around
120� 1015m3 (at STP) of methane is estimated to be trapped in deposits of the deep
ocean floor [10]. Clathrate hydrates are also suspected to occur in large quantities on
some outer planets, moons, and trans-Neptunian objects [11]. In the petroleum
industry, hydrocarbon clathrate hydrates are a cause of problems because they can
form inside gas pipelines, often resulting in plugging. Deep sea deposition of carbon
dioxide clathrate hydrate has been proposed as a method to remove this greenhouse
gas from the atmosphere and control climate change [12].

3.2
Clathrate Hydrate Structures

Gas hydrates usually form two crystallographic structures – structure Type I and
structure Type II. Rarely, a third structure may be observed (Type H). Figure 3.1
shows these three structures of clathrate hydrates and Table 3.1 presents their
structural properties.
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The unit cell of Type I consists of 46 water molecules, forming two types of cages –
small and large. There are two small cages and six large ones in every unit cell. The
small cage has the shape of a pentagonal dodecahedron (512) and the large one is a
tetradecahedron, which has 12 pentagonal and 2 hexagonal faces (51262). Typical
guest molecules forming Type I hydrates are CO2 in carbon dioxide clathrates and
CH4 in methane clathrates.

Theunit cell of Type II structures consists of 136watermolecules, also forming two
types of cages – small and large. Every unit cell is made of sixteen small cages and
eight large ones. The small cage has again the shape of a pentagonal dodecahedron
(512) but the large one is a hexadecahedron (51264). CommonType II hydrates include
those formedbyO2 andN2 as guest gases. Sloan andKoh [9] provide a comprehensive
list of guest molecules forming structure I (sI) and structure II (sII) clathrate
hydrates.

Table 3.1 Structural properties of different hydrate structures.

Hydrate structure Structure I Structure II Structure H

Cavity size Small Large Small Large Small Medium Large

Cavity shape 512 51262 512 51264 512 435663 51268

Number of cavities per unit cell 2 6 16 8 3 2 1
Number of H2O molecules
per unit cell

46 136 34

Figure 3.1 Cages building the different gas hydrate structures.
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The unit cell of Type H contains 34 water molecules, forming three types of
cages –small, medium, and large. In this case, the unit cell consists of three small
cages of type 512, two medium ones of type 435663 and one large one of type 51268.
The formation of Type H requires the cooperation of two different guest molecules
(large and small) to be stable. It is the large cavity that allows structureHhydrates tofit
in large molecules (e.g., butane, organic compounds), given the presence of other
smaller gases to fill and support the remaining cavities. Structure H (sH) hydrates
were suggested to exist in the Gulf of Mexico because of the supply of thermo-
genically-produced heavy hydrocarbons [9].

Among tens of compounds which are known to form clathrate hydrates with water
molecules, the majority form either sI or sII, with a few exceptions such as dimethyl
ether (DME) forming sH [13]. Since these exceptions are not related to hydrogen
storage, they are not described here in detail. The reader is referred to the review of
Loveday and Nelmes [14] for further information. Sloan and Koh [9] presented an
extensive list of hydrate-forming compounds.

3.3
Hydrogen Clathrate Hydrate

One of the paths currently being investigated by researchers for hydrogen storage is
the use of clathrate hydrates, that is, storing hydrogen in the solid state in the form
of guest molecules within hydrates. Hydrogen molecules were historically consid-
ered to be too small to stabilize the structures of clathrate hydrates [15]. However, in
1999, Dyadin et al. [16] discovered for the first time that hydrogen can form clathrate
hydrates at high pressures (up to 1.5GPa). This was followed by structural studies
performedbyMao et al. [17] using high-pressure Raman, infrared, X-ray, andneutron
studies, where hydrogen was shown to have multiple occupancy within the cavities
of a structure II hydrate at high pressures (300MPa at 350K). Mao et al. [17], and
Mao and Mao [2] suggested that pure hydrogen hydrate is stabilized with double
and quadruple occupancy of hydrogen molecules in the small and large cages of sII
hydrate, respectively. According to Mao and Mao [2], this corresponds to up to
5.3mass% hydrogen storage capacity within the hydrate structure. However, more
recently, Lokshin et al. [18] reported, from neutron diffraction studies, that D2

molecules only singly occupy the small cages of D2 hydrate. The large cavity
occupancy was also found to vary between two and four molecules, depending on
pressure and temperature conditions.

Although the above-mentioned studies indicate the possibility of hydrogen
storage in hydrates, the high pressures required for stable structures seem to
limit such applications from an economic point of view. In an attempt to lower the
pressures necessary for hydrogen hydrate formation, Florusse et al. [19] tried to
stabilize the hydrogen clathrate hydrate structure by using a second guest molecule
or promoter. They demonstrated that hydrogen can be stabilized in the clathrate
framework at pressures over two orders ofmagnitude lower than for pure hydrogen
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hydrate by using tetrahydrofuran (THF) as the second guest molecule. Their
selection of THF as the promoter was based on the facts that: (i) it is completely
water soluble and (ii) it is capable of independently forming structure sII hydrates
without the presence of other types of guest molecules. The formation of a binary
H2/THF hydrate will stabilize H2 within the sII framework, with THF occupying
the large cavities at pressures two orders of magnitude lower than that necessary
for pure hydrogen hydrate. Reducing the formation pressures of hydrogen hydrate
is a critical initial step towards the realization of a practical hydrogen storage
method. The existence of hydrogen in the solid phase was confirmed by Florusse
et al. [19] using X-ray powder diffraction (XRPD). However, the presence of THF
dramatically decreases the vacant sites of the clathrate structure for hydrogen
storage. Florusse et al. [19] predicted that with partial occupancy of the large cavities
by THF, the storage capacity of hydrogen in sII hydrates can go up to 4mass%, by
assuming double and quadruple hydrogen occupancies for small and large cavities,
respectively.

In 2005, Lee et al. [20] used Raman measurements to show that stoichiometric
THF/H2 hydrate (formed from 5.6mol% THF solution) contained two hydrogen
molecules per small cavity. Lee et al. [20] also introduced the concept of �tuning,�
where the THF concentration was decreased to create large vacant cavities in which
hydrogen could reside. Following this approach, Lee et al. [20] claimed to have formed
binary hydrates from a 0.15mol%THFsolution at only 12.0MPa and 270K, in which
the hydrogen content was reported to be about 4.0wt%. While the results of
Lee et al. [20] offer significant promise for developing clathrate hydrates as hydrogen
media, they have yet to be independently duplicated.

In fact, more recent detailed studies of H2–THF clathrate hydrate directly
contradict the findings of Lee et al. [20]. Strobel et al. [21] similarly utilized volumetric
measurements in conjunction with Raman and NMR data for the binary system
of H2–THF. They concluded that small cavities can only accommodate single
H2 molecules, and that, irrespective of initial aqueous THF concentration and/or
formation conditions, large cavities are always fully occupied by THF. They reported,
therefore, that a maximum hydrogen content of around 1mass% was possible
for pressures less than 60MPa, a value considerably lower than that claimed by
Lee et al. [20]. The result of such contradictory findings is that the true phase
behavior of binary H2–THF hydrates remains to be identified through future studies
on the topic.

In order to gain a comprehensive insight into the phase behavior of the system
H2–THF–H2O, Rovetto et al. [22] experimentally determined the effect of the THF
concentration on the equilibrium conditions of the hydrate phase. They explained
how the economy/efficiency of hydrogen storage using gas hydrate deals with a
compromise between the amount of hydrogen stored or the gravimetric density of
the material, and the desired reduction in pressure. Their measurements showed
that a maximum in equilibrium temperature occurs when the molar concentration
of THF is around 5.6mol% for all measured pressures (in the range of
2.5–14.5MPa). This THF concentration corresponds to full occupation of the large
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cavities of the sII structure of the gas hydrate by the promoter, THF. On the other
hand, the hydrate structure has the lowest storage capacity for hydrogen at this
concentration of the promoter due to the unavailability of the large cavities.
Assuming double occupancy of the small cages of the sII structure by hydrogen,
Rovetto et al. [22] reported that the total hydrogen storage capacity is decreased to
around 2.4mass%. By decreasing the promoter concentration, the hydrogen storage
capacity inside the hydrate structure increases due to the availability of some empty
large cages of the sII structure for hydrogen occupancy, while the equilibrium
temperature decreases at constant pressure. They predicted that if only 50% of the
large cavities of the sII structure are occupied by THF, the hydrogen content can be
as high as 3.8 mass% by assuming quadruple occupancy of hydrogen in the large
cavities. Figure 3.2 shows the effect of promoter concentration on the equilibrium
conditions of the hydrate phase.

In another study carried out in 2007, Anderson et al. [23] experimentally deter-
mined the phase behavior of the systemH2–THF–H2Oas a function of aqueous THF
concentration within a temperature range of 260–290K and at pressures up to
45MPa. This is a wider range of temperatures and pressures than in Rovetto et al.�s
study on the same system. Similar to thefindings of Rovetto et al. [22], they found that
H2–THF clathrates showed maximum thermal stability at the stoichiometric value
of 5.56mol% initial THF concentration.

In order to investigate Lee et al.�s [20] claims about the hydrogen content
of clathrates formed from THF concentrations below the eutectic composition
(approximately 1.0mol% at 1 atm), Anderson et al. [23] experimentally prepared

Figure 3.2 Effect of the promoter concentration on the equilibriumconditions of the hydrate phase
temperature at any value of the pressure [22].
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hydrogenhydrate froma 0.2mol%THFsolution and stabilized it in equilibriumwith
ice at 270K and 30MPa. Based on these measurements, they concluded that, at
concentrations lower than the eutectic point, ice is the more stable phase at lower
pressures. Therefore, their results did not support the conclusions of Lee et al. [20].
Instead, Anderson et al.�s data strongly suggested the formation of clathrates with a
stoichiometric THF-to-water ratio of 1 : 17. This means that the large cavities were
filled by THF, irrespective of the initial aqueous THF concentration. Anderson
et al. [23] found no evidence of H2 entering and stabilizing the large sII cavity under
the conditions tested, that is, at relatively low pressures. Instead, there are indications
that when the aqueous THF concentration is reduced, the THF-to-water stoichiom-
etry is retained at its original stoichiometric value with less clathrate hydrate formed,
that is, all remaining freewater is then present as ice at equilibriumbelow the eutectic
point.

Therefore, with all large cavities filled by THF, only small dodecahedral cages
should be available for the accommodation of hydrogen. Lee et al. [20] suggested that
these cavities could host two H2 molecules at the considered pressures. Anderson
et al. [23] measured the composition of clathrates directly by a mercury isolation
technique. Compositional analyses were carried out on two different hydrates
formed: (i) from a stoichiometric (5.56mol%) THF solution in the hydrate þ gas
region, and (ii) from a 0.2mol% solution in the hydrate þ gas þ ice region. For the
5.56mol% solution at 283K and 30MPa, clathrates were found to be of the
composition 1.8H2�THF�17H2O. This is consistent with a 90% occupancy of the
small sII dodecahedral cavities by single H2molecules and is equivalent to 0.95mass
% of the single occupancy by hydrogen of the small cavities.

With the initial intention ofmaking compositional analyses of the clathrate formed
from the 0.2mol%THFsolution, Anderson et al. [23] had noway of separating the ice
phase from the hydrate during their mercury isolation technique. Thus, only the
number of moles of hydrogen released from all the solid (ice and hydrate phases)
could be measured. Because of this, Anderson et al. [23] made an assumption
regarding the composition of the clathrates in terms of THF-to-water ratio. They
reasoned that there are indications that clathrate hydrates are consistently stoichio-
metric in this respect, having a THF-to-water ratio of 1 : 17. Using this ratio,
Anderson et al. [23] determined a hydrate formula of 1.6H2�THF�17H2O from the
compositional data. This is equal to 80% occupancy of small cages by single H2

molecules and gives a clathrate of 0.83% H2 by mass.
Anderson et al.�s findings regarding single H2 occupancy of the small sII cages are

further supported by recent high-pressure neutron diffraction studies of single guest
(D2) and binary H2–THF sII clathrates [18, 24]. Based on the above-mentioned
studies and analyses, it is strongly suggested that Lee et al.�s �tuning� concept (i.e.,
that reducing THF concentration increases H2–THF clathrate hydrogen content) is
not viable. Indeed, the data generated by Anderson et al. [23] support the conclusions
of Strobel et al. [21] who suggested that the amount of hydrogen stored in the
stoichiometric hydrate increases with pressure and exhibits asymptotic (Langmuir)
behavior to a maximum of approximately 1.0 wt% H2. This hydrogen concentration
corresponds to one hydrogen molecule occupying each of the small 512 cavities and
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one THF molecule in each large 51264 cavity in each hydrate unit cell. So, the final
conclusion from the studies of Strobel et al. [21] and Anderson et al. [23] is that small
cavities can accommodate one H2 molecule only, with large cavities being occupied
by THF, irrespective of the initial aqueous THF concentration.

In order to increase the hydrogen storage capacity of the clathrate hydrates,
a number of studies have recently been performed. Rovetto et al. [22] considered
promoters other than THF in order to ease the equilibrium conditions of the
hydrogen hydrate in terms of equilibrium temperature and pressure. For this
purpose, they selected for experimental investigation, different cyclic organic com-
pounds which had similarities in their chemical structure. The selected compounds
were 1,3-dioxolane (Diox), 2,5-dihydrofuran (DHF), tetrahydropyran (THP), furan
(F), and tetrahydrofuran (THF). Their results showed that THF has the highest
promoting effect among the studied promoters. Figure 3.3 shows the equilibrium
conditions of their studied systems. From these results, it is clear that the promoting
effect decreases in the order THF > F > THP > DHF > Diox.

Additionally, molecules like propane have also been investigated [25]. The exper-
imental results indicate that the hydrate formation pressures of hydrogen
methane and hydrogen þ propane gas mixtures were higher than those for pure
methane and pure propane.

One particularly interesting binary sII hydrate was formed with hydrogen using
cyclohexanone (CHONE) as the second (large) guest [26]. Unlike THF, propane, or
other various furan-type sII-forming molecules, CHONE is incapable of stabilizing
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Figure 3.3 Pressure–temperature diagram of hydrogen clathrate hydrate formation with different
promoters [22].
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a sII hydrate on its own. Due to the large size of CHONE, a second �help-gas�
molecule is required for stability [27]. This second molecule is thought to add
stabilization through interactions with the small cavity to help decrease unfavorable
distortions to the large cavity caused by the presence of the large molecule.

Another method for enhancing hydrogen storage which was studied theoretically
by Daschbach et al. [28], was the enclathration of hydrogen in a nonaqueous solid
crystal to produce a clathrate material or a so-called organic clathrate. They
considered hydroquinone (HQ) for hydrogen storage. Using molecular dynamic
simulations, Daschbach et al. [28] suggested that it should be possible to load
hydrogen into the hydroquinone clathrate structure. Strobel et al. [29] proposed to
increase hydrogen storage using the concept of chemical–clathrate hybrid technol-
ogy to combine molecular hydrogen contained within the clathrate cages with
hydrogen that is chemically bound to the host lattice. They studied this concept
also using HQ clathrate, and successfully synthesized the HQ þ H2 clathrate by
recrystallization from a saturated ethanol solution in the presence of hydrogen.
The clathrate phase of HQ has cavities composed of six HQmolecules terminated at
the top and bottom by rings of six hydroxy groups. These cavities have a radius of
about 4.5 A

�
[29]. Using Raman spectroscopy, the presence of H2 within the HQ

clathrate lattice was confirmed. Their preliminary tests demonstrated the enhanced
stability of the HQ þ H2 clathrate when compared with the H2O þ H2 clathrate
hydrate. They realized that after 10min of exposure to ambient conditions, the
HQ þ H2 clathrate maintained significant H2 Raman peak intensity. In the case of
H2O þ H2 clathrate hydrate, exposure to ambient conditions resulted in the
immediate dissociation of the clathrate and release of all the contained hydrogen.

The large cages of sII clathrate hydrates have a radius of about 4.7 A
�
and were

shown experimentally to contain up to four hydrogenmolecules. Knowing that HQ
clathrate cavities have a radius of 4.5 A

�
, the possibility of enclathration of four

hydrogen molecules still seems very reasonable [30]. With four H2 molecules per
cavity, this novel clathrate would contain about 2.4 wt% hydrogen, counting only
molecules contained within the cavities (excluding atomic hydrogen in the host
framework). Strobel et al. [30] proposed, as the next step in the chemical–clathrate
hybrid process, to chemically dehydrogenate the host material, HQ. For this
purpose, they separated the two hydrogen atoms from the two hydroxy groups of
HQ. It was proposed to do this by an oxidation reaction to form benzoquinone. As
they explained, if each of the clathrate cavities in the HQ clathrate structure were to
contain four hydrogen molecules, and the redox reaction were to react to comple-
tion, the hydrogen storage capacity of this material would be about 4.2 wt%.
Compared with the maximum storage of 3.8 wt% for clathrate hydrates (pure sII),
this storage scheme may possibly be promising, and many other chemical com-
ponents may prove to be more favorable than HQ. They did not mention the
operational conditions of HQ clathrat–chemical hybrid hydrogen storage. Further
investigation is necessary to evaluate the economic and practical possibilities of
such processes.

With the goal of overcoming the problem of the occupation of the vacant cages of
structure II hydrates by promoter molecules, Duarte et al. [31] proposed to increase
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the storage capacity of the clathrate hydrates of hydrogen by synthesizing structureH
clathrate hydrate using different promoters. As shown earlier in Figure 3.1, structure
Hof clathrate hydrates has three small 512 cages, twomedium-sized 435663 cages, and
only one large 51268 cage per unit cell. Each unit cell of structure H requires 34 water
molecules. To achieve their objective, Duarte et al. [31] examined different potential
promoters, including 1,1-dimethylcyclohexane (DMCH), methyl tert-butyl ether
(MTBE) and methylcyclohexane (MCH). They considered these promoters as H
formers due to their molecular size. Their diameters (8.4 A

�
for DMCH, 7.8A

�
for

MTBE, and 8.59A
�
forMCH) are large enough to stabilize the large cages of structure

H. Spectroscopic evidence for this conclusion is provided by Strobel et al. [29, 30].
Duarte et al. [31] found that DMCH, with a diameter of 8.4 A

�
, was able to stabilize the

clathrate hydrate of hydrogen at 50.0MPa and 274.7 K. If the temperature rises to
279.5 K, the required pressure increases to 95.0MPa. Other promoters like MTBE
and MCH could also stabilize hydrogen clathrate hydrate in structure H. However,
theminimumpressures at which these two clathrate hydrates were found to be stable
were as high as 70.1MPa at 269.2 K and 83.1MPa at 274.0 K, respectively. Figure 3.4
shows the p–Tdiagram of the systemsH2O þ H2 þ promoter. The equilibrium data
for the pure H2 hydrate [16] and the THF þ H2 hydrate [19] are also included in this
figure.

Duarte et al. [31] considered single hydrogen occupancy for the small 512 cages of
structureH. In addition, complete occupancy of the large 51268 cages by the promoter

Figure 3.4 p–T diagram of the system H2O þ H2 þ promoter [31].
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was assumed and as themedium-sized 435663 cage of H is slightly larger than the 512

cage, single hydrogen occupancy was also assumed for this cage. This scenario leads
to an estimate of about 1.4wt% of H2 storage in structure H, which is almost a 40%
higher storage capacity than that in structure sII. Therefore, it could be concluded
that the H2/(H2O þ promoter) molar ratio in structure H can increase up to 1 : 7,
which is an improvement in the gravimetric density of clathrate hydrates in
comparison with the 1 : 9 ratio of structure sII in the H2 þ THF system.

3.4
Kinetic Aspects of Hydrogen Clathrate Hydrate

As discussed in previous sections of this chapter, the molecular occupancy and the
capacity for storing hydrogen in clathrate hydrates are two important issues that are
still the subject of discussion among several research groups. The storage capacity
of hydrates must be maximized to the requirements of new energy applications.
Particularly in the transport sector, the goals set by someenergy agencies by the endof
2010 require storage capacities up to 6wt% of hydrogen, together with environmen-
tally clean and safe methods for producing and storing hydrogen. In addition to this,
another extremely important issue for large-scale applications for hydrogen storage
and transportation concerns the kinetics of formation and decomposition of gas
hydrates, that is, the rates at which hydrogen can be practically stored and released.
In the area of hydrogen hydrates, the challenge goes beyond the time-independent
equilibrium thermodynamics, since time-dependent kinetic measurements and
issues are no less challenging. The essential questions for better knowledge of
hydrogen clathrate hydrates are: (i) what is the time necessary for hydrogen hydrates
to form? and (ii) how fast will they dissociate?

Published information on the kinetics of hydrogen hydrate formation is very
scarce. Lee et al. [20] made a brief reference to this subject, demonstrating that the
presence of a dispersed phase should improve the kinetics. In 2007, Duarte et al. [32]
extensively studied the kinetics of hydrogen hydrate formation of the ternary system
H2 þ THF þ H2O. Based on their experiments, they provided the pressure and
temperature path during formation and decomposition of hydrogen hydrates.
Figure 3.5 shows the nucleation, growth, and dissociation of hydrogen hydrate
formation studied by Duarte et al. [32]. As they pointed out, without metastability,
hydrate formation should begin at Point A in Figure 3.5. However, the system
pressure continues to decrease linearly with temperature for a number of hours.
At the start of the experiment (Point A), the temperature was stable and the system
was pressurized with hydrogen. Cooling and stirring started at this moment. From
A to B, as the temperature was lowered, the pressure also decreased linearly with
temperature due to contraction of the gas upon cooling. At point B, the hydrate
started to be formed at approximately constant temperature, and a sharp decrease in
pressure to Point C was observed, due to the entrapment of the gas in the
solid phase. The dissociation of the hydrate began when the system was heated to
the initial temperature. The pressure started to increase again due to the increase in
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temperature until a certain temperature where the hydrate dissociate and the gas
entrapped in the solid phase was completely released.

The closed loop observed in Figure 3.5 demonstrates the reversibility of the
process, which is a great advantage for practical application of these novel materials
for on-board hydrogen storage.

In 2008, in addition to some phase behavior experiments, Talyzin [33] carried out
some experiments on the kinetics of hydrogenhydrate formation and dissociation for
the system H2 þ THF þ H2O. It was concluded that due to the slow kinetics and
small hydrogen capacities of THF þ H2O hydrogen clathrates, this material is not
suitable for application as a hydrogen-storing material. However, it was mentioned
that clathrate hydrates, nevertheless, remain rather promising materials for hydro-
gen adsorption since the THF can possibly be replaced by more efficient solvents.
Moreover, from preliminary research it became apparent that by applying a spray
technique, hydrogen hydrates can be formed instantaneously.

3.5
Modeling of Hydrogen Clathrate Hydrates

The storage of hydrogen inhydrates involvesmechanisms similar, but not identical to
those of physical adsorption mechanisms. These are governed mostly by intermo-
lecular van der Waals forces and stronger forces, such as hydrogen bonding, which
hold together the host framework. In order to select hydrogen-storage materials
tailored to the needs of a hydrogen-based economy, knowledge of all such forces is
crucial since they determine the extent of hydrogen retention in the clathrate
structure. To establish the hierarchy of molecular forces, it is necessary to carry out
detailed experimental studies of stable molecular structures by X-ray and neutron
scattering and determine their characteristic vibrational spectra by neutron scatter-
ing, Raman, and IR spectroscopy. Additionally, theoretical calculations give further

Figure 3.5 The pressure and temperature trace during formation and decomposition of hydrogen
hydrates [32].
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insight and guidelines for development of optimum hydrogen storage materials.
Given the structural complexity of the clathrate hydrates, theoretical work should rely
on a combination of different computational techniques that can balance the system
size and the accuracy needed [1].

The theoretical developments for hydrogen storage in molecular clathrates have
been discussed extensively by Struzhkin et al. [1]. They explained that the complete
theoretical description of hydrogen clathrate hydrates is usually based on a combi-
nation of different techniques including density functional theory (DFT) [34],
molecular dynamicss (MD) [35], and similar approaches.

A statistical mechanical model in conjunction with ab initio quantum chemical
calculations of the thermodynamic stability of H2 guests in small and large sII
clathrates was recently reported by Patchkovskii and Tse [36]. Their model uses DFT
and M€oller-Plesset (MP2) calculations to estimate the encapsulation energies of
hydrogen molecules in small and large isolated rigid water cages in which the
positions of the hydrogen guests have been optimized. The positions of the oxygen
atoms for the water cages in their model were determined from the X-ray structure.
Water hydrogen atoms were placed at 1.0 A

�
distance from the oxygen atoms. They

calculated encapsulation energies for up to three hydrogen guests in the small cages
and up to five hydrogen guests in the large cages. The model predicts that at a
pressure of 2 kbar and a temperature of 250K, the most stable configuration
encapsulates two guests in the small cages and four in the large cages.

Alavi et al. [37] used a molecular dynamics approach to study the stability of sII
hydrogen clathrates with different H2 guest occupancies. Their simulations were
done at pressures of 2.5 kbar and 1.013 bar, and for temperatures ranging from100 to
250K. The modeling results showed that at 100K and 2.5 kbar the most stable
configurations have single occupancy in the small cages and quadruple occupancy in
the large cages. Further, the optimum occupancy for the large cages decreased as the
temperaturewas increased. They concluded that double occupancy in the small cages
increases the energy of the structures and causes tetragonal distortion in the unit cell.
In a later study, the same authors studied theoretically the effect of multiple cage
occupation and promotion with THF [38] in type sII clathrates, as well as type H
clathrates promoted with methyl tert-butyl ether (MTBE) [39]. These investigations
were focused primarily on the effect that multiple H2 occupation would have on the
calculated total potential energy, unit cell volume, and thermal expansion coefficients
of the clathrates. Their results showed that substitution of the THF or MTBE
molecules in the large cageswith 4 hydrogenmolecules increases the configurational
energy of the unit cell. Common model potentials were used for the interactions
with the promoter molecules. The SPC/E model [40] was used for the water–water
interactions. This model, however, has known deficiencies in describing liquid–
water and ice–water interactions [41–43]. There are no reports in the literature
validating the use of these potentials for describing pure or promoted hydrogen
clathrate hydrates, nor any investigations on the sensitivity of the results to the nature
of the potentials.

In 2007, Frankcombe and Kroes [44] tested a range of model interaction potentials
in order to identify the potentials that do succeed at reproducing experimentally
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measured properties of hydrogen-containing clathrates. Although they found that
no water–water interaction models can reproduce the behavior expected at the
studied temperature andpressure conditions, they found that theTIP5Ppotential [45]
gave the closest match to experimentally observed clathrate stabilities.

Katsumasa et al. [46] examined the cage occupancy of hydrogen clathrate hydrates
using grand canonical Monte Carlo (GCMC) simulations for wide ranges of tem-
perature and hydrogen pressures. Their simulations were carried out with a fixed
number of water molecules and a fixed chemical potential for the guest hydrogen
molecules. They extended the method to a clathrate hydrate under a constant guest
component pressure. They showed that a hybridMonte Carlo approach is suitable for
estimating the occupancy of guests in clathrate hydrates. It was also found that the
smaller cages in structure sII are capable of accommodating only a single guest
molecule, even at pressures as high as 500MPa, which agrees with recent experi-
mental observations. The larger cagewas found to encapsulate atmost four hydrogen
molecules. This leads to a highest occupancy ratio of 0.35. The obtained result is
reasonable considering the size of a hydrogen molecule.

In a sequence of three papers, Papadimitriou et al. [47–49] performedMonte Carlo
molecular simulations in the Grand Canonical Ensemble to study the multiple
occupancy of argon and hydrogen in the various cavities of structures II and H.

It was found that in sII the small cavity always contained only one H2 molecule,
whereas the large cavity of this structure could accommodate up to four hydrogen
molecules. In the presence of THF, all large cavities turned out to be occupied by the
promoter molecule, regardless of its concentration in the aqueous phase.

Similar molecular simulations for sH hydrate showed that both the small and
medium sized cavities could accommodate only one hydrogenmolecule, whereas in
the large cavity of sH, as many as eight hydrogen molecules could be hosted.

From the above discussions, it can be concluded that the accurate determination,
born experimentally and theoretically, of H2 occupancy in the small cages of
hydrate structures under different conditions of pressure and temperature is
crucial to establish whether H2 hydrate will be able to compete as a suitable
material for hydrogen storage.

3.6
Future of Hydrogen Storage

To converge to a practical and cost-efficient solution regarding hydrogen fuel storage,
much research remains to be done. This is even more important in the field of
hydrogen hydrates, which seriously lacks the basic knowledge necessary. As ex-
plained above, scientists do not even agree yet on the number of guest molecules
occupying the cages of hydrates. This is why Schlapbach and Zuttel [50] suggest that
the key to the fabrication of proper hydrogen storage materials lies in further
characterization of the fundamental nature and strength of hydrogen bonding
interactions with a variety of host materials. Fortunately, with the discovery of
hydrogen clathrate hydrates in 1999 and the spark of the idea of hydrogen storage
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in hydrates, the current decade is witnessing some activity by various groups. It is
expected that research will intensify in this area in the future.

There is much scope to investigate different potential promoters, which not only
increase hydrate stability and lower storage pressures, but may also be able to alter the
hydrate structure to other forms that have higher storage capacities. Fundamental
research must be coupled with detailed economic studies to ensure optimum combi-
nations of storage temperatures and pressures, among the wide range of possible
combinations. The possibility of storing natural gas hydrates under self-preserving
conditions at temperatures up to 75 �C higher than the equilibrium temperatures has
beenwell-documented. Investigation of the existence or lack of such a phenomenon for
hydrogen hydrates may lead to significant design improvements and cost reductions.
Calorimetric studies are also necessary for economic evaluations of hydrogen hydrate
formation anddissociationenergydemands.Aproper selectionof the formof storageof
hydrates, that is, bulk, solid, slurry, powder, pellets, and so on, will ensure the optimum
selection between maximum gas density, hydrate stability, and a fast-enough rate of
release of gas. The form of hydrates will also affect the type of storage; whether a fixed
refillable tank within the vehicle, or removable tanks that are refilled in the factory. The
overall cost of hydrate storage is heavily dependent on production costs. In this respect,
an increased rate of production can significantly decrease the expenses. This can be
achieved by different techniques: gas–water–hydrate mixture stirring at hydrate for-
mation conditions, hydrate formation from fine ice powder, gas bubbling through a
water column, water spraying in a gas atmosphere, using different additives inwater to
accelerate hydrate nucleation, using small amounts of surfactants (in the ppm range) to
increase liquid–vapor contact, or a combination of the above [51].
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4
Metal Hydrides
Jacques Huot

4.1
Introduction

Metal hydrides are promising candidates for many stationary and mobile hydrogen
storage applications. Presently, the most common use of metal hydrides is as anode
material in commercial nickel-metal hydrides (Ni-MH) rechargeable batteries which
have replaced conventional nickel-cadmium batteries in many applications. A wide
variety of Ni-MH batteries are now on the market with cell sizes ranging from
30mAh to 250Ah [1, 2]. Some other applications are: hydrogen compression [3],
aircraft fire-detectors [4], isotope separation [5], and hydrogen getters for microelec-
tronic packages. Hydride formation is also used in the HDDR process (hydrogena-
tion–disproportionation–desorption–recombination) for the synthesis of magnetic
materials such as Nd2Fe14B [6]. A striking application is as a component of
cryocoolers for the ESA Planck mission [7]. Another exciting new application is the
use ofmetal hydrides for switchablemirrors [8]. As we can see,metal hydrides have a
wide range of applications. However, most research and development is targeted
towards two applications: batteries and hydrogen storage. The former is now widely
exploited but the latter is still facing many technical problems. The main advantages
of storing hydrogen in a metal hydride are the high hydrogen volumetric densities
(sometimes higher than in liquid hydrogen) and the possibility to absorb and desorb
hydrogen with a small change in hydrogen pressure [9].

The physics of hydrogen in elementalmetals was reviewed at the end of the 1970s in
thebooksHydrogeninMetals,volumesIandII[10,11].The1970salsosawtheemergence
of the important field of intermetallic compounds as hydride materials. An in-depth
reviewof thisfield can be found inHydrogen in Intermetallic Compounds volumes I, and
II [12,13].Areviewofthepropertiesandapplicationsofhydrogeninmetalscanbefound
in the third volume ofHydrogen inMetals [14]. The basic properties of themetal–hydro-
gen system are discussed from a fundamental point of view by Fukai [15]. Although
initial studies onnanocrystalline and amorphousmetal hydrideswere initiated around
the 1980s [16], the real emergence of nanocrystalline metal hydrides as a new class of
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hydrides came only in the early 1990s [17]. There are a number of recent review papers
targeted on metal hydrides for hydrogen storage [18–31].

Even though the first metal hydride was discovered more than 100 years ago,
intensive research on this class of materials is relatively new. Investigation of the
hydrogen–metal interactions is very interesting from a fundamental point of view as
well as for practical applications. In this chapter, we focus on the materials and
properties that are especially important for hydrogen storage applications.

4.2
Elemental Hydrides

Metal hydrides can be defined as a concentrated single-phase compound between a
hostmetal and hydrogen [32]. The firstmetal hydridewas discovered byGrahamwho
observed that palladium absorbed a large amount of hydrogen [33]. Only a few simple
hydrides were known before the twentieth century and hydride chemistry did not
become active until the time of World War II [34]. Simple binary metal hydrides can
be grouped into three basic types according to the nature of the metal–hydrogen
bond [35].

4.2.1
Ionic or Saline Hydrides

This group include the binary hydrides of all alkalimetals and of alkaline earthmetals
from calcium through barium [36]. In these compounds, hydrogen exists as a
negatively charged ion (H�) and can be considered as a member of the halogen
series. Therefore, many physical properties such as hardness, brittleness, optical
properties and crystal structures are similar to the corresponding halides. The alkali
metal hydrides have a sodium chloride structure, while the alkaline earth hydrides
have a barium chloride structure [37]. Typical binary ionic hydrides are sodium
hydride NaH and calcium hydride CaH2. Saline hydrides have high conductivities
just below or at themelting point. Complex ionic hydrides such as lithiumaluminum
hydride LiAlH4 and sodium borohydride NaBH4 are used commercially as reducing
agents. In general, the binary ionic hydrides are too stable for hydrogen storage
application with the exception of magnesium [37]. However, magnesium hydride is
not a true ionic hydride. In magnesium hydride the interaction between hydrogen
andmagnesium is partly ionic and partly covalent. Thus,magnesiumhydride should
be considered to be a transition hydride between ionic and covalent hydrides.

4.2.2
Covalent Hydrides

Covalentmetal hydrides are compounds of hydrogen andnon-metals.Here, atoms of
similar electronegativities share electronpairs. In general, covalent hydrides have low
melting and boiling points. Because of the weak van der Waals forces between
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molecules, most covalent hydrides are liquid or gaseous at room temperature and
those that are solid are thermally unstable [38]. Examples of covalent hydrides are
water (H2O), hydrogen sulfide (H2S), silane (SiH4), aluminum borohydride Al
(BH4)3,methane (CH4) and other hydrocarbons.Covalent hydrides cannot be formed
by direct reaction of hydrogen gas and the element, complex chemical reactionsmust
be used to synthesize them [35]. Because of this difficulty in synthesis, covalent
hydrides are not good candidates for hydrogen storage applications.

4.2.3
Metallic Hydrides

Most of the hydrides that could be used for hydrogen storage are metallic in
nature [37]. Metallic hydrides are formed by transition metals including the rare
earth and actinide series. In these hydrides, hydrogen acts as a metal and forms a
metallic bond. They have high thermal and electrical conductivities. However, unlike
metals, they are quite brittle [38]. The prevailing explanation is that in the metallic
hydrides the 1s electron on the hydrogen atomparticipates in the conduction band of
themetal to generate newM–Hbonding states [20, 39].Metallic hydrides have a wide
variety of stoichiometric and non-stoichiometric compounds and are formed by
direct reaction of hydrogen with the metal or by electrochemical reaction. Examples
of metallic hydrides are TiH2 and ThH2.

The above division should not be taken too literally. In fact, most of the metal
hydrides have amixture of different types of bonding. For example, in LiH the bonds
are mainly ionic but still have a significant covalent component [35].

4.3
Thermodynamics of Metal Hydrides

4.3.1
Introduction

As most of the hydrides discussed here are formed by direct reaction with gaseous
hydrogen, it is important first to discuss the thermodynamics of hydride formation.
In this section, the thermodynamic aspect of hydride formation will be briefly
sketched. In-depth treatment of the thermodynamics of metal–hydrogen systems
can be found in the literature [32, 40–44].

When exposed to hydrogen, a hydride-formingmetal (M)will formametal hydride
following the reaction:

Mþ x
2
H2 , MHx þQ ð4:1Þ

where Q is the heat of reaction of hydride formation. The thermodynamic aspect
of this reaction is conveniently described by pressure–composition isotherms (PCI).
A schematic PCI curve is shown in Figure 4.1.
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At low concentration (x� 1) hydrogen first dissolves in themetal lattice and forms
a solid solution phase (a phase). Hydrogen is then randomly distributed in themetal
host lattice and the concentration varies slowlywith temperature. Theaphase has the
same crystal structure as the bare metal. The condition for thermodynamic equi-
librium is given by:

1
2
mH2

ðp;TÞ ¼ mHðp;T ; cHÞ ð4:2Þ

where mH2
is the chemical potential of molecular hydrogen, mH is the chemical

potential of atomic hydrogen in solution in the metal and cH is the hydrogen
concentration (cH�H/M) whereH andM are, respectively, the number of hydrogen
and metals atoms in the unit cell.

As the hydrogen pressure increases, the concentration also increases until the
attractive H–H interaction becomes important [32]. At this point, nucleation of a
higher concentration phase (b phase) occurs. The system now has three phases (a, b
and hydrogen gas) and two components (metal and hydrogen). From theGibbs phase
rule, the degree of freedom ( f ) is:

f ¼ C�Pþ 2 ð4:3Þ
Where C is the number of components and P is the number of phases. Therefore, in
the two-phase region the concentration increases while the hydrogen pressure is
constant. Once the pure b phase is reached (complete disappearances of thea phase)
the system has two degrees of freedom. Hydrogen enters into solid solution in the b
phase and the hydrogen pressure again rises with concentration.

Figure 4.1 (a) Schematic of a pressure–composition isotherm. a is the solid solution of hydrogen
andb is the hydride phase; (b) van�tHoff plot giving the enthalpy of hydride formationDH. (Adapted
from [32]).
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4.3.2
Low Concentration

At low pressures (P< 100 bar), hydrogen can be considered as an ideal gas and its
chemical potential is given by [45]:

1
2
mH2

¼ 1
2
H0

H2
� 1
2
TS0H2

þRT ln p1=2H2
ð4:4Þ

Where H0
H2

and S0H2
are, respectively, the standard state enthalpy and entropy.

On the other hand, the chemical potential of a dissolved H atom is [15]:

mS ¼ HS�TSidS þRT ln
c

b�c

� �
ð4:5Þ

WhereHS is the enthalpy,SidS is thenon-configurational part (vibration) of the entropy
of hydrogen in solid solution. The third term is the configurational part of the entropy
where b is the number of interstitial sites permetal atoms and c is the number of sites
occupied by hydrogen atoms. According to Eq. (4.2), the equilibrium condition is
then expressed as:

DHS�TDSS ¼ RT ln p1=2 þRT ln
b�c
c

� �
ð4:6Þ

Where

DHS ¼ HS� 1
2
H0

H2
ð4:7Þ

DSS ¼ SidS �
1
2
S0H2

ð4:8Þ

For very dilute solutions c� b (region I of Figure 4.1), the equilibrium is described
by Seivert�s law which is simply Henry�s law for a dissociating solute [46].

p1=2H2
¼ KS ð4:9Þ

Where KS is a constant given by:

KS ¼ exp
1
RT

DHS�TDSS�RT ln b½ �
� �

ð4:10Þ

Seivert�s law is valid because gaseous hydrogen can be considered an ideal gas and
H2 molecules are dissociated into atoms before becoming dissolved in metals [15].
Figure 4.2 presents the heat of dissolution for alkali, alkaline earth, and transition
metals.

We see that the heat of solution has the same trend across the periodic table for the
three rows of elements. This is an indication that the heat of solution is determinedby
the coarse electronic structure of the host metal [15]. In the case of the entropy term,
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themajor contribution is from configurational entropy loss of gaseous hydrogen and
is thus roughly constant for all metals (DSs��65 kJ (molH)�1).

4.3.3
High Concentration

In general, the heat of solution is a function of the hydrogen concentration. In the
preceding section we derived an expression for infinite dilution. We will now
consider the case of high concentration (region II of Figure 4.1). We have seen that
the phase rule requires the pressure to be invariant at any temperature below the
critical temperature. The equilibrium pressure Peq at the a ! b phase transforma-
tion is given by the van�t Hoff law.

ln Peq ¼ DH
RT

�DS
R

ð4:11Þ

whereDH andDS are, respectively, the enthalpy and entropy of thea ! b transition.
In general, the entropy change is mainly given by the loss of standard entropy of the
hydrogen gas as it enters themetal lattice. Thismeans that the entropy term does not
depend significantly on the nature of the metal and that the DS term can be
considered constant [43]. In the calculation of the enthalpy, the H–H interactions
should now be taken into account. In the following, we assume that the enthalpy of
formation (DH) of the b phase varies linearly with hydrogen concentration. The
dependence of DH on x could be expressed as [15]

qDH
qx

¼ qDH
qV

� �
x

qV
qx

þ qDH
qx

� �
V

ð4:12Þ

Figure 4.2 Heat of solution of hydrogen in alkali, alkaline earth, and transition metals. (From
ref. [42, 47]).
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The first term on the right-hand side is the elastic contribution and is expressed
as [15]:

qDH
qV

� �
x

qV
qx

ffi �cK0
v2H
v0

� �uels ð4:13Þ

where v0 is the atomic volume, v2H is the volume increase per hydrogen atom (usually
between 2 and 3A

� 3 [48]), K0 is the bulk modulus and c is given by:

c ¼ 2ð1�2sÞ
3ð1�sÞ ð4:14Þ

where s is the Poisson�s ratio. Usually, K0 is nearly constant with hydrogen
concentration. Therefore, for a given metal, the elastic contribution could be
considered as constant. The contribution of the elastic interaction on the heat of
solution was first recognized by Alefeld and can be visualized in the following
way [49, 50]. When a hydrogen atom is inserted into an elastic medium, it will
produce local distortion of the lattice. The force exerted is generally repulsive,
therefore the lattice will expand, decreasing the potential energy of the hydrogen
atom and increasing the lattice energy of the lattice. This long-range displacement
field falls off with 1/r2 and its symmetry depends on the crystal symmetry and also on
the local symmetry of the H-atom site. When a second hydrogen atom is inserted, it
enters into a pre-expanded lattice. The potential energy of this second hydrogen will
therefore be lower than if the first hydrogen atomwas absent. The potential energy of
the crystal decreases as the two hydrogens get closer, until its short-range repulsion
becomes important. The heat of solution is thus lowered in proportion to the
hydrogen concentration. A calculation taking into account the discrete nature of
the lattice has been made for Nb and Ta [51].

The second term of (4.12) which includes all volume-independent effects could be
called the �electronic� contribution ðue lnÞ. This contribution will be discussed in
more detail later. A simple interpretation is that themain part of ue ln comes from the
extra electrons brought into the lattice by the hydrogen atoms. However, a close
inspection of the heat of solution for a number of elements shows that the electronic
contribution varies systematically with the group number and that it can be negative.
This is in contradiction with the band-filling model [15]. Furthermore, at high
hydrogen concentration the many-body interaction should be taken into consider-
ation [52]. In a first principle investigation on alkali, alkaline earth, and transition
metal hydrides, Smithson et al. [53] have shown that the electronic term is indeed
negative and provides the stabilization for the hydride. They confirm that the
electronic term becomes more positive across the transition-metal series. Their
calculation also shows that the elastic termhas approximately the samemagnitude as
the electronic one.

Before closing this section on thermodynamics, it should be mentioned that two
schemes are used for modeling PCI curves [54]. In one of them, mathematical
expressions based on the interstitial site occupation of hydrogen are used to calculate
pressure as a function of concentration [55, 56]. The other is based on the phase

4.3 Thermodynamics of Metal Hydrides j87



transition between thea and b phases [54, 57, 58]. The advantage of the last scheme is
that it can explain hysteresis in the PCI curve.

4.4
Intermetallic Compounds

4.4.1
Thermodynamics

Most of the natural elements can form hydrides. However, as shown in Figure 4.3,
their dissociation pressures and temperatures are not suitable for most practical
applications (0–100 �C and from 1 to 10 bar of hydrogen pressure). Only vanadium
satisfies these criteria but its reversible hydrogen capacity is still too low. Therefore,
alloys have to be developed with the goal being to meet the specific criteria of a given
practical application. However, the alloy–hydrogen system is more complex than the
metal–hydrogen system, mainly because the interstitial sites now have different
chemical and geometrical configurations.

Thefirst intermetallic compound that could reversibly absorb hydrogen (ZrNi)was
reported by Libowitz et al. [60]. A magnesium-based hydride with relatively high
capacity (Mg2Ni) was reported by Reilly and Wiswall in 1968 [61]. Later, room-
temperature hydrides such as the ternary hydrides TiFeH2 and LaNi5H6 were

Figure 4.3 Dissociation pressure as a function of temperature for selected elemental hydrides.
Limits of the inset box are 0–100 �C and 1–10 atm. From ref. [59].
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discovered [62, 63]. Since then, a huge number of intermetallic hydrides have been
investigated. Compared to pure metal hydrides, intermetallic hydrides are consid-
ered to have a wider range of hydride stability [43].

In most cases, intermetallic compounds are built by alloying a metal which easily
forms stable hydrides (A) and another element which does not form stable hydrides
(B). The intermetallics thus formed could then be grouped according to their
stoichiometry such as: AB5 (LaNi5, CaNi5), AB2 (ZrMn2, ZrV2), AB (TiFe) and
A2B (Mg2Ni).

In some cases, empirical rules can also relate thermodynamic properties to crystal
structures. One of the best-known cases is in the AB5 systems where the equilibrium
pressure is linearly correlated to the cell volume. As the cell volume increases, the
equilibrium plateau pressure decreases, following a lnPH law [64]. However, some
exceptions exist to this rule such as in LaPt5where electronic effectsmake the smaller
unit cell more stable [65]. Nevertheless, generally, for intermetallic compounds the
stability of the hydride increases with the size of the interstices [66]. A limitation of
this empirical rule is that comparison between different types of intermetallics is
impossible. For example, the stabilities of AB2 alloys cannot be compared with those
of AB5 alloys [43].

In order to meet the requirements of a practical application, a metal hydride must
first satisfy the thermodynamic requirements: operation temperature and hydrogen
pressure. As the entropy term of Eq. (1.11) is effectively the same for all compounds,
this means that the heat of formation (DH) is the principal parameter of a given alloy
for hydrogen storage applications. Unfortunately, first principles calculations of DH
for ternary alloys are still lacking [47]. However, semi-empirical models can be
applied for some systems and give useful physical insight on the hydride formation.
We will briefly discuss here the two principal semi-empirical models: Miedema�s
model and the semi-empirical band structure model.

4.4.1.1 Miedema�s Model
Miedema and coworkers have developed a model which gives reasonably good
agreement between calculated and experimental heat of formation [67–70]. Consider
a binary alloy ABn where element A easily forms a hydride and element B does not
form a hydride. Element A forms a hydride following the reaction

Aþðx=2ÞH2 $ AHx ð4:15Þ
At a given temperature T, this reaction has a hydrogen equilibrium pressure P0.

Consider nowa solid solution of thismetalwith a non-hydride formingmetal (B). The
relative partial molar free energy of A in the alloy is DGA. If the resulting alloy ABn

reacts with hydrogen as

ABn þðx=2ÞH2 $ AHx þ nB ð4:16Þ

Then, the hydrogen pressure equilibrium of reaction (4.16) is given by

P ¼ P0 exp
�2DGA

xRT

� �
ð4:17Þ
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SinceDGA is always negative, P is always higher than P0. Therefore, the formation
of a solid solution with a non-forming hydride has the effect of destabilizing the AHx

hydride. The above relation holds when the alloy decomposes upon hydrogenation.
However, most of the time, the AB alloy will not decompose upon hydrogenation but
instead react as a ternary hydride.

ABn þ xH2 $ ABnH2x ð4:18Þ
In general, the plateau pressure of reaction (4.18) will also bemuch higher than in

reaction (4.15). For example, the dissociation pressure of ZrNiH2 is 10
10 higher than

for ZrH2 [46]. In Miedema�s model, it is assumed that, in a compound, the atomic
cells of metals A and B are similar to the atomic cells of the pure A and B metals. A
schematic representation of the unit cell is given in Figure 4.4.

Upon hydrogenation the hydrogen atoms will bond with an A atom but they will
also be in contact with B atoms. The atomic contact between A and B that was
responsible for the heat of formation of the binary compound is lost. The contact
surface is approximately the same for A–H and Bn–H thus implying that the ternary
hydride ABnH2m is energetically equivalent to a mechanical mixture of AHm and
BnHm [37]. More specifically, this could be explained by two terms: one is due to the
mismatch of the electronic density of metals A and B at the boundary of their
respective Wigner–Seitz cells, the other term is associated with the difference in
chemical potential of the electrons in metals A and B. From these considerations, a
semi-empirical relation for the heat of formation of a ternary hydride can be written
as [70]:

DHðABnH2xÞ ¼ DHðAHxÞþDHðBnHxÞ�DHðABnÞ ð4:19Þ
Relation (4.19) is usually called Miedema�s rule of reversed stability and states that

the heat of formation of a ternary hydride is the difference between the sum of the
heat of formation of the elemental hydride and the alloy enthalpy of formation.
Because atom A is hydride forming, the first term of the right-hand side is negative
and has a large absolute value while the second term is small (or even positive) and

A

H

H

H

H

H

H

B

B

B

B

B

B

Figure 4.4 Schematic of unit cell of ABn alloy with and without hydrogen. Atomic cells of hydrogen
are indicated by broken lines. Adapted from refs [37, 70].
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may be neglected. Because of the minus sign associated with the alloy enthalpy of
formation, when the alloy ismore stable (enthalpymore negative) the right-hand term
becomesmore positive and the ternary hydride becomesmore unstable. For example,
LaCo5, being less stable than LaNi5, the hydride of LaCo5 is more stable than the
corresponding LaNi5 hydride. Thus, Miedema�s rule is less stable alloys form more
stable hydrides.

4.4.1.2 Semi-Empirical Band Structure Model
In this model, proposed by Griessen and Driessen [71], each metal is characterized
by the difference between theFermi level (EF) and the energy of the lowest conduction
band of the host metal (Es). For a binary hydride, the heat of formation is then
given by:

DH ¼ ns
2

aðEF�EsÞ�b½ � ð4:20Þ

Where, fromfitting experimental values, the parametersa andb are determined to be
equal to 29.62 kJ eV�1 (molH)�1 and �135 kJ (molH)�1, respectively [71, 72]. This
model could also be applied to ternary hydrideswith an agreementwith experimental
values that is generally better thanMiedema�smodel. Figure 4.5 shows a comparison
between experimental and calculated heats of formation for various ternary

Figure 4.5 Measured heat of formation of ternary hydrides compared to values calculated with the
semi-empirical band model From ref. [71].
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hydrides [71]. Themodel gives a fairly good approximation of the experimental heat of
formation.

Before closing this section it should be pointed out that the formation of most
hydrides of intermetallic compounds is metastable with respect to disproportion-
ation [35]. Again, taking LaNi5 as an example, the disproportionation reaction:

LaNi5 þH2 ! LaH2 þ 5Ni ð4:21Þ

has a lower free energy than the hydride formation reaction:

LaNi5 þ 3H2 $ LaNi5H6 ð4:22Þ

Nevertheless, because the disproportionation reaction requires rearrangement of
metal atomswhile in thehydride reaction themotion of atoms isminimal, the ternary
hydride formation is kinetically favored at low temperature [35]. However, at high
temperature (around 573K [73]) the disproportionation reaction is more likely to
occur.

4.4.2
Crystal Structure

Ternary hydrides have a diversity of crystal structures with various symmetries.
Usually, upon hydrogenation binary alloys will experience lattice expansion and
distortion but the crystal structure will stay the same. On the other hand, for some
hydrides, such as TiFe, Mg2Ni, CaNi5 and LaNi5, the crystal structure changes with
hydrogen content. From geometrical considerations and calculations for various
hydrogen concentrations in AB2 hydrides of Friauf–Laves phases type, Westlake
found the empirical rule that the minimum hole size is 0.4 A

�
while the minimum

bond distance between hydrogen atoms is 2.1 A
�
[74, 75]. There are only a few

exceptions to this rule and the reported discrepancies may be due to the difficulties
of structure refinement using neutron diffraction. Gross et al. have shown, for LaNi5
and MgNi3B2, that this criterion is a valuable tool in the search for hydride-forming
intermetallic compounds [76].

On hydrogenation, hydrogen atoms will occupy specific interstitial sites. The
interstitial sites in threemajor crystal structures of hydrides are shown in Figure 4.6.
Only octahedral (O) and tetrahedral (T) sites are shownbecause they are the only ones
occupied by hydrogen atoms. However, some distinction should be made between
the different structures. In the fcc lattice, the Tand O sites are, respectively, enclosed
in regular tetrahedral and octahedral formed by metal atoms. At low or medium H
concentration, the preferred interstitial sites are octahedral. In the hcp lattice, the
tetrahedral or octahedral sites become distorted as the ratio of lattice parameters c/a
deviates from the ideal value of 1.633. Tetrahedral sites are favored at low H
concentration in hcp metals. In fcc and hcp lattices, for each metal atom, there is
one octahedral site and 2 tetrahedral sites available for hydrogen after considering the
Westlake criterion.
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In fcc lattices, the tetrahedral and octahedral sites are surrounded by regular
polyhedra. For hcp lattices, the polyhedra are distorted if the ratio of lattice para-
meters c/a deviates from the ideal value of 1.633. In a bcc lattice, the polyhedra are
greatly distorted. For the O sites, two metal atoms are much closer to the interstitial
site than the other fourmetal atoms. Therefore, theO sites are subdivided intoOx, Oy,
andOz sites according to the direction of the fourfold symmetry axis. In the sameway,
the Tsites of a bcc lattice are divided according to their symmetry axis and are denoted
Tx, Ty, and Tz. The hydrogen atom has three octahedral and six tetrahedral sites
available per metal atom. Hydrogen will preferentially occupy the tetrahedral sites in
bcc metals [15]. Upon hydrogenation, the sites will be filled from the lowest to the
highest energies. However, some sites will remain empty because of mutual
repulsion between H atoms and reorganization of interstitial sublattices due to H
occupancy [15].

Figure 4.6 Interstitial octahedral (O) and tetrahedral (T) sites in face centered cubic (fcc),
hexagonal close packed (hcp), and body-centered cubic (bcc) lattices.
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4.4.3
Electronic Structure

The consequence of hydrogenation on the electronic structure can be broadly
classified into four types of effects [32].

1) Modification of the symmetry of electronic states and reduction of the width of
the bands due to expansion of the crystal lattice.

2) Appearance of a metal–hydrogen bonding band below the metal d-band.
Electrons are transferred from the s–d band to this new band and some metal
states could be pulled down below the Fermi level.

3) In hydrides that have more than one hydrogen atom per unit cell, the H–H
interaction produces new attributes in the lower portion of the density of states.

4) General upward shift of the Fermi level due to the inequality between the
additional electrons brought by hydrogen and the number of new electron states.

Density functional theory is used for band structure calculations of hydrogen
storage materials. This method has been applied to a variety of hydrides such as
AB5 [77–79], AB [77], transition metals [53, 80], Laves phases [81], and complex
hydrides [82]. Theoretical investigation is not only useful for the prediction of the heat
of formation but it could also assess the elastic and mechanical properties of these
materials, properties which are usually difficult to measure in the case of
hydrides [78].

Recently, Grochala and Peters have shown that the thermal decomposition
temperature of many binary hydrides could be correlated with the standard redox
potential for the metal cation/metal redox couple and with the standard enthalpy of
decomposition [18, 83]. They also showed that, for multinary hydrides, the decom-
position temperature could be tuned by a careful choice of the stoichiometric ratio
and of the Lewis acid/base character of the constituent elements.

4.5
Practical Considerations

As the object of this book is hydrogen storage, we will consider here some practical
aspects of metal hydrides that are important for their large scale utilization.
Obviously, the first consideration should be the synthesis of the alloy/hydride. If
an alloy is synthesized, then the next problem to face is activation (i.e., first
hydrogenation) which should be done in conditions as close as possible to the true
thermodynamic equilibrium. For most uses, the absorption/desorption of hydrogen
will have to be done in a small temperature/pressure interval, this is one of the main
advantages of metal hydrides over high-pressure tanks. However, this condition
means that the system should present a flat plateau and a small hysteresis. For the
majority of applications, the most important parameter is the amount of hydrogen
that can be reversibly stored and extracted from the metal hydride. Evidently,
each specific application has a particular requirement in terms of hydrogenation/
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dehydrogenation kinetics and life cycle. Finally, the resistance of the alloy to
pulverization should be assessed. In the following sections each of these aspects
will be discussed.

4.5.1
Synthesis

As more sophisticated metal hydrides are developed (nanocrystalline, multicompo-
nent systems, composites and nanocomposites, graphite/metals or similar hybrid
systems, clusters, etc.), it is important to be aware that, for practical applications, a
large volume of material should be processed in a fast, inexpensive and reliable way,
for example casting. Techniques such as cold vapor deposition may be impossible to
scale up but this does notmean they should be discarded as ameans of studying new
metal hydrides. On the contrary, laboratory techniques allow much better control of
the end product and permit the elaboration of new compounds. Once an attractive
compound is found then another challenge will have to be faced: scaling up the
synthesis. In this respect, it is important for the community of metal hydrides
researchers to also study large-scale production techniques in order to make the
transition from laboratory to industrial scale easier.

4.5.2
Activation

A very important problem for practical applications of metal hydrides is the fact that
the surfaces of metals are usually covered with oxide of various thicknesses,
depending on the formation process of each particularmetal. This willmost probably
be the case for all industrial means of production of metal hydrides. This oxide layer
acts as a hydrogen barrier and must be broken in order for the gaseous hydrogen to
access the bare metal. Therefore, the first hydrogenation is usually performed (for
conventional alloys) at high temperature and hydrogen pressure in order to �force�
the hydrogen through the oxide layer. Upon hydrogenation, the lattice volume
increases significantly while on dehydrogenation the lattice reverts to its original
size. This expansion–contraction breaks the metal particles, exposing fresh metal
surface and reducing particle size [43]. Significant anisotropic lattice strain
and dislocations are also introduced by the activation process [84–87]. In the
activation of LaNi5, isotropic and anisotropic lattice strains are introduced only in
the hydride phase while the solid solution phase strain is as small as in the
unhydrided phase [87]. Moreover, the majority of dislocations are a-type edge
dislocations (with Burgers vectors of the 1/3<12-10> types) on (10-10) [88]. The
density of these dislocations is quite high and was evaluated to be of the order of
1012 cm�2 [88]. The hydride phase is considered to nucleate at lattice defects where
the elastic strain is largely relieved [89].

For Mg2Ni, Chen et al. [90] reported that activation is easier after mechanical
grinding due to the increase in specific surface area and the creation of new defects.
However, they found thatmechanical grinding has no positive effect on the activation
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of La2Mg18Ni. For coarse-grained materials, there have been a number of methods
designed to facilitate the activation process. For example, in fluorination treatment
the surface of hydrogen storage alloys ismodified by reaction in afluorine-containing
solution [91–93]. By removing the surface oxides, increasing the specific surface area
and creating more catalytic sites on the surface, fluorination treatment can improve
the activation and hydrogen sorption kinetics.

For practical applications, activation is an important factor to take into account
while designing the tank system. If activation has to be performed in the tank then it
has to be designed for a range of temperatures and pressures greater than the
working conditions. On the other hand, filling the tank with activatedmetal hydrides
is difficult since activated alloys are usually more sensitive to air contamination than
unactivated metal hydrides.

4.5.3
Hysteresis

Hysteresis is a complex phenomenon in which the absorption plateau is at a higher
pressure than the desorption plateau, thus forming a �hysteresis loop�, as shown in
Figure 4.7. There are, therefore, two sets of �thermodynamic� parameters which
correspond to each plateau [41].

One explanation of hysteresis is that the accommodation of elastic and plastic
energies is not equal in the hydrogenation and dehydrogenation processes [94–98].
Another model explains the hysteresis in terms of coherent strain [57, 58]. In this
model, the metal–hydrogen system is treated as a partially open two-phase structure
in equilibriumwith a large source of interstitials (large open system), and a coherency
strain between the two phases generates a macroscopic barrier. This macroscopic
barrier cannot be overcome by thermal fluctuation, thus ametastable phase is locked
until the chemical potential reaches a sufficient value to overcome this obstacle. The
macroscopic barrier depends on the nature of the alloy and is independent of the way
the transformation proceeds [58]. However, a model based on strain coherency
implies that lattice expansion between dehydrided and hydrided phases is not too
large, a fact not common for typical metal hydrides where expansions of the order of
20% and over are common. Recently, Rabkin and Skripnyuk proposed a pseudo-two-
phase equilibrium concept where coexistence between a dehydrided matrix and
hydrided particles is possible [99]. This model predicts a decrease in hysteresis with
decrease in powder particle size.

Quantitatively, hysteresis is represented by the free energy difference:

DGH2ðhystÞ ¼ RT lnðPA=PDÞ ð4:23Þ
wherePA andPD are the absorption and desorption pressures, respectively. There are
some views that PD represents the �true� equilibrium plateau pressure, but Flanagan
et al. provided evidence that the equilibrium pressure lies somewhere between PA

and PD [41]. Sandrock et al. pointed out that hysteresis is not a unique
material property and depends on the sample�s history and on the test procedure
used [100]. For practical applications, hysteresis is an important feature, because it
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has an important impact on the service pressure of the storage tank. In fact, it could
translate to a loss in the efficiency of the material due to irreversible deformation
during absorption and desorption of hydrogen. In most applications, hysteresis
should be as small as possible. This can be achieved by element substitution and heat
treatment.

4.5.4
Plateau Slope

Another important characteristic of a �real� PCI curve is the plateau slope which is
usually represented by the relation [100]:

slope ¼ dðln PÞ
dðH=MÞ ð4:24Þ

Figure 4.7 Schematic isothermal pressure composition hysteresis loop. From ref. [59].
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The plateau slope is not necessarily constant over the whole length of the plateau.
The major cause of plateau slope can be attributed to compositional inhomogene-
ities [56, 101, 102]. For arc-melted alloys, heat treatment could reduce the plateau
slope. Usually, the pressure in the middle of the plateau is used to characterize the
alloy. As with hysteresis, sloping plateaus have an important technological impact on
some applications and reduction of the plateau slope is advisable.

4.5.5
Reversible Capacity

For practical applications the important factor is the reversible capacity D(H/M)r
which is defined as the plateau width. Reversible capacity can be considerably less
than themaximumcapacity (H/M)max [59]. Aclassic example is vanadiumhydride. At
353K vanadium forms the so-called monohydride VHx (x� 1) at hydrogen pressure
of the order of 10�6 to 10�7MPa. At much higher pressure (about 1MPa), the
dihydride VHx (x� 2) is formed. For practical systems, dehydrogenation of the
monohydride is impossible and we could say that the vanadium reversible capacity is
between VH�1 and VH�2. Hydrogen capacity can be reported either in terms of the
atomic ratio (H/M) or in weight percent (wt.%). The atomic ratio is the number of
hydrogen atoms stored with respect to the number ofmetallic atoms.Weight percent
is the weight of hydrogen stored over the weight of the hydride phase. Another way to
report hydrogen capacity that is not often quoted, but has an important technological
impact for mobile and portable applications, is the volumetric capacity expressed by
the number of hydrogen atoms per unit volume. Usually, the reversible capacity
(DNH) and crystal volume are used to calculate this number. This definition does not
include the void volume in the crystal (always present to some extent) and, thus,
should be seen as an upper value.

4.5.6
Hydrogenation Kinetics

Hydrogenation is a complex process in which amolecule in the gas phase is split into
individual atomswhich are thenbonded in the crystal lattice of themetal hydride. The
overall kinetics is limited by the slowest step, the so-called rate-limiting step. For
laboratory work and development of new alloys, it is advisable that heat and mass
transport do not constitute the rate-limiting step [103]. This means that great care
should be given to the design of the sample holder in order to ensuremaximumheat
conduction and minimal hydrogen flow resistance. On the other hand, for practical
applications, heat and mass transport will be of the utmost importance. As an
example, let us consider the hydrogenation of magnesium. Currently, the fastest
kinetics are achieved by ball-milled MgH2 composites doped with 1mol% Nb2O5

which, at 150 and 250 �C, can absorb more than 5.0wt.% within 30 s [104]. This
means that a power of 2 kWpermole of hydrogen has to be removed from the alloy in
order to keep it at constant temperature. This is a large amount of heat that has to be
transferred out of the storage tank. Even for absorption times of 300 s, which is
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roughly the charging time asked for by the industry, and for a tank storing 5 kg of
hydrogen, thismeans 500 kWof heat power! This simple calculation indicates that for
practical applications the hydrogenation kinetics will be controlled by heat transfer, at
least for the hydrides with large heats of formation.

For metal hydride characterization, the kinetics curve for a given reaction is the
transformed fraction versus time. The dependence of this curve on pressure and
temperature should be investigated in order to deduce the rate-limiting steps of the
reaction. In the case of hydrogen–metal reaction, the situation is particularly complex
because of the heat of reaction, relatively fast reaction rates, poor thermal conductivity
of the hydride phase, and embrittlement of the products [103]. Sample size, particle
size, surface properties, and the purity of the solid and gas phases are also factors that
could have an important impact on the kinetics of a given sample. Moreover, Mintz
et al. [105] argued that the determination of the intrinsic rate-limiting step could only
be performed on massive samples and not on powders. All these facts make the
comparison of different experiments a difficult task that should be done with great
care.

A detailed description of the ways to analyze kinetic curves and to extract the rate-
limiting steps is outside the scope of this section. For in-depth treatment, the
interested reader can consult various references [106–117] and the classic book of
Christian [118].

4.5.7
Cycle Life

For practical applications it is essential that the sorption properties (capacity, kinetics,
reversibility, plateau pressure, etc.) of the hydrogen storage system stay relatively
constant during the whole life of the device. Different applications will need a
different number of cycles but usually, for most applications, the number of cycles
should be between a few hundreds to many thousands. Cycling has been studied
mainly for magnesium-based and AB5 compounds [73, 119–126]. Cycling life
depends on many parameters. An important one is, as seen in Section 4.4.1, that
hydrides of intermetallic compounds are metastable with respect to disproportion-
ation, thus leading to short cycle life. Other reasons for the reduction in cycle life are:
impurities in the hydrogen gas leading to poisoning [127–131], agglomeration of
particles [132], structural relaxation and crystalline growth [133], phase change and/
or formation of non-hydride phases [134, 135]. Nevertheless, magnesium and
magnesium-based compounds could sustain up to a few thousand cycles without
drastic changes in hydrogen sorption properties [133, 136–138]. A special way to
improve cycling stability is by element substitution [139–145].

4.5.8
Decrepitation

Decrepitation is the self-pulverization of alloy particles into smaller-size powder
because of volume change upon hydrogenation and the brittle nature of hydriding
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alloys [59]. This could change the packing of a material which in turn will change the
heat transfer and gas flow inside the storage tank. This effect is amplified by the fact
that the intrinsic heat conductivity is usually different for the hydrided and dehy-
drided state. Decrepitation could be a serious problembecause the small particleswill
fall to the lower part of the tank and, upon hydrogenation, could expand to such an
extent as to lead to tank rupture.

4.6
Metal Hydrides Systems

In this section, somemetal hydrides systemswill be reviewedwith a special emphasis
on nanocrystalline materials and gas-phase reaction. A similar review for polycrys-
talline materials has been made by Sandrock [146].

4.6.1
AB5

Literature on AB5 alloys is abundant, especially because this class of alloy has
interesting electrochemical properties. A wide range of AB5 compounds can be
synthesized because it is relatively easy to substitute elements on the A and B sites.
Element A is usually one of the lanthanides, calcium, yttrium or zirconium but for
industrial applications mischmetal is mostly used. Mischmetal is a generic name
used for an alloy of rare earth elements in various naturally-occurring proportions.
The composition varies according to the source but it typically includes approximately
50% cerium and 45% lanthanum, with small amounts of neodynium and praseo-
dymium. The B site is mainly nickel but substitution with other transition elements
such as Sn, Si, Ti or Al is common. By substitution on the A and B sites hydrogen
storage properties such as plateau pressure and slope, hysteresis, resistance to cycling
and contamination can be controlled. Unfortunately, in many instances improving
one property may lead to deterioration of another. Thus, optimization by multiple
substitution is an active field of research of AB5 alloys.

As shown in Figure 4.8, ball milling drastically reduces the hydrogen storage
capacity of LaNi5 but it can be recovered by annealing [147]. On the other hand,
mechanical alloying seems to be a suitable procedure for the synthesis of nanocrystal-
line AB5 alloys [148–150]. When milling is performed under an inert atmosphere,
hydrogen can be readily absorbed if the milled powder is not exposed to the air [151].
Compared to the unmilled alloy, ball-milled LaNi5 is easier to activate and has faster
first hydrogenation kinetics [152]. Moreover, because of the large difference in
melting point between La and Ni, mechanical alloying could be a good method for
the synthesis of LaNi5 compounds [153].

The plateau pressure increases for nanocrystalline materials with a reduction in
hydrogen capacity and a sloping plateau [152, 154, 155]. In reference [154] a high
energy shakermill (SPEX 8000) was used, while for references [152, 155]milling was
performed on a Fritsch P7 planetary mill. However, because of batch sizes, grinding
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balls and milling speed, the milling in [155] was more energetic than in [152]. This
explains why in [155] the loss of capacity is more important and the plateau slope is
greater than in [152]. Fujii et al. concluded that no improvement in hydrogen sorption
properties is expected from nanocrystalline LaNi5 because of the formation of a too
stable hydride in the grain boundaries [155]. A systematic investigation of the effect of
milling on a multi-substituted alloy has been performed by Ares et al. [156].

4.6.2
TiFe

TiFe was recognized as a metal hydride by Reilly and Wiswall [62]. Although it is a
good candidate for hydrogen storage applications despite its rather low total hydrogen
capacity (1.9 wt.%), one of the major drawbacks is the need for activation under
drastic conditions. Usually, activation is done by heating the alloy at 623–673Kunder
vacuum or hydrogen, and hydrogenation starts when the alloy is cooled to room
temperature [157]. This alloy seems to be the one used in the hydrogen tanks of fuel
cell powered submarines [158].

Early work on ball-milled TiFe has shown that nanocrystalline alloys are easier to
activate than conventional alloys [159, 160]. The final state after ball milling depends
on the oxygen content. High O2 content (>2.9 atom%) leads to formation of an
amorphous TiFe phase [159]. If the oxygen content is larger than 5 atom%, a Ti-rich

Figure 4.8 PCI curves of LaNi5 after different treatments. From ref. [147].
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amorphous phase is formed with imbedded unreacted Fe residual particles [161]. A
similar result was reported by Sun et al. [162]. Study of nanocrystalline TiFe prepared
by ball-milling has shown that this material tends to be oxidized easily, thus forming
TiO2, Fe2TiO5, and iron clusters on the nanoparticle surface [163].Milling intensity is
also an important factor for the achievement of a specific structure: at low milling
energy the intermetallic compound Fe50Ti50 is synthesized while at higher milling
intensities a partly amorphousmaterial is formed [164]. The activation step has been
shown to be unnecessary when TiFe is milled under argon with addition of a small
amount of nickel [165]. Beside being easier to activate, nanocrystalline TiFe hasmuch
higher hydrogen solubility at low pressure than conventional TiFe [162, 166]. The
simpler activation process was related to the presence on the surface of metallic iron
which acts as a catalyst for the dissociation of the hydrogen molecule [163]. Ball-
milled nanocrystalline TiFe is formed by two components: crystalline nano-grains
and highly disordered (amorphous) grain boundaries [167]. Addition of a small
amount of palladium (<1wt.%) eliminates the need for activation and permitted the
study of the relaxation effect in nanocrystalline materials [168]. In nanocrystalline
TiFe with palladium catalyst, it was found that structural relaxation leads to an
increase in the solubility gap and a change in the slope of the plateau in the PCI
curve [169]. Tessier et al. have shown that the absorption plateau of nanocrystalline
Fe50Ti50 is narrower and at a lower pressure than the coarse-grained TiFe [170]. The c
phase was also absent in the nanocrystalline Fe50Ti50 hydride. They investigated two
possible explanations for these effects: elastic stress from the amorphous phase
produced during milling and chemical disorder. The spherical shell model of the
elastic stress was in closer agreement with the experimental results [170]. A recent
investigation by Abe and Kujii showed that TiFe could be synthesized by milling Ti
and Fe, followed by annealing at a temperature higher than 773K [171].

4.6.3
AB2 Laves Phases

Laves phases consist of three structure types, which are named after the representa-
tives cubicMgCu2 (C15), hexagonalMgZn2 (C14) and hexagonal MgNi2 (C36). Laves
phases form the largest group of intermetallics and thus have a wide range of
properties. Their stability depends on various factors such as: geometry, packing
density, valence electron concentration, or the difference in electronegativity. How-
ever, these concepts are of limited value for the prediction of new alloys [172].

Laves phases have been recognized to be attractive hydrogen storage materials,
particularly theZr-based alloys [173–176]. They have relatively goodhydrogen storage
capacity and kinetics, long cycling life and low cost but they are usually too stable at
room temperature and are sensitive to gas impurities [19, 177, 178]. In order to
achieve optimum hydrogen storage properties, multicomponent systems
Zr1�xTx(Mn,Cr)2�yMy where T¼ Ti, Y, Hf, Sc, Nb and M¼V, Mo, Mn, Cr, Fe, Co,
Ni, Cu, Al, Si, Ge are usually used. It has been shown in the Zr1�xTixCr2�yMy system
that single phase alloys absorb more hydrogen but have slower kinetics than
multiphase alloys [179]. In an attempt to synthesize an alloy containing magnesium
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and zirconium, Cracco and Percheron-Gu�egan ball-milled a mixture of the pre-alloy
Zr0.9(Mn0.6Ni1.15V0.2Cr0.1) with Mg2Ni [180]. They found that magnesium does not
enter the pre-alloy cell but instead forms a nanoscale mixture with the pre-alloy and
improves the hydrogen capacity as well as the hydrogenation kinetics [180].

4.6.4
BCC Solid Solution

It was reported that Ti-based Laves phase alloys of AB2 type are multiphase alloys
consisting of BCC and Laves phases, where both phases contribute to hydrogena-
tion [181–183]. In fact, the BCC and Laves phase showed the same equilibrium
pressure. For this reason, this new class of alloys has been called Laves phase-related
BCC solid solution [184, 185]. Early works on Zr0.5Ti0.5VMn have shown that this alloy
is formed of three phases: a matrix C14 (composition Zr0.6Ti0.4V0.9Mn1.1), BCC
colonies and small a-ZrO2 particles [181, 182]. In subsequent work on the Ti–V–Mn
system,microstructure analysis by TEMrevealed that theBCCphase consisted of two
nanoscale phases with a fine lamellar structure of 10 nm thickness [186, 187].
Satellites in the electron diffraction pattern led to the conclusion that these lamella
structures were formed by spinodal decomposition. Hydrogen capacity higher than
2wt.% was found for the system Ti–Cr–V. Furthermore, this system has a smaller
hysteresis than Ti–V–Mn and needs only one activation cycle [188]. Usually, BCC
solid solution alloys form two types of hydrides: the first (approximately a mono-
hydride) is very stable and usually cannot be desorbed under practical conditions; the
second (dihydride) is mainly responsible for the reversible capacity. Therefore, the
challenge is to destabilize thefirst hydride or increase the intrinsic reversible capacity
of the dihydride. An example is given in Figure 4.9 for the Ti–xCr–20V system
(x¼ 52–62) [189]. It can be seen that a slight variation of x has a large impact on the
PCI curve. Tamura et al. found that for Ti–Cr–V systems themonohydride has an fcc
or an hcp structure while the dihydride takes an fcc structure with different lattice
parameters to those of the monohydride fcc [189, 190].

Recently, many groups have reported BCC alloys of various compositions which
could store hydrogen with a maximum capacity close to 4wt.% and with reversible
capacities of more than 2wt.% [189, 191–193]. It has been shown that the lattice
parameter plays an important role in the sorption properties. For example, in
Ti–V–Cr–Fe alloy the maximum reversible capacity is reached for a lattice parameter
of 3.036A

�
[192]. However, the electron to atom ratio e/a (where e is the number of

valence electrons and a is the number of atoms) also plays an important role. The
critical value seems to be e/a¼ 5.25, for values higher than this the hydrogen capacity
decreases rapidly [194]. Because they contain a high proportion of vanadium, these
alloys are relatively costly. In order to reduce the price, the effect of Fe substitution in
Ti–Cr–Mn–Valloyhasbeen investigatedbyYu et al. [195].Amoredrastic stephasbeen
taken by Taizhong et al. who replaced vanadium by ferrovanadium (FeV) [196–198].
They reported that the TiCr1.2(FeV)0.6 composition, which has BCC solid solution as
thematrix and a C14 Laves phase as the second phase, could reach nearly 3.2wt.% of
hydrogen storage capacity and 2.0wt.% of reversible hydrogen storage capacity.
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4.7
Nanocrystalline Mg and Mg-Based Alloys

Because of its low cost and large hydrogen storage capacity magnesium is an
attractive medium for storing hydrogen. Even though magnesium hydride was
observed in the late nineteenth century, the thermodynamic parameters of pure
magnesium were reported only in 1955 [199]. Magnesium is hard to activate, its
temperature of operation is high (of the order of 573–673K) and the hydrogen
absorption/desorption kinetics are slow. Moreover, due to the low melting point and
high vapor pressure of magnesium, preparation of Mg-based alloys by conventional
metallurgical procedures is difficult [200]. The literature on Mg and Mg-based alloys
is quite important and an exhaustive study of all aspects related to hydrogen storage is
impossible. More details can be found in recent reviews [19, 30, 31, 201, 202].
Basically, improvement of hydrogen sorption properties could be achieved by adding
a catalyst to make the reaction fast enough for practical applications and/or by
changing the thermodynamics of the reaction in order to have a temperature of
operation in the desired range. Evidently, these improvements should not be
associated with a drastic loss of hydrogen storage capacity. To meet these conditions,
the scientific and technical challenges are quite important. However, spectacular
improvements in the catalytic aspect have been achieved, particularly with the

Figure 4.9 PCI absorption curves at 273 K of Ti–xCr–20V (x¼ 52–62) alloys. From ref. [189].
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widespread use of mechanical milling and alloying, which bring nanocrystallinity
and higher specific surface area (reduced powder size). Unfortunately, the same type
of improvement has not been seen on the thermodynamic side. In this section, we
will briefly expose the present state of research on catalytic and thermodynamic
aspects ofmagnesium-based systems.Wewill close this section with a discussion on
new synthesizing techniques.

4.7.1
Hydrogen Sorption Kinetics

First reports on the effect of ball milling magnesium and magnesium hydride
showed enhanced hydrogenation kinetics [203–205]. Figure 4.10 illustrates the
drastic effect of milling on the hydrogenation kinetics of magnesium hydride. This
improvementwas explained by an abundance of defects that act as nucleation sites for
the hydride phase and by grain boundaries that facilitate hydrogen diffusion in the
matrix. Increases in specific surface area also play a significant role [205, 206]. In a
series of papers by different research groups, it was shown that particle size is
probably the dominant factor of the enhanced kinetics of ball-milled magnesium
hydride [207–213].

Figure 4.10 Hydrogen absorption curves of unmilled (filledmarks) and ball-milled (hollowmarks)
MgH2 under a hydrogen pressure of 1.0MPa. From ref. [205].
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In order to further increase the hydrogen sorption kinetics, a wide range of
catalysts has been tested, such as palladium and other transition metals [204, 214–
220], ormetal hydrides such as LaNi5 andTiFe [221–223]. In fact, it has been observed
that milling magnesium with metal oxides gives as good and even faster hydro-
genation kinetics than their metallic counterpart [224, 225]. The literature on this
subject is abundant but, recently, it has been recognized that milling magnesium
with a metal oxide gives a smaller average particle size than when the milling is
performedwith ametal [212, 213]. This is clearly seen inFigure 4.11 from the paper of
Aguey-Zinsou et al. [212] which compares the particle size distribution of magne-
sium hydride milled for 200 h with and without Nb2O5. Moreover, the authors
showed that if milling of pure MgH2 is performed for 700 h the particle size
distribution is similar to that of the hydride milled for 200 h with Nb2O5 additive.
This gave both samples identical hydrogen sorption kinetics. The reduction in
particle size is attributed to the role of Nb2O5 as a �process control agent� which
act as a lubricant, dispersing and cracking agent during milling [212].

However, a true catalytic effect is most probably present in transition-metal doped
magnesium. A proof of this is the fact that nanostructured catalyst gives enhanced
sorption properties compared to itsmicro-sized counterparts [226–229].Hanada et al.
also showed that after milling the catalyst is homogeneously distributed on a
nanometer scale [230]. A possible interpretation of the catalytic effect may be the
appearance of ternary magnesium-niobium oxides, which was evidenced by
TEM [229, 231] and neutron diffraction [232]. Despite the abundant literature on

Figure 4.11 Distribution of MgH2 particle size after 200 h of ball milling with and without Nb2O5.
Milling performed on a Fritsch P5 planetary mill. From ref. [212].

106j 4 Metal Hydrides



this subject, more research is needed in order to elucidate the relative effects of
particle size, presence of defects, grain boundaries, ternary magnesium-metal
oxides, impurities, cycling, and so on. Particular attention should be paid to the
thermal history of the compound as exposure to high temperature may change the
nanocrystallinity and chemical composition [210].

4.7.2
Reduction of the Heat of Formation

The high temperature of operation of pure magnesium is the main problem for
hydrogen storage applications. Therefore, the natural solution is to reduce this
temperature by reducing the heat of formation. From Miedema�s law of reversed
stability (Section 4.4.1.1) a ternary hydride will be less stable (lower temperature of
operation) if the binary alloy is stable. The classical example isMg2Ni, where the heat
of formation of the ternary hydride is reduced to �64.5 kJmol�1 compared to
�74.5 kJmol�1 for pure magnesium. However, this changes only slightly the
temperature of operation but gives a drastic reduction in hydrogen capacity
(3.6wt.% for Mg2Ni compared to 7.66wt.% for Mg). There have been some
efforts towards the synthesis of magnesium-based intermetallic alloys but no
compound has been found that shows high reversible capacity at an acceptable
temperature of operation. As mentioned by Dornheim et al. [201], the chances of
finding a new Mg-based intermetallic phase that forms a multicomponent hydride
are small [201].

As magnesium is immiscible with many late-transition metals, from Miedema�s
principle the fact that the intermetallic is unstablemeans that the ternary hydridewill
be stable. Here, hydrogen effectively acts as a binding element. An example is the
formation of Mg2FeH6 [233]. This class of metal hydrides could be synthesized by
high hydrogen pressure [234], thin films [235] or ball milling [236–239]. In the case of
thin films, metastable phases could be stabilized by the high stresses due to the
clamping of the material to the substrate [201, 240, 241].

Avery interesting newfield of study is destabilized systems [242, 243]. As this is the
subject of a separate chapter of this book we will only briefly mention here two
magnesium-based systems. In the Mg–Al system it has been shown that, under
hydrogen, the alloyMg17Al12 undergoes reversible disproportionation reactions with
formation of MgH2 at each step [244–246]. Recently, the same behavior was found in
the Mg–Pd system where it was found that Mg6Pd absorbs hydrogen reversibly
in a three-step disproportionation reactions with formation of MgH2 at each
step [247–249].

Up to now, research on ternary metal hydrides based on magnesium and alkaline
or alkaline earth metals has not produced alloys with practical hydrogen storage
characteristics [250]. However, study of quaternary alloys is a new field that is worth
investigating and could give practical hydrogen storage systems [250].

Therefore, we see that despite the fact that destabilization of magnesium by
forming intermetallic alloys may be an overwhelming challenge, other avenues are
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possible and have already shown interesting results. Again more research is needed
in this direction.

4.7.3
Severe Plastic Deformation Techniques

In severe plastic deformation (SDP) processes the metallic material is plastically
deformed up to very high strain values. This leads to a subdivision of the initially
coarse grained microstructure into a granular-type nanostructure containing
mainly high angle grain boundaries [251, 252]. Typical SDP techniques are: equal
channel angular pressing (ECAP) where a billet is pressed through a die with two
channels of equal cross-section intersecting at a certain angle; high-pressure
torsion (HPT) where a disk-shaped sample is deformed by pure shear between
two anvils that are rotating with respect to each other; multiple forging or cyclic
channel die compression (CCDC) which is a variant of ECAP where a change in
the axis of the applied strain load is made on successive pressings. The common
feature of all these SPD techniques is that the cross-section of the material remains
constant during or after SPD processing. Many other SDP techniques are
available [252].

A closely related technique to the SPD techniques, and which is sometimes
included with them, is cold rolling. Here, the metal is deformed by passing it
through rollers at a temperature below its recrystallization temperature. Here,
contrary to the other SPD techniques, the cross-section of the material changes
after rolling and the grain boundaries have a low angle misorientation [251].
However, for our purpose, all these techniques will be treated as SPD.

The advantages of SPD techniques over high energy milling are a lower concen-
tration of impurities and a lower production cost for large quantities [253].

Application of SPD techniques to metal hydrides is a new field of research.
Skripnyuk and Rabin were the first to use ECAP to improve the hydrogen storage
properties of Mg-based alloys [254, 255]. The first study on ECAP-processed mag-
nesium alloy ZK90 showed an improvement in sorption kinetics without loss of
hydrogen capacity or change in thermodynamic parameters [254]. Figure 4.12 shows
comparable results for the Mg–Ni eutectic alloy [255].

Kusadome et al. studied the effect of HPT on the hydrogen storage capability of
MgNi2, an alloy that is well known for not absorbing hydrogen [256]. They found that
a slight amount of hydrogen (0.1 wt.%) could be absorbed in the grain boundaries
created by HTP.

In the case of cold rolling only a few studies have also been reported on its use with
metal hydrides. In an earlier study of the effects of cold rolling on the hydrogen
sorption properties of Ti-22Al-27Nb alloy, Zhang et al. found that hydrogen absorp-
tion and desorption properties are improved by small deformations [257, 258].
However this improvement is lost upon hydrogen cycling. For a magnesium-based
system, the first report was made by Ueda et al. who studied the effect of cold rolling
followed by heat treatment on aMg–Ni laminated composite [259]. Interdiffusion by
heat treatment resulted in the formation of the intermetallic compound Mg2Ni and
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exposure to hydrogen led to complete hydrogenation to Mg2NiH4. The same group
showed that superlaminated composites Mg/Ti/Ni could absorb hydrogen [260],
and that Mg17Al12 could be synthesized by a combination of cold rolling and
heat treatment [261]. Dufour and Huot have shown for the Mg–Pd system that,
compared to ball-milled samples, compositesmade by cold rolling have an enhanced
resistance to air contamination and a much faster activation process [249]. It seems
that SPD techniques and cold rolling could be applied for the synthesis and
modification of metal hydrides. Preliminary results are encouraging and show that
these methods could produce enhanced hydrogen storing materials at low cost.

4.8
Conclusion

In this chapter, the fundamental characteristics of metal hydrides as hydrogen
storage materials have been reviewed. Their potential for practical applications is
well known butmore research need to be done in order tofind a system that willmeet
the industry�s criteria. This research could be broadly divided in the following way:

4.8.1
Alloys Development

This comprises both new catalysts and new alloys. Here, new fundamental knowl-
edge is needed in order to fully understand the catalyst mechanism and, more
importantly, hydride destabilization. Further discussions on somenewdirections are
the subject of other chapters of this book (complex hydrides, amides, destabilized
systems, aluminum hydride, nanoparticles and theoretical modeling).

Figure 4.12 Hydrogen desorption kinetics at 573 K of as-cast and ECAP-processed Mg89Ni11
eutectic alloy. From ref. [255].
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4.8.2
Synthesis

For practical applications, the synthesis process is a crucial step since large quantities
will have to be produced reliably and at low cost. Therefore, more research is needed
into newmethods of synthesis, particularly for nanomaterials. In this respect, severe
plastic deformation techniques could be an option but more thought has to be given
to scaling up ball milling.

4.8.3
System Engineering

The last step to bring a hydrogen storing system to the consumer is probably themost
important. Here, safety is the first concern but utilization conditions, cycle life, cost,
and so on, have to be considered. A crucial step is the design of the tank itself where
problems ofmass and heat transfer will have to be resolved.We should not forget that
all benefits from an optimum alloy and catalyst could be easily destroyed by a poorly
designed reservoir. Here, computer simulation will play an important role in the
development of a safe and optimal hydrogen tank.

The above classification should not be taken too literally. For example, it is well
known that new synthesis processes could also mean new alloys as mechanical
alloying showed us. In the same way, tank design will need a better evaluation of the
critical parameters such as heat capacities and heat conductivity of nanostructured
metal hydrides.

Metal hydrides development touches many fields of research: solid-state physics,
surface chemistry, thermodynamics, diffusion, metallurgy, gas–solid reactions, and
so on. Therefore, it requires a multidisciplinary approach on a team basis as well as
for the individual researcher. Fundamental and applied knowledge still needs to be
acquired for the full understanding of this class of materials. The intellectual
challenge is exciting and, moreover, the developments will serve to make a better
world for future generations.
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5
Complex Hydrides
Claudia Weidenthaler and Michael Felderhoff

5.1
Introduction

Complex hydrides are salt-likematerials inwhich hydrogen is covalently bound to the
central atoms, in this way a crystal structure consisting of so-called �complex anions�
is formed. In general, complex hydrides have the chemical formula AxMeyHz.
Compounds where position A is preferentially occupied by elements of the first
and second groups of the periodic table and Me is occupied either by boron or
aluminum are well known and have been intensively investigated. However, another
possibility is that complex hydrides are built by transition metal cations. Complex
metal hydrides have beenknown formore than 50 years, but formany years theywere
not considered for reversible hydrogen storage due to the high kinetic barriers of the
decomposition requiring high temperatures. The situation changed in 1997 when
Bogdanovi�c and Schwickardi discovered that the kinetic barrier of the decomposition
of the complex metal hydride, NaAlH4, can be lowered by the addition of Ti catalysts
and that the material becomes reversible close to acceptable technical conditions [1].
They further showed not only that catalysts can enhance the kinetics of dehydroge-
nation but also that rehydrogenation under moderate conditions becomes feasible.
This breakthrough induced the publication of a tremendous number of papers
focusing on the synthesis and the properties of complex hydrides. Themajor goal is to
understand the basic steps of dehydrogenation and rehydrogenation and the role of
catalysts. Many complex metal hydrides have high hydrogen gravimetric storage
capacities and some of them are commercially available. Some complex hydride
systems, such as Mg2FeH6 and Al(BH4)3, have an extremely high volumetric
hydrogen density of up to 150 kgm�3. Compared to liquid hydrogen with a volu-
metric density of 70 kgm�3, the amount of hydrogen in suchmetal hydrides ismuch
higher. Thismakes complex transitionmetal hydrides interesting as potential storage
materials.
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5.2
Complex Borohydrides

5.2.1
Introduction

In 1939 Schlesinger et al. prepared Al(BH4)3, the first example of a complex metal
borohydride [2]. Starting from aluminum trimethyl and diborane, they tried to
synthesize AlH3, but the complex borohydride Al(BH4)3 was produced as in Eq. (5.1).

Al2ðCH3Þ6 þ 4B2H6 ! 2AlðBH4Þ3 þ 2BðCH3Þ3 ð5:1Þ
In the following years the Schlesinger group prepared different new complex

borohydride compounds (e.g., NaBH4 was first synthesized in 1943), but for secrecy
during World War II, most of the results were not published before 1953 [3].
Nowadays some of the complex borohydrides (NaBH4, KBH4) are widely used in
organic synthesis for the reduction of aldehydes or ketones to alcohols [4]. One
important property is the high gravimetric H2 density of complex borohydrides. The
low atomic weight of boron and the high amount of bound hydrogen makes this
complex system interesting for hydrogen storage. Be(BH4)2 is the compoundwith the
highest hydrogen content (more than 20wt.%), but its high toxicity excludes this
material fromany use as a hydrogen storagematerial.Most of themetal borohydrides
show high thermal stability, making the liberation of hydrogen difficult. They
cannot be decomposed with the waste heat of a PEM fuel cell, which makes their
use impractical. Another important disadvantage is the poor reversibility under
moderate technical conditions. However, even though metal borohydride com-
pounds are not feasible for reversible hydrogen storage, they can be used as hydrogen
delivering materials in aqueous solutions. Boron forms not only the simple [BH4]

�

anion, it can also form a dimeric [B2H7]
� anion with a bridging hydrogen atom.

So far, dimeric anions have not been considered for hydrogen storage applications.
Some physical properties of the most important complex borohydrides are listed
in Table 5.1.

5.2.2
Stability of Metal Borohydrides

The bonding characteristics and the properties of metal borohydride systems
strongly depend on the electronegativity difference between the metal atom and
boron (x¼ 2.01). While for the compounds NaBH4 (xNa¼ 0.93) and KBH4 (xK¼
0.82) the electronegativity difference is large, the difference between Al (x¼ 1.47)
and B in covalently bound aluminum borohydride is much smaller. Therefore
Al(BH4)3 is a liquid at room temperature. The same behavior is observed for
Be(AlH4)2 with a small electronegativity difference between Be (x¼ 1.47) and B. In
this compound the [BH4]

� units are covalently bonded via hydrogen bridges to
beryllium. Theoretical calculations of a series of different metal borohydrides
Me(BH4)n (M¼ Li, Na, K, Mg, Sc, Cu, Zn, Zr, Hf, n¼ 1–4) have shown that in all

118j 5 Complex Hydrides



cases the bond between the metal cation and the [BH4]
� anion is an ionic bond and

that charge transfer from the metal cation to the anion governs the stability of the
metal borohydrides [5]. Figure 5.1 shows the linear relation between the heat of
formation ofMe(BH4)n and the Pauling electronegativity xp of themetal cationMe, as
predicted by first-principles calculations [5, 6].

5.2.3
Decomposition of Complex Borohydrides

Considering the decomposition of alkali metal borohydrides to formmetal hydrides,
the reaction can be described as follows (Eq. (5.2)):

MeBH4 !MeHþBþ 1:5H2 ð5:2Þ
with the liberation of 1.5 mol H2. An alternative pathway releases hydrogen
completely and metal boride is produced (Eq. (5.3)).

Table 5.1 Physical constants of selected boron hydrides.

Molecular weight
(g mol�1)

Melting point
(�C)

Start of
decompositiona) (�C)

Hydrogen
content (wt.%)

LiBH4 21.8 275 320 [13] 18.4
NaBH4 37.8 505 450 [23] 10.6
KBH4 53.9 585 584 [25] 7.4
Be(BH4)2 38.6 – – 20.7
Mg(BH4)2 53.9 – 320 [33] 14.8
Ca(BH4)2 69.8 – 360 [44] 11.5
Al(BH4)3 71.4 -64 �40 [49] 16.8

a) Experimental data.

Figure 5.1 Relation between the heat of formation DH and the Pauling electronegativity xp of the
cation. The straight line indicates the results of the least square fitting (DH¼ 253.6 xp �398.0).
(Reprinted from [6], with permission from Elsevier.)
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MeBH4 !MeBþ 2H2 ð5:3Þ
For alkaline earth borohydrides the following decomposition reactions are possible

(Eqs. (5.4)–(5.6)):

MeðBH4Þ2 !MeH2 þ 2Bþ 3H2 ð5:4Þ

MeðBH4Þ2 !MeB2 þ 4H2 ð5:5Þ

MeðBH4Þ2 ! 2=3MeH2 þ 1=3MeB6 þ 10=3H2 ð5:6Þ
with the production of alkaline earthmetal hydride and boronmetal, the formation of
metal boride or a combination of the formation of the alkaline earth hydride and a
metal boride compound.An alternative reaction to the release of hydrogen during the
decomposition of metal borohydride compounds is the liberation of diborane or
higher homologues. These volatile boranes have the disadvantage of damaging the
catalyst or the membrane of a fuel cell. In the case of a potential reversible reaction,
the storage capacity of the system is reduced over time. Most importantly, diborane
and other volatile boranes are highly toxic.

Thermal desorption studies revealed for Li-, Na, andK-borohydrides the formation
of alkali hydride as decomposition products above 430 �C. While Mg-, Sc, and Zr-
borohydrides decompose through the formation of intermediate phases and/or
borides, Zn(BH4)2 decomposes directly to elemental Zn [5].

5.2.4
Lithium Borohydride, LiBH4

5.2.4.1 Synthesis and Crystal Structure
With a hydrogen content of 18.4wt.% H2, LiBH4 could be attractive as a hydrogen
storage material. LiBH4 was first prepared by the reaction of ethyl lithium with
diborane [7]. Under rigorous conditions of temperature between 550 and 700 �C and
hydrogen pressures between 3 and 15MPa, LiBH4 can be prepared in a direct
synthesis starting from lithium (or lithium hydride) and boron [8]. The first crystal
structure analysis of LiBH4 was performed in 1947, with the conclusion that the space
group of the room temperature structure is Pcmn [9]. After re-investigation of the
structure using synchrotron X-ray powder diffraction data, orthorhombic symmetry
was confirmed. The space group is Pnma with cell dimensions a¼ 7.178 58Å,
b¼ 4.436 86Å and c¼ 6.803 21Å at 25 �C [10]. The tetrahedral [BH4]

� anions are
strongly distortedwith respect to bond lengths andbonds angles and are aligned along
two orthogonal directions. LiBH4 shows a phase transition at 118 �C to a hexagonal
structure (space group P63mc) with a¼ 4.276 31Å and c¼ 6.948 44Å at 135 �C. The
phase transition is endothermic with a transition enthalpy of 4.18 kJmol�1.

5.2.4.2 Decomposition of LiBH4

In the first thermal desorption experiments under ambient pressure and in a
hydrogen atmosphere up to 1MPa several endothermic peaks were observed
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[11, 12]. The first two peaks at 110 and 280 �C describe a structural phase transfor-
mation and the melting of the material. The main amount of hydrogen (80wt.%) is
liberated from the molten LiBH4 in a temperature range between 320 and 380 �C.
Under these conditions, one hydrogen atom remains under in the structure of LiH.
More advanced experiments have shown different stages of hydrogen liberation
[13, 14]. In the range between 100 and 200 �C a small amount of hydrogen (0.3wt.%)
is released. After melting at 280 �C (without hydrogen release) an additional 1 wt.%
hydrogen is released around 320 �C. After this decomposition reaction, a second
hydrogen release step is observed starting at 400 �C. Up to 600 �C an overall amount
of 9wt.% hydrogen is produced. This is half of the total hydrogen in LiBH4,
resulting in a product with the general composition �LiBH2�. The addition of SiO2

powder lowers the decomposition temperatures of all hydrogen release steps and
9wt.% of hydrogen is liberated below 400 �C. Figure 5.2 shows the desorbed
amount of hydrogen as a function of temperature and heating rates of such a
mixed sample (LiBH4: SiO2¼ 25: 75) [15]. The hydrogen flow as a function of
temperature is shown for the very low heating rate of 0.5 �Cmin�1. Three distinct
peaks were observed, indicating that several intermediates are involved during the
decomposition.

It was shown by Raman spectroscopy, X-ray diffraction studies, and NMR
investigations that, during the decomposition of LiBH4, the boron hydride cluster
[B12H12]

2� is formed as an intermediate [16, 17]. The dodecahydro-closo-dodecabo-
rate-anion [B12H12]

2� with an icosahedra structure is quite stable and only one
example of the structural variety of boron hydride compounds. Therefore, it can be
expected that several other boron hydride compounds might be discovered as
intermediate products during the decomposition of metal borohydride systems.
Rehydrogenation of the decomposition products LiH and B to LiBH4 is, in principle,
possible. However, even after more than 12 h under rigorous conditions (690 �C,
20MPa H2) the reaction is still not complete [18].

Figure 5.2 Integrated thermal desorption spectra for LiBH4/SiO2 mixtures obtained for various
heating rates (from 0.5 to 6 �Cmin�1) (Reprinted from [15], with permission from Elsevier.)
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5.2.5
Sodium Borohydride, NaBH4

5.2.5.1 Synthesis and Crystal Structure
Sodium borohydride contains 10.8wt.% of hydrogen, but it shows unfavorable
thermodynamics for use as reversible hydrogen storagematerial. Over 100 synthesis
methods for the preparation of NaBH4 have been described, but only two have
reached practical significance. In the Schlesinger process (Eq. (5.7)), trimethyl borate
is boiled together with NaH in hydrocarbon oil at 250 �C [19]:

4NaHþBðOCH3Þ3 !NaBH4 þ 3NaOCH3 ð5:7Þ
The addition of water hydrolyses NaOCH3 to sodiumhydroxide andmethanol and

causes separation from the hydrocarbon oil.Methanol is recovered by distillation and
recycled to form trimethyl borate. NaBH4 left in the NaOH solution is extracted with
isopropyl amine.

The Bayer process is based on borosilicate Na2B4O7�7 SiO2, produced by fusion of
borax and silica. The borosilicate is reacted with Na in an atmosphere of 0.3MPa of
hydrogen at 400–500 �C. Extraction with liquid ammonia under pressure yields
NaBH4. The use ofNaBH4 as a reducing agent in organic synthesis is well known and
represents the major use of this compound. Under ambient conditions, a-NaBH4

crystallizes in a cubic Fm3m structure with boron in tetrahedral coordination [20]. At
lower temperatures of about�83 �C the compound shows a phase transformation to
a tetragonal phase (b-NaBH4). Additionally, pressure-induced transformations to a
tetragonal (at about 6GPa) and an orthorhombic phase (> 9GPa) have been
reported [21, 22].

5.2.5.2 Decomposition of NaBH4

Different to LiBH4, with hydrogen liberation from the liquid state, the sodium
compound releases most of its hydrogen from the solid material [23]. Hydrogen
evolution starts at about 240 �C and proceeds in several steps during the heating
process. However, only 1wt.% of the total hydrogen content of 10.4wt.% is liberated
at lower temperatures whereas most of the hydrogen is released at about 450 �C.

5.2.6
Potassium Borohydride KBH4

Potassium borohydride is a commercial product, but it can be prepared in a simple
reaction fromanaqueous solutionofNaBH4withpotassiumhydroxide (Eq. (5.8)) [24].

NaBH4 þKOH!KBH4 þNaOH ð5:8Þ
Compared to lithium and sodium borohydride, potassium borohydride has the

highest hydrogen desorption temperature of 584 �C and melting temperature of
607 �C [25]. The hydrogen content is 7.7wt.%. Potassium borohydride crystallizes
in the cubic NaCl-type structure (space group Fm3m) as do sodium, rubidium,
and caesium borohydrides. [BH4]

� units are octahedrally coordinated by K atoms.
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At higher temperatures the a-form transforms into the closely related tetragonal
structure [26]. Very similar toNaBH4, KBH4 exhibits phase transformations from the
cubic phase, stable at ambient conditions, to a tetragonal phase at about 4GPa and an
orthorhombic phase at 7GPa [27].

5.2.7
Beryllium Borohydride Be(BH4)2

With more than 20wt.% H2, Be(BH4)2 represents the complex borohydride with the
highest hydrogen content. However, the high toxicity of Be metal excludes its use in
hydrogen storage applications. Be(BH4)2 can be synthesized according to Eq. (5.9),
starting from BeCl2 and LiBH4 at 145 �C [28]. The produced Be(BH4)2 sublimes
under these conditions and can be continuously removed by pumping.

BeCl2 þ 2LiBH4 �!145 �C
BeðBH4Þ2 þ 2LiCl ð5:9Þ

The crystal structure (space group I41cd) consists of a helical polymer of BH4Be
andBH4 units with two hydrogen bridges betweenB andBe [29]. So far, experimental
data are not available but first principle calculations suggest a decomposition
temperature of �111 �C at 0.1MPa [30].

5.2.8
Magnesium Borohydride Mg(BH4)2

5.2.8.1 Synthesis and Crystal Structure
With a hydrogen content of 14.8wt.%Mg(BH4)2 seems to be interesting for hydrogen
storage but the high thermal stability (decomposition temperature around 300 �C)
makes it less suitable for reversible hydrogen storage. Starting from MgCl2 and
LiBH4, Mg(BH4)2 can be prepared in ether solution. After drying at 145 �C a solvent-
free crystalline material was obtained, which was used for high-resolution X-ray
diffraction studies [31, 32]. The evaluation of several mechanochemical and wet
chemical preparation methods showed that solvent-free and pure a-Mg(BH4)2 can
only be obtained by direct wet chemical synthesis [33].

Qualitatively, the crystal structure ofMg(BH4)2 is similar to that of other boranates,
but a closer look in more detail shows a very complex crystal structure. Each Mg2þ

atom in the hexagonal structure (space group P61) is coordinated by eight H atoms
from four [BH4]

� tetrahedra (Figure 5.3). Each Mg dodecahedra is linked by [BH4]
�

bridges to four neighboring dodecahedra forming a network [31, 32].

5.2.8.2 Decomposition
During thermal treatment, a-Mg(BH4)2 first undergoes a phase transformation at
about 190 �C before it further decomposes in several steps to MgH2, Mg, and MgB2

(Eqs. (5.10) and (5.11)) [33]. The weight loss between 290 and 500 �C is 13wt.% H2

with a maximum release between 300 and 400 �C. Small amounts of B2H6 were
detected by mass spectrometric measurements. The presence of TiCl3 decreases the
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decomposition temperature to about 100 �C [34]. The decompositionmechanism can
be described as follows:

MgðBH4Þ2 !MgH2 þ 2Bþ 3H2 11:1 wt:% ð5:10Þ

MgH2 þ 2B!MgB2 þH2 4:2 wt:% ð5:11Þ
For the first decomposition step the formation of [B12H12]

2� anion as a possible
intermediate phase is discussed [35]. Different enthalpy values in the range �40 to
57 kJmol�1H2 for thefirst decomposition step at about 277 �Chave been determined
from experimental data [35, 36]. From density functional theory (DFT) calculations a
reaction enthalpy of 38 kJmol�1H2 at 27 �Cwas confirmed [37]. Cycling experiments
performed at 350 �Cunder 10MPa hydrogen lead to re-absorption ofmore than 3wt.%
hydrogen, showing that the second decomposition step is reversible [33, 36].

5.2.9
Calcium Borohydride Ca(BH4)2

5.2.9.1 Synthesis and Crystal Structure
Calcium borohydride, Ca(BH4)2, contains 11.5wt.% H2. It can be prepared
by reacting calcium hydride or alkoxides with diborane or by reaction in THF
[38–40]. Starting from ball-milled CaH2 added to triethylamine borazane complex,
Ca(BH4)2 andCaH2were obtained as by-products after heating to 140 �C, cooling and
washing with n-hexane [41]. Without any solvent, Ca(BH4)2 can be obtained by ball
milling of CaH2 and MgB2 and subsequent hydrogenation at elevated tempera-
tures [42]. Mechanochemical synthesis from a mixture of CaCl2 and LiBH4/NaBH4

under an argon pressure of 0.1MPa has been reported to produce calcium borohy-
dride and chlorides as by-phases [43]. Recently, calcium borohydride was prepared

Figure 5.3 Mg(BH4)2: Coordination of the Mg atom (large circle) by four [BH4]
� units resulting in

an eightfold coordination of Mg.
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under rather harsh conditions by reacting ball-milled CaB6 and CaH2 at 70MPa
hydrogen pressure and heating to 400–440 �C [44]. The crystal structure of
a-Ca(BH4)2 (space group Fddd) consists of Ca2þ atoms each coordinated octahe-
drally by six [BH4]

� anions (Figure 5.4). Each [BH4]
� has three Ca2þ neighbors [45].

While the bond between Ca and [BH4]
� has ionic character, the internal bonding of

[BH4]
� is covalent.

5.2.9.2 Decomposition
The decomposition reaction with a hydrogen release of 9.6wt.% and an enthalpy
change of 32 kJ mol�1 H2 was predicted to be (Eq. (5.12)) [45]:

CaðBH4Þ2 ! 2=3CaH2 þ 1=3CaB6 þ 10=3H2 ð5:12Þ

Starting from THF educt and removing the solvent in vacuum at elevated
temperatures leads to the formation of the solvent-free low temperature a-phase
(orthorhombic). Riktor et al. proposed the existence of another orthorhombic low-
temperature form called the c-form [41]. However, since the given lattice parameters
are very similar to the values of the a-form and no further structure details were
provided, the existence of such a phase is questionable. Further heating of the
a-phase leads to transformation into the b-form (tetragonal) at about 170 �C [46, 47].
The b-form decomposes in two endothermic steps between 360 and 500 �C into an
unidentified intermediate phase and CaH2. Interestingly, R€onnebro and Majzoub
observed CaH2 and CaB6 as final products of the dehydrogenation at 400 �C,
corresponding to the educts. From this they conclude a reversible system with
9.6wt.% H2 capacity [44]. However, the synthesis conditions and therewith the

Figure 5.4 Ca(BH4)2: Ca(BH4)2 structure: Coordination of the Ca atom by six [BH4]
� tetrahedra.
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conditions for hydrogen loading of 70MPa H2 and 400 �C might be too challenging
for any application. Even the positive influence of Ti and Nb catalysts on the
desorption temperatures and the re-adsorption properties cannot hide the fact that
the reaction temperature of 350 �C held for 24 h is unreasonable for reloading a
hydrogen storage tank in mobile applications [48].

5.2.10
Aluminum Borohydride Al(BH4)3

5.2.10.1 Synthesis and Crystal Structure
Compared to the ionic alkali boron hydrides, the [BH4]

� units in Al(BH4)3 are
covalently bonded by two hydrogen bridges to the Al metal center. With a hydrogen
content of 16.8wt.% H2 the Al(BH4)3 systems seem to be attractive for hydrogen
storage but, from a thermodynamic point of view, the material is too unstable for
reversible storage of hydrogen. Al(BH4)3 is a liquid at room temperature with a
melting point of�64 �C. It can be easily prepared in a metathesis reaction according
to Eq. (5.13) starting from aluminum trichloride and sodium borohydride [49]:

AlCl3 þ 3NaBlH4 !AlðBH4Þ3 þ 3NaCl ð5:13Þ

5.2.10.2 Decomposition
The decomposition and the release of hydrogen start at around 40 �C. However, the
material has not been investigated in detail because of its extreme sensitivity to water
and air. The solid Al(BH4)3 exists in two modifications with a phase transition
temperature between �93 and �78 �C [50]. The heat of formation of Al(BH4)3 was
calculated to be �132 and �131 kJmol�1 for the a- and b-forms without zero point
energy correction.Weak interactions betweenmolecules in the solid state explain the
low melting point of the material [6].

5.2.11
Zinc Borohydride Zn(BH4)2

Zinc borohydride as an example of a transition metal compound contains 8.5wt.%
H2. The decomposition temperature of about 85 �C is quite low and is associatedwith
the simultaneous melting of the compound. Between 85 and 140 �C an endothermic
decomposition starts which is accompanied by the liberation of hydrogen and
significant amounts of diborane. This excludes the use of Zn(BH4)2 for solid
hydrogen storage [51].

5.2.12
NaBH4 as a Hydrogen Storage Material in Solution

The high stability of NaBH4 in alkaline solutions offers an alternative for the
delivery of hydrogen for PEM fuel cells. Half of the four hydrogen molecules
released originate from water which increases the storage capacity of the system.
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Accordingly to Eq. (5.14), four moles of hydrogen are produced from one mole of
NaBH4 [52].

NaBH4 þ 2H2O!NaBO2 þ 4H2 ð5:14Þ
The major drawback of the system is that the amount of storable hydrogen is

limited due to the solubility of the boron hydride and of the decomposition product in
the alkaline solution. NaBO2 has a solubility inwater of 26 g/100ml at 20 �C,whereas
NaBH4 is more soluble with an amount of 55 g/100ml at 25 �C. To prevent the
precipitation of sodiummetaborate in the solution, the amount of NaBH4 usedmust
be lower than the maximum solubility of the metaborate. Millennium Cell has
commercialized a hydrogen-producing system based onNaBH4 in combinationwith
a fuel cell for electricity on-demand. For a 20wt.% NaBH4 solution, stabilized with
1%ofNaOH, the storage capacity of the hydride system is reduced to 4wt.%. This low
concentration is necessary to prevent blocking of the active sites of the Ru catalyst
essential for fast decomposition of the hydride in alkaline solutions. Figure 5.5 shows
a schematic view of the commercialized system from Millennium Cell.

Alternatively, NaBH4 could be used in borohydride fuel cell systems, where the
borohydride is directly oxidized [53]. Such systems have a slightly higher potential
of E� ¼ 1.64V, compared to the PEM fuel cell with hydrogen gas as energy source.
The reaction at the cathode is described as follows (Eq. (5.15)):

2O2 þ 4H2Oþ 8e� ! 8OH� E� ¼ 0:40 V ð5:15Þ
and the reaction at the anode is (Eq. (5.16)):

NaBH4 þ 8OH� !NaBO2 þ 6H2Oþ 8e� E� ¼ �1:24 V ð5:16Þ

Figure 5.5 Operating scheme of a commercial NaBH4–PEMFC system (With permission from
Millennium Cell.)
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The product of the decomposition is, like in the Millennium Cell system, sodium
metaborate. The system shows the same problems for the regeneration of NaBH4

from an aqueous solution of metaborate as described below. One advantage of the
direct borohydride fuel cell systems is that platinum as catalyst is not needed.
Unfortunately, depending on the temperature of the solution, some hydrogen gas is
produced in a side reaction. However, this hydrogen can be piped out or can be used
as additional fuel in a subsequent PEM fuel cell.

5.2.12.1 Regeneration of Decomposed NaBH4 in Solution
For application of NaBH4 as a hydrogen storage material, a cheap process for the
mass production and/or recovery of NaBH4 in solution has to be developed.
Unfortunately, the produced sodium metaborate, NaBO2, is a thermodynamic sink
and makes every process quite unfavorable. In addition to the thermodynamic
problem, NaBO2 is dissolved in alkaline aqueous solution. A high amount of energy
is necessary to boil off the water and dry the metaborate. Regeneration of NaBH4

requires dry conditions. Starting from dry NaBO2, two different processes have been
developed. In the first, NaBO2 is converted into NaBH4 using MgH2 during a ball-
milling process (Eq. (5.17)) [54, 55].

NaBO2 þ 2MgH2 !NaBH4 þ 2MgO ð5:17Þ

The second process proceeds as a dynamic hydrogenation/dehydrogenation
reaction. It starts from NaBO2 and Mg and uses the ball-milling process in a
hydrogen atmosphere [56]. Under these conditions highly reactive MgH2 is pro-
duced, which reduces NaBO2 directly to NaBH4. Small particle size and a high
specific surface area increase the reaction rate and the yield of the reaction.

5.3
Complex Aluminum Hydrides

5.3.1
Introduction

During the last decade complex aluminum hydrides have received increasing atten-
tion as potential candidates for hydrogen storage. The advantageous properties of
complex aluminum hydrides are the low price of the compounds, their low weight,
their nontoxicity, and the fact that no volatile gas products, except hydrogen, are
formed.Most of the compounds possess high gravimetric hydrogen densities but the
thermodynamics ofmost compounds is the limiting factor for their use as a reversible
onboard hydrogen carrier. High kinetic barriers were the reason that complex
aluminum hydrides were not considered as hydrogen carriers for many years. On
the other hand, the thermodynamic properties of complex hydrides are most impor-
tant for their application in combination with fuel cells. The thermodynamic
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properties of different compounds are shown by the van�t Hoff plot describing the
equilibrium pressure depending on the temperature (Figure 5.6).

The van�t Hoff plot shows the reason why NaAlH4 is one of the most promising
candidates for reversible hydrogen storage. NaAlH4 as a typical low-temperature
metal hydride exhibits an equilibrium pressure of 0.1MPa at 35 �C and a storage
capacity of 3.7wt.% for the first decomposition step. This is twice the amount stored
in interstitial metal hydrides.

One detail which has to be taken into account is the heat management of a
propulsion system. Considering a tank system containing 6 kg H2 and exhibiting an
enthalpy of formation of about 20MJ kg�1 H2, typical for many hydrides, 120MJ
thermal load would have to be compensated during refueling [57]. Another disad-
vantage of complex aluminum hydrides is that many members of the family cannot
be rehydrogenated under reasonable physical conditions.

The crystal structures of all complex aluminum hydrides are built up by [AlH4]
�

tetrahedra or [AlH6]
3� octahedral units. These building units can be either isolated,

as for example in NaAlH4, or they can formmore complex structures such as chain-
like structures, as for CaAlH5. The decomposition of alkaline earth aluminum
hydrides proceeds via hydrides to intermetallic compounds whereas alkali metal
alanates decompose via an intermediate hexahydride structure to the corresponding
hydride. Table 5.2 summarizes the physical data of selected complex aluminum
hydrides.

Figure 5.6 Van�t Hoff diagramof selected complex hydrides andmetal hydrides (Reproduced from
[94], with permission from Elsevier).
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5.3.2
LiAlH4

5.3.2.1 Synthesis and Crystal Structure
Beside its use as a reducing agent in organic chemistry, LiAlH4 belongs to the
complex light metal aluminum hydrides with a very high hydrogen content of
10.5wt.% H2. Different routes exist for the preparation of lithium aluminum
hydride. The first synthesis was reported in 1947 starting from LiH and an ether
solution of AlCl3 [58]. Alternatively, it can be obtained by direct synthesis from LiH
and Al using TiCl3 as catalyst precursor and tetrahydrofuran (THF) as complexing
agent [59, 60]. The first single crystal structure investigations of LiAlH4 were
performed by Sklar and Post [61]. The monoclinic structure (space group P21/c)
was described to consist of almost regular [AlH4]

� tetrahedra and lithium as bridging
ions between the tetrahedra. Shortly after publication of the crystal structure data,
other authors proposed different cells [62, 63].More than 30 years later,Hauback et al.
re-investigated the early structure analysis by combined neutron and X-ray powder
diffraction studies and confirmed the results of Sklar and Post [64]. The re-inves-
tigation yielded more reasonable Al–D and Li–D distances than the very short
distances reported in the early work [61]. The Li ions are coordinated by 5 D atoms
forming LiD5 bipyramids sharing edges with neighboring LiD5 bipyramids. In the
following years, several theoretical calculations on the crystal structure, the thermo-
dynamic stability of LiAlH4, and mechanistic investigations of its decomposition
were published [65–68].

5.3.2.2 Decomposition of LiAlH4

The decomposition of LiAlH4 involves structural phase transformations and several
decomposition steps and has been intensively investigated [69–73]. First, the endo-
thermic melting of LiAlH4 between 165 and 175 �C is observed, followed by the
exothermic decomposition (DH¼�10 kJmol�1 H2) and recrystallization of Li3AlH6

between 175 and 220 �C (Eq. (5.18)). During this first step the hexahydride structure,

Table 5.2 Physical constants of selected complex aluminum hydrides.

Molecular
weight (g mol�1)

Melting point
(�C)

Start of decompositiona)

(�C)
Hydrogen content

(wt.%)

LiAlH4 40.0 170 [69–73] 10.6
NaAlH4 54.0 183 230 [92] 7.5
KAlH4 70.1 — >300 [153,154] 5.8
Mg(AH4)2 86.3 — 110–130 [76, 172–174] 9.3
Ca(AlH4)2 102.1 — 80 [76] 7.9
LiMg(AlH4)3 124.3 — 120 [76] 9.7
Li3AlH6 53.9 — 165–230 [69–73] 11.1
Na3AlH6 102.0 — 265 [94] 5.9
LiMgAlH6 64.3 — 170 [76] 9.4

a) Experimental data.
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consisting of isolated [AlH6]
3� octahedral, is formed from the tetrahydride struc-

ture [62, 74]. In a further endothermic reaction step (DH¼ 25 kJmol�1 H2), the
hexahydride decomposes and LiH and Al metal are formed (Eq. (5.19)). The final
dehydrogenation step is associated with the decomposition of LiH between 370 and
483 �C (Eq. (5.20)).

3LiAlH4 ! Li3AlH6 þ 2Alþ 3H2 ð5:3 wt:%H2Þ ð5:18Þ

Li3AlH6 ! 3LiHþAlþ 1:5H2 ð2:65 wt:%H2Þ ð5:19Þ

3LiH! 3Liþ 1:5H2 ð2:65 wt:%H2Þ ð5:20Þ
The exothermic decomposition of LiAlH4 to Li3AlH6 makes rehydrogenation

impossible and LiAlH4 can therefore not be used as a reversible hydrogen storage
material. The stability of LiAlH4 at room temperature is caused by the slow kinetics of
the solid state transformation to the hexahydride and not by the thermodynamics of
the system. In addition to the melting and decomposition processes, a phase
transformation of a metastable phase, LiAlH4�a0 , was reported, which transforms
to LiAlH4-a at 95 �C [75]. The powder pattern of the metastable phase is different to
that of LiAlH4-a with a larger unit cell and with monoclinic symmetry (a¼ 9.42(2),
b¼ 11.22(2), c¼ 11.05(2) Å and b¼ 108.9(4)�). The existence of the metastable
LiAlH4�a0 phase was also confirmed by in situX-ray diffraction experiments showing
a phase transformation to the a-form at about 70 �C [76].

5.3.2.3 Role of Catalysts
Most of the publications summarized so far deal only with the decomposition of
LiAlH4. However, a solid-state hydrogen storagematerial should reversibly re-adsorb
hydrogen. For NaAlH4, Bogdanovi�c and Schwickardi [1] could show that the addition
of a catalyst enhances the kinetics, lowers the decomposition temperature, and,most
importantly, makes the rehydrogenation of the compound feasible. The influence of
both high energy ball milling and the presence of catalysts on the stability of LiAlH4

has been the topic of several publications [77–84]. The presence of catalysts accel-
erates the decomposition of LiAlH4 and complete decomposition to the hexahydride
is observed already after 5min of ball milling with TiCl4 (3wt.%) as catalyst [81].
Other Ti compounds are less active. The catalyst does not maintain its original
structure but transforms into an intermetallic alloy of composition TiAl3, as verified
by X-ray diffractionmeasurements [81]. Nevertheless, the presence of TiAl3 does not
answer the question whether the alloy is the catalytic active species. It describes only
the final state of the system after ball-milling and decomposition. A more detailed
description of the doping processes of complex aluminum hydrides with transition
metal compounds follows in the section on NaAlH4.

The theoretical work of Løvvik was driven by the question to which position Ti
moves to when added to complex aluminum hydride surfaces [85]. As intensively
discussed forNaAlH4,without considering energetic or crystallographic issues, there
are different sites at which Ti could anchor. It could first react with surface atoms and
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then remain in the surface regions. It might also form interstitial species in the bulk
lithium aluminum hydride or replace one or more atoms in the crystal structure of
the lithium aluminum hydride. There are different adsorption sites possible: (i) on-
top adsorption above Li andAl ions (ii) bridge sites, and (iii) hollow sites. Even though
there are some trends, the calculations do not allow an unambiguous statement as to
whether Al or Li is the nearest metal atom to the Ti atom. The most notable trend is
that the most stable sites are hollow or bridge sites below the surface.

The thermodynamics of the decomposition are important for a prospective
application as a hydrogen storage material. For LiAlH4 the first decomposition step
is exothermic, which means the decomposition is irreversible under ambient
conditions. The second step is slightly endothermic and, in principle, reversible
under restrictive conditions. So far, reversibility in the solid state has been reported
only by Chen et al. under 4MPa of hydrogen pressure [82]. However, the results
presented have not been reproduced [83]. Additionally, the reaction enthalpies of
9.8 kJmol�1 for the first step and 15.7 kJmol�1 for the second step, as predicted by
Løvvik et al. [67], could not be confirmed by other calculations [86]. A combined study
of DFT calculations and powder diffraction investigations underlined that the
rehydrogenation of Li3AlH6 to LiAlH4 is endothermic (9 kJmol�1 H2) [66]. This
means that direct hydrogenation is not possible at ambient temperature [87]. The
weakly exothermic hydrogenation of LiH and Al to form Li3AlH6 might enable a
rehydrogenation under very high pressures. Recently Wang et al. confirmed the
previous results of Clasen [59] and Ashby et al. [60] for the rehydrogenation of
Li3AlH6, LiH, and Al in the presence of THF [88, 89]. Dehydrogenation takes place
below 100 �C and provides about 4wt.% H2. Rehydrogenation takes place at room
temperature at pressures up to about 10MPa. However, the presence of the organic
adduct leads to additional problems, that is, the organic compoundhas to be removed
prior to dehydrogenation.

Summarizing the studies on LiAlH4 as a potential candidate for reversible
hydrogen storage shows that LiAlH4 is thermodynamically very unstable. Only
the slow kinetics prevent a spontaneous decomposition of LiAlH4 to the more stable
Li3AlH6. For thermodynamic reasons, rehydrogenation to LiAlH4 under reasonable
physical conditions is not possible.

5.3.3
Li3AlH6

5.3.3.1 Synthesis and Crystal Structure
A very convenient way for the direct preparation of Li3AlH6 avoiding the use of any
solvent is ball milling (Eq. (5.21)) [90]:

LiAlH4 þ 2LiH! Li3AlH6 ð5:21Þ
Another way to obtain Li3AlH6 is by thermal decomposition of LiAlH4 producing

Al as the by-phase. After the first report on lithium aluminum hexahydride in
1966 [90], it took quite a long time before the crystal structure could be determined
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from combined X-ray and neutron diffraction data [91]. The trigonal structure (space
group R-3) of Li3AlH6 consists of isolated [AlH6]

3� octahedra. The Li atoms are
connected to two corners and two edges of the [AlH6]

3� octahedra. Due to the smaller
size of the Li cations in comparison to the Na cations in the Na3AlH6 structure, the
coordination number of Li is 6whereas the coordination number of Na inNa3AlH6 is
both 6 and 8. Each [LiH6]

3� octahedron shares edges with four other Li octahedra and
additionally corners with four other Li octahedra. Pure Li3AlH6 obtained by direct
synthesis starts to decompose at the same temperatures as Li3AlH6 obtained by
thermolysis.

5.3.4
NaAlH4

5.3.4.1 Synthesis and Crystal Structure
Sodium aluminum hydride can be synthesized by many different routes. The first
preparation was performed by the reaction of NaH and AlBr3 in the presence of
dimethyl ether as a solvent [92]. The direct synthesis fromNaHandAl under elevated
hydrogen pressures and in various solvents is possible [59, 60]. However, sodium
aluminumhydride can also be synthesized bymelting the elements in the absence of
any solvents (Eq. (5.22)) [93].

NaþAlþ 2H2 !NaAlH4 ðT < 270�280 �C; p > 17:5MPaÞ ð5:22Þ

Metal-doped sodium aluminum hydride can be obtained by ball milling or by wet
chemical reactions of pre-synthesized NaAlH4 with a catalyst [94–97] or by �direct
synthesis� of NaH/Al powders with the doping agent in a ball mill or wet chemical
reaction. This step is followed by hydrogenation under elevated hydrogen pres-
sure [98]. Highly reactive NaAlH4 can be synthesized from NaH and Al with the
addition of TiCl3 in a �one-step direct synthesis� using the ball millingmethod under
hydrogen pressures [99]. The properties of sodium aluminum hydride prepared by
this procedure are much improved compared to doping of pre-synthesized sodium
aluminum hydride with TiCl3. The use of nanosized Ti catalysts also leads to
improved kinetics [100, 101].

The tetragonal crystal structure (space group I41/a) of NaAlH4 was determined by
Lauher et al. from single crystal data [102]. The structure consists of isolated [AlH4]

�

tetrahedra and distorted triangular NaH8 dodecahedra (Figure 5.7). While the
interatomic Al–H distance of 1.532Å of the original structure was too short, the
Al–H bond for the re-determined structure was reported to be reasonably large at
1.61 Å [103]. The localization of the hydrogen/deuterium atoms was obtained from
neutron diffraction data [104].

5.3.4.2 Decomposition and Thermodynamics of NaAlH4

Finholt et al. described the decomposition of sodium aluminum hydride to be a very
slow process starting between 145 and 183 �C where, at the latter temperature, the
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solid starts to melt. At about 230–240 �C the following decomposition reaction was
proposed (Eq. (5.23)) [92]:

NaAlH4 !NaHþAlþ 1:5H2 ð5:23Þ
For many years, the hydrogen content seemed to be sufficiently high to make

NaAlH4 a promising material for solid hydrogen storage. The disadvantages of
NaAlH4 were the high dehydrogenation temperature and the unfavorable kinetics
limiting the reversibility. The kinetics of dehydrogenation as well as of rehydrogena-
tion are way too slow for any application [93]. However, the real break-through came
with the discovery of Bogdanovi�c and Schwickardi that doping sodium aluminum
hydride with a catalyst improves the kinetics of dehydrogenation and makes the
reaction reversible. The decomposition and re-adsorption of hydrogen in theNaAlH4

system is one of the most intensively investigated reactions in the field of solid
hydrogen storagematerials. The process of reversible hydrogenation, the influence of
different catalysts and the doping process itself have been the topic of numerous
publications [105–116]. The question of how sodium aluminum hydride behaves
during cycling is an important issue for an applicable storage system. It could be
shown that Ti-doped NaAlH4 is very stable during cycling (Figure 5.8) maintaining
the storage capacity of about 3wt.% over 100 cycles [117].

In situ diffraction studies during the release of hydrogen allowed a comprehensive
insight into the phase transformation processes taking place during the reversible
storage of hydrogen [113, 114]. Thedecompositionmechanism for sodiumaluminum

Figure 5.7 Crystal structure ofNaAlH4 showing the presence of isolated [AlH4]
� tetrahedra and the

coordinating Na atoms in one unit cell.
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hydride can be summarized by the following two steps (Eqs. (5.24) and (5.25)):

3NaAlH4 !Na3AlH6 þ 2Alþ 3H2 ð5:24Þ
Na3AlH6 ! 3NaHþAlþ 1:5H2 ð5:25Þ

During the first endothermic step 3.7 wt.% hydrogen is released, the enthalpy of
the reaction wasmeasured to beDH¼ 37 kJmol�1 H2. The second step is associated
with a hydrogen release of 1.8wt.% with DH¼ 47 kJmol�1 H2. A further decom-
position ofNaHwould increase the overall capacity to 7.4wt.%.However, NaHis very
stable and releases hydrogen only at temperatures above 450 �C.

5.3.4.3 Role of Catalysts
The slow hydrogen release rate and the fact that rehydrogenation cannot be achieved
under moderate conditions can be influenced by using a catalyst. At first, titanium
compounds such as titanium butoxide were under consideration but the catalyst
precursor preferred nowadays is TiCl3 which is added already during synthesis of
NaAlH4 by ball milling. Not only the Ti system was intensively investigated, other
compounds were also considered as catalysts [118]. Even though the positive effect of
the catalysts was obvious, the state of the catalyst and its role was unclear and was the
topic of numerous publications. First, more descriptive studies were performed.
Anton observed a dependence on the ionic size of the catalyst atom and the hydrogen
discharge rate [118]. Very low rates were observed for dopants with radii significantly
larger or smaller than 0.76Å. For significant influence, the ionic radius of the catalyst
atom should be between the radii of Al3þ and Naþ . Several research groups tried to
localize the catalyst as part of the crystal structure. Sun et al. investigated the
dependence of the unit cell parameters of NaAlH4 on the amount of dopant [119].
For both Ti-and Zr-doped sodium aluminum hydride they noted an increase in the
lattice parameters upon doping, indicating the substitution of Ti or Zr into the bulk

Figure 5.8 The release of hydrogen (wt.%) vs. 100 dehydrogenation cycles. (Reproduced from
[117], with permission from Elsevier.)
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lattice of sodium aluminum hydride. These results could not be confirmed by other
groups. Crystal structure refinements did not show any changes in the lattice
parameters by doping [120–122]. Weidenthaler et al. doped sodium aluminum
hydride with TiCl3, removed the excess sodium aluminum hydride and investigated
the residue representing a high concentration of the catalyst [120]. The X-ray powder
patterns showed the presence of crystalline alumina but no crystalline Ti-containing
phase could be observed. This pointed to highly dispersed Ti in an X-ray amorphous
phase along withmetallic aluminum. During heating of the sample, crystalline Al3Ti
formed while metallic aluminum was consumed. This is an indication that, directly
after doping, Ti is closely associated with Al without forming a crystallographically
defined alloy. XANES measurements confirmed the reduction of Ti3þ to the
zerovalent state after doping [123–125]. However, the local environment of Ti was
discussed controversially. Most investigations pointed to Al as the neighboring atom
to Ti [123, 124] but from XPS investigations it was concluded that the next neighbors
of Ti are rather Ti than Al [126]. However, it might be daring to deduce such detailed
information about the coordination of Ti from X-ray photoelectron data rather than
from X-ray absorption studies.

By means of theoretical calculations much effort was made to localize the catalyst
on the surface or in the sub-surface of sodium aluminum hydride. The first
theoretical calculations showed that it could be energetically possible that Ti sub-
stitutes Na in the structure [127], but from a second paper it became evident that it is
energetically more stable for Ti to stay on the surface rather than to migrate into the
bulk [128]. Chaudhuri et al. tried to go one step further and computed the reverse
formation of NaAlH4 in the presence of Ti [129]. The aluminummetal surface has a
very low affinity for hydrogen but there is a strong indication that a particular local
environment of two Ti atoms substituting surface Al is essential for the rehydro-
genation reaction. The diffusion of hydride on the metallic aluminum phase and the
formation of alane species are proposed to play the key role in the rehydrogenation
reaction. Experiments on hydrogen/deuterium scrambling and exchange reactions
demonstrated that Ti dissociates dihydrogen on the surface of sodium aluminum
hydride [130]. This became evident by the appearance ofHD aftermixingD2with the
gas phase of H2. This does not happen for undoped NaAlH4. About 30% of bulk H
atoms are replaced by D atoms over a period of one week. Thus, Ti very probably
catalyzes the H–H bond breaking and formation. The dissociation of H2 on the
surface of Ti-doped sodium aluminum hydride has been modeled by DFT calcula-
tions [129, 131] Besides Ti, many different metals, such as Zr, Fe, or V, have been
tested as possible catalysts. However, TiCl3 is still one of the best catalysts in terms of
accelerated dissociation and rehydrogenation. Excellent performance was observed
for Ti nanoparticles but the preparation of the nanoparticles is difficult [100, 101]. The
use of Sc, Ce, or Pr can substantially decrease the hydrogenation times by a factor of
ten at low pressures [132]. As an example, the cycle stability is shown for Ce-doped
NaAlH4 (Figure 5.9). At 110 �Cand 9.5MPa, the storage capacity of 4 wt.%H2 for Ce-
doped alanate remains unchanged for 80 cycles. No memory effect with variation of
temperature is observed during cycling.

The discovery that NaAlH4 can be reversibly hydrogenated was a breakthrough on
the way towards potential solid hydrogen storage systems. The most promising
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candidate to date, MgH2 with 7.6wt.% hydrogen, exhibits very unfavorable thermo-
dynamic properties, such as very high desorption temperatures between 250 and
300 �C. Transition metal hydrides possess only low gravimetric hydrogen contents
(LaNi5H6 1.5wt.%). NaAlH4 belongs to the low/middle-temperature reversible
hydrides with an equilibrium pressure of 0.1MPa at ambient temperatures. The
hydrogen amount of 3.7wt.% released during the low temperature decomposition
stepwas by far higher than for all other systems. Also, the second decomposition step
with an equilibrium pressure of 0.1MPa at 130 �Cmakes the hexahydride a middle-
temperature hydride. The rehydrogenation properties of doped NaAlH4 are out-
standing compared to any other complex aluminumhydride. Rehydrogenation times
of 3–5minhave been achieved [133].However, certain problemshave to be facedwith
respect to the requirements of low temperature (LT) fuel cells for transportation
systems. The decomposition temperature for the second decomposition step is too
high to be acceptable for low-temperature PEM fuel cells. On the other hand, using
only the hydrogen released during the first decomposition step would not be
sufficient to run the overall system. Nevertheless, the development of high-temper-
ature (HT) PEM fuel cells with operating temperatures up to 200 �C opens new
prospects for NaAlH4. With the excess heat from the fuel cell both decomposition
steps of NaAlH4 can be utilized for hydrogen liberation. At working temperatures of
150 �C for the NaAlH4 tank and 200 �C for the fuel cell system, a temperature
difference of 50 �C is available as driving force for the heat transfer from the fuel cell
to the tank. At this temperature, the equilibrium pressure of the first decomposition
step is roughly 6MPa (NaAlH4) and 0.3MPa for the second step (Na3AlH6), which
means that the hydrogen pressure is high enough to operate the fuel cell sys-
tems [134]. Important for a well-operating tank system and fast decomposition of
NaAlH4 is the thermal conductivity of the storage material. For sodium aluminum
hydride values of 0.2 and 0.35–0.50Wm�1 K�1 were reported [135, 136]. It has been
shown that the thermal properties of doped NaAlH4 vary significantly with the phase

Figure 5.9 Cycle stability test of Ce-doped NaAlH4 (4 mol.%) over 83 cycles (Reproduced from
[133], with permission from Elsevier.)
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composition and the gas pressure. The thermal conductivity is enhanced with
increasing hydrogen pressure [137]. Prototype tanks of doped NaAlH4 containing
up to 3 kg of storage material are now under development. Such tank systems are
comprised of carbon fiber composite vessels. Heat exchange is carried out with
finned tubes for extensive and fast heat transfer [138].

5.3.5
Na3AlH6

5.3.5.1 Synthesis and Crystal Structure
Sodium hexaaluminum hydride can be directly synthesized (i) from the ele-
ments [139] (Eq. (5.26)) or (ii) by heating NaAlH4 with NaH in heptane
(Eq. (5.27)) [140]:

3NaþAlþ 3H2 !Na3AlH6 ðtoluene=165 �C; AlEt3; 35MPaÞ ð5:26Þ
NaAlH4 þ 2NaH!Na3AlH6 ðheptane=160 �C; 14MPaÞ ð5:27Þ

Another possibility is the direct synthesis by mechanical alloying of NaAlH4 þ
2NaH [141].

The powder pattern of Na3AlH6 shows significant similarities to the pattern of
cryolite, Na3AlF6 [142, 143]. R€onnebro et al. performed structure refinements and
confirmed the isotypic structures of sodium hexaaluminate and cryolite [144]. The
crystals structure (space group P21/n) consists of isolated distorted [AlH6]

3� octa-
hedra (Figure 5.10).

Figure 5.10 Crystal structure of Na3AlH6: distorted, isolated [AlH6]
3� octahedra forming a body

centered unit cell. Sodium atoms are represented by large spheres.
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The formation of a high-temperature stablemodification ofNa3AlH6was assumed
to occur at 222 �C [105]. Bastide et al. were the first to report the existence of a cubic
b-Na3AlH6 phase resulting from a transformation of the monoclinic a-Na3AlH6 at
252 �C, as observed by X-ray diffraction [145]. The authors also reported the
formation of b-Na3AlH6 under high pressure (3.5GPa) and high temperatures
(900 �C). Recently, in situ X-ray powder diffraction studies confirmed the reversible
phase transformation of a-Na3AlH6 to the cubic b-Na3AlH6 form [146]. Due to the
very narrow stability window of the cubic phase, no structure refinements could be
performed. Starting fromNa3AlH6 the storage capacity is slightly increased to 3wt.%
compared to the second release step when starting from NaAlH4. This is due to the
absence of additional Al in the hexahydride synthesized directly. Figure 5.11 shows
the stability of the storage capacity over 100 cycles.

5.3.6
KAlH4

5.3.6.1 Synthesis and Crystal Structure
KAlH4 contains 7.4wt.% hydrogen in total and 4.9wt.% if only the decomposition to
KH is considered. The hydride can be synthesized by different methods: (i) starting
from the elements K and Al treated at 250 �C under elevated H2 pressures [59], (ii)
directly from the reaction of KH and Al at H2 pressures > 17.5MPa and high
temperatures (>270 �C) [93], (iii) reaction of either NaAlH4 or LiAlH4 with KCl in
THF, followed by extraction in diglyme and subsequent evaporation [147].

The first structural investigations from powder diffraction data were contradictory
in terms of the symmetries of the unit cell [148, 149]. However, NMR investigations
showed a statistical disorder of the [AlH4]

� anion [150]. Crystal structure predictions
were published with unit cell parameters very close to the orthorhombic unit cell
originally proposed by Chini et al. [148] almost 40 years ago [66, 151]. Shortly after the
theoretical structure calculations, the structure was refined from experimental
data [152]. The orthorhombic crystal structure (space group Pbnm) is referred to
the BaSO4 structure with isolated [AlH4]

� tetrahedra. Seven [AlH4]
� tetrahedra

Figure 5.11 Cycle test for Ti-doped Na3AlH6 over 100 cycles in a closed system. Hydrogenation
conditions: 170 �C/4.2–3.0MPaH2 (Reproduced from [1], with permission from Elsevier.)
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coordinate the potassium atom, resulting in an overall coordination with ten
deuterium atoms.

5.3.6.2 Decomposition of KAlH4

Dymova et al. investigated the decomposition ofKAlH4up to 750 �CbyDSCandX-ray
diffractionmethods [153, 154]. The amount of hydrogen released was determined by
volumetric methods. Three endothermic thermal effects associated with the release
of hydrogen are assigned to the following decomposition steps (Eqs. (5.28)–(5.30)):

3KAlH4 !K3AlH6 þ 2Alþ 3H2 ð270� 317 �CÞ ð5:28Þ
K3AlH6 ! 3KHþAlþ 1:5H2 ð324� 360 �CÞ ð5:29Þ
3KH! 3Kþ 1:5H2 ð418� 438 �CÞ ð5:30Þ

The thermal decomposition was monitored by 27Al NMR investigations showing
for the initial KAlH4 amajor signal at 107 ppm assigned to [AlH4]

� units and a signal
at about 20 ppm assigned to [AlH3]n [147]. However, [AlH3]n is supposed to be
unstable and to decompose toAl andH2. The signal at�40 ppmappearing during the
thermolysis of KAlH4, is assigned to [AlH6]

3� units.
The possibility of reversible rehydrogenation was investigated by Morioka

et al. [155]. Heating KAlH4 in a TPD system at a heating rate of 2 �Cmin�1 leads
to a first decomposition to K3AlH6, Al, and H2 (2.4 wt.%) at 300 �C. The second step
occurs at 340 �Cwith a hydrogen release of 1.3wt.% and the third step at 430 �Cwith
an additional 1.2wt.% of hydrogen. For the rehydrogenation experiment, KH and
Al were exposed to 0.9MPa H2 while the temperature was increased to 500 �C. The
gradual rehydrogenation was observed to start below 200 �C and to stop at 340 �C.
The authors conclude a reversible hydrogenation of KAlH4 at 1MPa and 250–330 �C,
even without the presence of a catalyst. They report a cycle-stable hydrogen capacity
between 3 and 4wt.%. Compared to NaAlH4, KAlH4 is thermodynamically more
stable, resulting in a lower enthalpy of hydrogenation. The pressure required for
hydrogenation is thus lower. This also means that much higher decomposition
temperatures of about 300 �C for the first step are required. First-principles inves-
tigations of the crystal structure of the potassium hexahydride revealed a-K3AlH6 to
have a structure similar to a-Na3AlF6. The structure consists of isolated [AlH6]

3�

octahedral with an fcc sublattice formed by Al [156].

5.3.7
Mg(AlH4)2

5.3.7.1 Synthesis and Crystal Structure
Mg(AlH4)2 contains 9.3wt.%hydrogen and seemed to be an interesting candidate for
solid hydrogen storage provided dehydrogenation is possible.

Three different synthesis routes (Eqs. (5.31)–(5.33)) forMg(AlH4)2 in diethyl ether
were described by Wiberg and Bauer [157–159]:

4MgH2 þ 2AlCl3 !MgðAlH4Þ2 þ 3MgCl2 ð5:31Þ
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MgH2 þ 2AlH3 !MgðAlH4Þ2 ð5:32Þ
MgBr2 þ 2LiAlH4 !MgðAlH4Þ2 þ 2LiBr ð5:33Þ

Mg(AlH4)2 was reported to be soluble in Et2O and to decompose at 140 �C. The
preparation of Mg(AlH4)2 by hydrogenolysis of a Grignard reagent in Et2O followed
by the addition of AlCl3 was reported by Hartwig [160]. Another synthesis route also
using solvents is the reaction of NaAlH4 or LiAlH4 and MgCl2, MgBr2, and MgI2 in
diethyl ether and THF [161–163]. Crystalline Mg(AlH4)2�Et2O is further evacuated to
remove the solvent. The preparation bymechanochemical activation in a high energy
ball mill is an alternative way to prepareMg(AlH4)2 [164]. To do this, MgH2 and AlH3

are ball milled for several hours. The evidence for the formation of the magnesium
aluminum hydride was deduced fromDTA experiments by comparing the DTA data
of the products with those of the educts. Solvate-free preparations of Mg(AlH4)2 and
of MgAlH5 by mechanochemical activation were reported by Dymova et al. [165].
However, the intermediate of the decomposition, MgAlH5, was never observed by
others. Ball milling of either NaAlH4 or LiAlH4 with MgCl2 for several hours
produces Mg(AlH4)2 and NaCl or LiCl as by-phases in a metathesis reaction
(Eq. (5.34)) [166]:

MgCl2 þ 2NaAlH4=LiAlH4 !MgðAlH4Þ2 þ 2NaCl=LiCl ð5:34Þ
The orthorhombic crystal structure of Mg(AlH4)2 � 4THF consists of Mg octahe-

drally coordinated by four THFmolecules and two H atoms, bridging two Al atoms.
The coordination of the [AlH4]

� tetrahedra is completed by three terminal hydrogen
atoms [167, 168]. The monoclinic crystal structure of the diethyl ether adduct is
formed by a polymeric, ribbon-like structure [168]. TheMg atoms are coordinated by
five H atoms and one O atom from dimethyl ether. The Al atoms are tetrahedrally
coordinated by four H atoms. In contrast to the THF adduct, the [AlH4]

� groups act
as bridging units between the Mg octahedra forming ribbons. For solvent-free
Mg(AlH4)2 the crystal structure could not be solved from early X-ray powder patterns.
The application of modern DFT calculations enabled the prediction of a structure
model [169]. Finally, the structure was refined from experimental data [170].
The [AlH4]

� tetrahedra are surrounded by six Mg atoms in a distorted [MgH6]
4�

octahedron. [AlH4]
� tetrahedra and [MgH6]

4� octahedra form a sheet-like structure.

5.3.7.2 Decompositon
Claudy et al. investigated the decomposition of solvent-freeMg(AlH4)2 prepared from
NaAlH4, MgCl2 and THF [171]. The decomposition starts between 130 and 160 �C
(endothermic,DH� 0 kJmol�1, reaction 1) with the formation ofMgH2 and Al. The
second step proceeds at about 300 �C (endothermic reaction 2) which was originally
assigned to the formation of Mg and Al as crystalline compounds. However, more
recent X-ray diffraction studies show the formation ofMg–Al alloy [76, 164, 166, 172–
174]. The decomposition mechanism can be formulated as follows (Eqs. (5.35)
and (5.36)) [76]:

MgðAlH4Þ2 !MgH2 þ 2Alþ 3H2 ð110�130 �CÞ ð5:35Þ
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MgH2 þ 2Al! 0:5Al3Mg2 þ 0:5AlþH2 ð250 �CÞ ð5:36Þ
Both, ball milling and adding a Ti catalyst have a positive effect on the kinetics of

the decomposition [172, 174, 175]. Magnesium aluminum hydride is more unstable
than NaAlH4 or KAlH4 [174]. Even after doping with Ti only 0.3 wt.% H2 can be
absorbed at long reaction times at 30MPa and 80 �C. Magnesium aluminum
hydride cannot be reversibly rehydrogenated due to the instability of the compound.
With the known formation enthalpy of MgH2, Claudy et al. calculated the formation
enthalpy DH of Mg(AlH4)2 to be �80.2 kJmol�1 [171]. Experimentally determined
reaction enthalpies for the first step of the decomposition fromMg(AlH4)2 to MgH2

of 1.7 kJmol�1, confirmed by DFTcalculations, show that a reversible rehydrogena-
tion of magnesium aluminum hydride under acceptable physical conditions is not
possible [166, 176, 177]. The enthalpy measured for the second decomposition step
of MgH2 to Mg3Al2 was 48.8 kJmol�1. For the hydrogenation of the Mg3Al2 alloy
with formation of MgH2 and Al, an enthalpy of�63.4 kJmol�1 is reported which in
consideration of different Mg/Al ratios for both cases is a satisfactory agreement
[178, 179]. The decomposition enthalpy of Mg(AlH4)2 is thus far below that required
for reversible hydrogen storage at room temperature (30–40 kJmol�1 H2) [180].
Dymova et al. proposed the existence of MgAlH5 formed by two different pathways:
(i) during the mechanochemical activation where Mg(AlH4)2 and MgH2 react at
elevated temperature or (ii) during the decomposition ofMg(AlH4)2 between 120 and
155 �C [165]. However, the existence of this phase has never been shown by X-ray
diffraction. Neither the formation of an intermediate hexahydride, Mg3(AlH6)2, as
observed for the alkali metal aluminum hydrides, nor the formation of MgAlH5

could be confirmed by other studies. Klaveness et al. investigated the theoretical
stability of the proposedMgAlH5 compound and postulated the structure to be stable
only at �273 �C at ambient pressure [176].

5.3.8
Ca(AlH4)2

5.3.8.1 Synthesis and Crystal Structure
For complete desorption of Ca(AlH4)2 7.7wt.% hydrogen can be released.

Ca(AlH4)2 can be synthesized from CaH2 and AlCl3 in non-aqueous solvents such
as THF [181] or dimethyl ether [92]. Unfortunately, most of the products were either
not free of solvent or the yield of pure calcium aluminum hydride was very low.
Mechanochemical activation of a mixture of AlCl3 and CaH2 was reported to
successfully provide Ca(AlH4)2 [182]. Another synthesis path would be a metathesis
reaction of NaAlH4 or LiAlH4 with CaCl2 by ball milling, forming Ca(AlH4)2 and
NaCl or LiCl as by-phases [166]. Fichtner et al. investigated several ways to prepare
solvated and desolvated calcium aluminum hydride by wet-chemical and mechan-
ically assisted methods [183]. The crystal structure of the THF adduct, solved from
single crystal data, was shown to be similar to that of the Mg(AlH4)2�4THF adduct.
Shortly after, the crystal structure of the solvent-free calcium aluminum hydride was
predicted from DFT calculations [184]. The proposed crystal structure is formed by
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isolated [AlH4]
� tetrahedra, of which eight tetrahedra coordinate one calcium atom.

The formation enthalpy of Ca(AlH4)2 was calculated to be around�12.5 kJmol�1H2.
The crystal structure of the intermediate phaseCaAlH5 formedduring thefirst step of
decomposition has been predicted by DFTcalculations [185]. The structure is based
on aa0-SrAlF5 type structure in P21/n symmetry. The very complex structure consists
of corner sharing [AlH6]

3� octahedra (Figure 5.12a). The helical arrangement is
different to the zigzag chains of [AlH6]

3� octahedra in the crystal structure of BaAlH5

which are formed by corner-sharing [AlH6]
3� octahedra (Figure 5.12b) [186]. Each of

the calcium atoms of the CaAlH5 structure is coordinated by 9 hydrogen atomswith a
distance between 2.3 and 2.6Å and an additional hydrogen atom with a distance of
more than 3Å.

5.3.8.2 Decomposition of Ca(AlH4)2
Mal�tseva et al. investigated the decomposition of Ca(AlH4)2 by DTA experiments
which showed several exothermic and endothermic reactions associated with hy-
drogen evolution [182]. From in situ X-ray diffraction studies and DSC analysis of
solvent-free Ca(AlH4)2, it is evident that the decomposition proceeds in three steps
(Eqs. (5.37)–(5.39)) [76]:

CaðAlH4Þ2 !CaAlH5 þAlþ 1:5H2 ð80�100 �CÞ ð5:37Þ

Figure 5.12 (a) Crystal structure of CaAlH5 with helical arrangement of [AlH6]
3� octahedra,

(b) crystal structure of BaAlH5 showing the zizag arrangement of corner sharing [AlH6]
3�octahedra.
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CaAlH5 !CaH2 þAlþ 1:5H2 ð180�220 �CÞ ð5:38Þ
CaH2 þ 2Al!CaAl2 þH2 ð350�400 �CÞ ð5:39Þ

Thefirst stepwas confirmed to be exothermic (DH��7.5 kJmol�1) whichmakes a
reversible rehydrogenation under reasonable physical conditions almost impossible.
The reaction enthalpy for the second step was determined to be about 32 kJmol�1 H2.
The experimental data have been confirmed by first-principles DFT calculations of
the dehydrogenation enthalpies, showing that the first step of dehydrogenation is
indeed exothermic [187, 188].

5.3.9
Na2LiAlH6

Claudy et al. obtained Na2LiAlH6 by the reaction of NaAlH4 and LiH at 200 �C and
37MPa H2 pressure. A mixture of complex AlEt3–NaH heated to 160 �C and
pressurized at 30MPa H2 for 10 h produced LiNa2AlH6 [189]. The synthesis of the
doped mixed aluminum hydride from NaAlH4, LiH, and NaH in heptane under H2

pressure was reported first by Bogdanovi�c and Schwickardi. Synthesis by ball milling
of amixture ofNaH, LiH, andNaAlH4 avoids theuse of any organic solvent [141, 190].
Mechanical alloying of LiAlH4 and NaH also leads to the formation of
Na2LiAlH6 [191].

The mixed aluminum hydride decomposes in one endothermic step between
220 and 230 �C (Eq. (5.40)):

Na2LiAlH6 ! 2NaHþ LiHþAlþ 1:5H2 ð5:40Þ

The crystal structurewas solved fromsynchrotron powder diffraction data and is in
good agreement with the predicted theoretical structure [192, 193]. The structure
crystallizes in the perovskite structure type with Li and Al in tetrahedral and
octahedral coordination. [LiH6]

5� and [AlH6]
3� octahedra form a very complex

network of corner-shared octahedra. Each octahedra is surrounded by six other
octahedra of different type. The structure can also be described as a cubic close
packing of isolated [AlH6]

3� octahedra with Li filling the octahedral sites and Na
filling the tetrahedral sites. Sodium is coordinated to three H atoms from each of the
four surrounding [AlH6]

3� units, resulting in a coordination number of 12.
The thermodynamic and kinetic properties of the complex aluminum hydride

were analyzed by Ma et al. [194]. Different metals salts (TiCl3, TiF3, CrCl3, and CeO2)
were used as potential catalysts and the influence of ball milling time and type of
catalyst on the educts and product formation were analyzed. The strongest effect on
the kinetics of rehydrogenation is observed for TiCl3 but the highest capacity for
rehydrogenation (2.6wt.%) is achieved with CeO2. However, without any catalyst the
capacity is about 2.3wt.% raising the question whether the dopants act as a catalyst at
all. The measured capacity of the catalyzed complex is 3.0wt.% for the first cycle and
2.6wt.% for the following cycles [191]. The measured decomposition enthalpy of
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DH¼ 53.5 kJmol�1 H2 is slightly higher than that of Na3AlH6. In situ X-ray
diffraction experiments followed the decomposition of Na2LiAlH6, starting at 160 �C
with the appearance of weak reflections belonging to NaH which gain intensity
during further heating. Between 250 and 320 �C very weak reflections assigned to
LiH are detected. Finally, the decomposition of NaH starts at about 350 �C [76]. All
decomposition steps are endothermic. For the mixed aluminum hydride, the
decomposition temperatures are lowered compared to the pure aluminum hydrides
NaAlH4 and LiAlH4. Na2LiAlH6 is a medium temperature material with plateau
pressures below 2.5MPa in the temperature range 180–230 �C [194].

5.3.10
K2LiAlH6

Graetz et al. report the synthesis of K2LiAlH6 via the reaction (Eq. (5.41)) [191]:

LiAlH4 þ 2KH!K2LiAlH6 ð5:41Þ
The symmetry of the structure, different to that of pure Li3AlH6 and K3AlH6

structures, was first predicted to be Fm3m [191, 192]. R€onnebro andMajzoub solved
the crystal structure from powder data combined with DFT calculations to be
isostructural with the rhombohedral high-temperature structure of K2LiAlF6 [195].

The decomposition of the mixed complex aluminum hydride takes place at
about 230 �C. The hydrogen absorption without catalysts proceeds slowly at 300 �C.
The lack of a clearly defined pressure plateau indicates that the phase does not
exhibit a two phase region at about 300 �C. ThemeasuredH2 storage capacity is about
2.3wt.% [191].

5.3.11
K2NaAlH6

K2NaAlH6 can be synthesized by ball milling from different educts (Eq. (5.42)
and (5.43)) [191]:

NaAlH4 þ 2KH!K2NaAlH6 ð5:42Þ

KAlH4 þKHþNaH!K2NaAlH6 ð5:43Þ
Another possibility is the synthesis in an organic medium under a high H2

pressure of 25GPa [196]. The crystal structure was predicted by DFTcalculations and
confirmed by Rietveld refinements [191]. The cubic structure (space group Fm3m)
consists of [AlH6]

3� units, octahedrally coordinated Na atoms and K atoms in 12-fold
coordination. The structure is very similar to that of b-Na3AlH6. Desorption starts at
about 260 �Cwith a hydrogen release of 2.0 wt.% and the re-adsorption of hydrogen is
very slow, needing more than 1000 h to reach equilibrium pressure. The estimated
decomposition enthalpy is about 97 kJmol�1 H2 [191].
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5.3.12
LiMg(AlH4)3, LiMgAlH6

5.3.12.1 Synthesis and Crystal Structure
The first report on the preparation and properties of lithiummagnesium aluminum
hydride, LiMg(AlH4)3, goes back to the work of Bulychev et al. who prepared the
compound from MgCl2, LiAlH4, and NaAlH4 in ether [197]. As shown later,
LiMg(AlH4)3 in mixture with LiCl can also be prepared by ball milling of MgCl2
with LiAlH4 in a molar ratio of 1:3 [166]. The crystal structure of LiMgAlH6, the
intermediate formed during the decomposition of LiMg(AlH4)3, was solved by a
combination of DFTpredictions and Rietveld refinements. The structure is related to
Na2SiF6, consisting of isolated [AlH6]

3� octahedra connected by Li and Mg atoms.
The structure can also be described as alternating AlMg3 and Al2Li3 layers [198].

5.3.12.2 Decomposition
LiMg(AlH4)3 decomposes in a two-step reaction according to (Eqs. (5.44) and
(5.45)) [76]:

LiMgðAlH4Þ3 ! LiMgAlH6 þ 2Alþ 3H2 ð5:44Þ

LiMgAlH6 ! LiHþMgH2 þAlþ 1:5H2 ð5:45Þ
The decomposition products are LiH and MgH2 which could be further decom-

posed to the elements at higher temperatures. The first step between 100 and 130 �C
is exothermic which makes the materials not applicable for hydrogen storage. The
second step between 150 and 180 �C is endothermic. The intermediate LiMgAlH6

contains 9.4wt.%H2 ofwhich 4.8wt.% are released in the second step.Whenheating
to about 250 �C, another 3.6 wt.% can be released. From the peak areas of DSC
measurements dissociation enthalpies of about �15 kJmol�1 for the first decom-
position step (exothermic) and 13 kJmol�1 for the second step (endothermic) were
calculated [166].

5.3.13
Sr2AlH7

Several routes have been published for the synthesis of Sr2AlH7. Using SrAl2 as
educt, the alloy can be hydrogenated to SrAl2H2 at 463K and to Sr2AlH7 at
240 �C [199–201]. Another possibility for the synthesis of Sr2AlH7 is to ball mill
Sr2Al alloy under hydrogen followed by additional hydrogenation [202, 203]. Ball
milling of Sr2Al under 0.6MPa hydrogen for 10 h leads first to the formation of SrH2

and Al. In a second step, hydrogenation at pressures above 3MPa and temperatures
of 260�C for 2 days results in the formation of Sr2AlH7. However, the sample still
contains about 30% SrH2. The sample was shown to slowly release hydrogen at
1.3MPa and 260 �C forming SrH2 and Al, indicating that the reaction is revers-
ible [203]. Keeping Sr2AlH7 under lower pressures (below 1.76MPa) leads to the
formation of SrAl4. A sample containing the Sr–Al alloy cannot be rehydrogenated
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under reasonable conditions. The formation enthalpy of Sr2AlH7 from SrH2 and Al
and H2 was determined to be �51 kJmol�1 H2 whereas the enthalpy change for
the formation of SrAl4 from the reaction of SrH2 with Al was determined to be
48 kJmol�1 H2. The reason for the irreversibility of the second reaction might be
related to kinetic problems. Sr2AlH7 decomposes directly into SrH2, SrAl4, and H2

when the hydrogen pressure is below the equilibrium pressure of the irreversible
reaction. Zhang et al. have reported that Sr2AlH7 cannot be obtained successfully by
ball milling of a mixture of commercial SrH2 and Al powders under hydrogen but by
ball milling of Sr2Al under hydrogen [204]. A possible reason for this might be that
large particles of Al form (100 nm) during milling while ball milling of Sr2Al alloy
leads to the formation of much smaller Al crystals (�10 nm). Lower specific surface
area of the large particles and enhanced kinetics due to short diffusion pathways for
the small particles are very likely the reasons for the distinct hydrogenation
characteristics.

Sr2AlH7 possesses a very interesting and unusual crystal structure. The mono-
clinic structure consists of isolated [AlH6]

3� octahedra and of [HSr4]
7þ units. The

[HSr4]
7þ tetrahedra are connected via shared edges and form infinite one-dimen-

sional twisted chains [200, 202]. The presence of [HSr4]
7þ units enables an easy

rearrangement to SrH2 during decomposition.

5.3.14
BaAlH5

5.3.14.1 Synthesis and Crystal Structure
The synthesis and the crystal structure of BaAlH5were reported by Zhang et al. [186].
First Ba7Al13was prepared by arcmelting and then the hydrogenationwas performed
under a hydrogen pressure of 7MPa and at 240 �C for 5 days. A new hydride was
formed together with Al. The orthorhombic crystal structure of BaAlH5, solved from
powder data, consists of corner-sharing [AlH6]

3� octahedra, forming one-dimen-
sional zigzag chains along the crystallographic c-axis. Due to the size of the Ba atoms,
the octahedra are rather distorted. The crystal structure of BaAlH5was reproduced by
DFT calculations [176]. Additionally, the formation enthalpy was calculated to be
�224 kJmol�1. Estimating the reaction enthalpy of the decomposition of BaAlH5 to
BaH2 to be 61 kJmol�1H2, BaAlH5 should be stable. The compound could be used as
a reversible storage material but higher temperatures are needed. The measured
hydrogen content of 2.56wt.% is in good agreement with the theoretical hydrogen
content of 2.6 wt.%.

While BaAlH5 is formed between 100 and 280 �C, Ba2AlH7 was reported to form
together with Al during the hydrogenation of Ba7Al13 at temperatures higher than
280 �C [205]. Starting from Ba7Al13 at about 60 �C, BaAlH5 and Al are formed. With
increasing temperature, BaAlH5 becomes unstable at about 280 �C and decomposes
into Ba2AlH7, Al, and H2. If the temperature is raised above 327 �C, BaAl4 is formed
as the most stable decomposition product. The crystal structure of Ba2AlH7 is
isostructural to Sr2AlH7with isolated [AlH6]

3� octahedra and edge-sharing [Ba4H]7þ

tetrahedra forming infinite one-dimensional chains.
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5.4
Complex Transition Metal Hydrides

5.4.1
Introduction

Complex metal hydrides are hydrides with very specific properties in terms of
synthesis conditions (high pressures up 500MPa [206]), high decomposition tem-
peratures, high costs for the metal precursor, and often very low storage capacities.
However, for completeness, a brief overviewof this type of hydridewill be given.Most
of thework concerning preparation and structure determination of these compounds
was reported by the groups of Bronger [206], Noreus [207], andYvon [208]. For further
reading these articles are highly recommended.

Complex metal hydrides can be distinguished by the type of central atom of the
anionic complex. Metal borohydrides, complex aluminum hydrides, and aluminum
hexahydrides are the most important examples for main group elements. These
systems have been described in the previous chapters. Complex hydrides are known
for most of the transition metals with the exception of Ti, V, Cr, Ag, Au, and Hg.
Depending on the oxidation state and the type of metal, different structural units of
the complex anions are observed. Typical examples for building units are octahedral
[FeH6]

4�, square-pyramidal [CoH5]
4�, and square-planar [PtH4]

2� units and linear
[PdH2]

2� systems [208]. A summary of the known examples of transition metal
complex anions is given in Table 5.3. It can be seen from the table, that not all of the
transitionmetals produce complex hydride anions.Most of the complex anions fulfill
the 18 electron rule. It is obvious that the systemswith lightmetal cations are themost
promising for hydrogen storage.

5.4.2
Properties

The gravimetric hydrogen content of complex transition metal hydrides can reach
values of more than 5wt.% (Mg2FeH6¼ 5.5wt%), but most of these systems have a

Table 5.3 Anions of complex transition metal hydrides (from Ref. [208]).

Mn Fe Co Ni Cu Zn
[MnH4]

2� [FeH6]
4� [CoH4]

5� [NiH4]
4� [CuH4]

3� [ZnH4]
2�

[MnH6]
5� [CoH5]

4�

Tc Ru Rh Pd Ag Cd
[TcH9]

2� [RuH3]
6� [RhH4]

3� [PdH2]
2� [CdH4]

2�

[RuH4]n
4n� [RhH6]

3� [PdH3]
3�

[RuH5]
5� [PdH4]

2�

[RuH6]
4� [PdH4]

4�

Re Os Ir Pt Au Hg
[ReH6]

5� [OsH6]
4� [IrH5]

4� [PtH4]
2�

[ReH9]
2� [IrH6]

3� [PtH6]
2�

[Pt2H9]
5�
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hydrogen content lower than 4wt.%. The volumetric hydrogen storage capacities of
many of these systems are similar or higher than for liquid hydrogen and reach
150 g L–1 for Mg2FeH6. The desorption temperatures at 0.1MPa vary from< 100 �C
(BaReH9) tomore than 400 �C (Mg3RuH3). The desorption enthalpies lie in the range
64–130 kJmol�1 H2. For several reasons these materials are not suitable for appli-
cation as hydrogen storagematerials in combinationwith fuel cells. One reason is the
high price in the case of noble metals (Mg2RuH4). Another reason is that the storage
capacity is often too low and/or the desorption temperatures are too high. An
overview of the composition, the structure of the anions and the properties of these
systems is given in Table 5.4.

5.4.3
Synthesis

A first example of a complex transition metal hydride, K2ReH9, was prepared
in 1961 [209]. Since then numerous new systems have been developed. Starting
from potassium perrhenate in ethylenediamine, the hydride was prepared by
reduction with potassium metal. In the original work the complex hydride
was described as K2ReH8 but X-ray analysis showed that discrete [ReH9]

2�

units are present [210]. Usual methods for the preparation of complex transition
metal hydrides are synthesis in solution, preparation under high pressure, and
the ball milling method. One example for the synthesis in solution is the
preparation of Li2ZnH4 according to the following reaction scheme (Eqs. (5.46)
and (5.47)) [211]:

2LiCH3 þZnðCH3Þ2 ! Li2ZnðCH3Þ4 ð5:46Þ

Li2ZnðCH3Þ4 þ 2LiAlH4 �!Et2O Li2ZnH4 þ 2LiAlðCH3Þ2H2 ð5:47Þ

In a first step Li2Zn(CH3)4 was prepared frommethyl lithium and dimethyl zinc.
Reduction of this compound with LiAlH4 produces the complex zinc hydride in

Table 5.4 Selected examples of complex transition metal hydrides.

Molecular
weight (g mol�1) Type of anion

Start of
decompositiona) (�C)

Hydrogen content
(wt.%)

BaReH9 332.6 [ReH9]
2� <100 2.7

Mg3MnH7 134.9 [MnH6]
5�, H� 280 5.2

Mg2FeH6 110.5 [FeH6]
4� 320 5.5

Mg2CoH5 112.6 [CoH5]
4� 280 4.5

Mg2NiH4 111.3 [NiH4]
4� 280 3.6

Ba7Cu3H17 1169.2 [CuH4]
3�, 5H- 20 1.5

K2ZnH4 147.6 [ZnH4]
2� 310 2.7

a) Experimental data.
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high yields because the product is insoluble in ether and precipitates from the
solution. Similar reaction sequences are used for the preparation of Na2ZnH4 and
K2ZnH4. From elemental powders mixtures, Mg2FeH6 was prepared at 500 �C
under 2–12MPa hydrogen pressure [212]. The same procedure was used for the
synthesis of Mg2CoH5 at 350–500 �C and hydrogen pressures between 4 and
6MPa [213]. In recent years, high energy ball milling has been used for the
preparation of different complex transition metal hydrides. Advantages of this
method are shorter reaction times and a simple preparation technique. In the case
of reactive milling, which means that milling is carried out under a hydrogen
atmosphere, the reaction mixture is directly hydrogenated during the milling
process. With this technique, Mg2FeH6 was prepared starting from a mixture of
2mole Mg and 1mole Fe under a pressure of 0.5MPa and reaction times of
100 h [214, 215]. In a similar manner, Mg2CoH5 was synthesized from a stoichio-
metric mixture of 2mole MgH2 and 1mole Co under a hydrogen atmosphere of
0.1MPa H2 [216].

5.4.4
Examples of Complex Transition Metal Hydrides

Mg2FeH6, containing octahedral [FeH6]
4� units, is one of the most investigated

complex transitionmetal hydrides.Mg2FeH6 is amaterial with a very high volumetric
hydrogen storage capacity of 150 g L–1 and a gravimetric hydrogen capacity of
5.5wt.%. With a decomposition temperature of 320 �C at 0.1MPa hydrogen,
this material is not suitable for room temperature or medium-temperature fuel
cell applications. The compound exhibits a high decomposition enthalpy of
DH¼ 98 kJmol�1. Advantageous are the low price of the precursor metals and
excellent cycle stability over hundred cycles. These properties could make the
material useful for heat storage application in the temperature range around
450–500 �C, for example, for solar heat storage applications [217].

5.5
Summary

It can be summarized that of all the complex aluminum hydrides presented in
this chapter only NaAlH4 up till now partially fulfils the requirements for a
storage material for mobile fuel cell applications. Over the last decade, the
kinetics as well as the cycle stability of doped sodium alanates has been
improved. Nevertheless, for application in a low-temperature fuel cell the storage
capacity seems to be too low because only the first decomposition step (3.6 wt.%
hydrogen) can be used.

Due to their thermodynamic properties some complex aluminum hydrides
are not reversible under acceptable technical conditions. Others have too low
hydrogen storage capacities which exclude these materials from broad industrial
applications.
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Boron hydrides do have high hydrogen contents.However, the thermodynamics is
in most cases unfavorable, the kinetics or the dehydrogenation and rehydrogenation
are slow and the possible evolution of diborane is an additional problem. Therefore
boron hydrides do not at present not allow any use as reversible hydrogen storage
material.

The complex transition metal hydrides known so far show too low hydrogen
contents and can therefore not be considered for hydrogen storage.

A critical view of the properties of complex hydrides shows that it might not be
recommended to focus on a single material for a global solution of the hydrogen
storage problem. The unfavorable thermodynamics of most systems combined with
high material costs and reaction conditions which are not applicable in mobile
applications underline that a �single solution� is unrealistic. At present, no system is
available which could allow commercial use. Nevertheless, the use of compounds
with suitable properties for a particular application cannot be excluded. As an
example, solutions of NaBH4 can serve as a hydrogen carrier for PEM fuel cells.

Fundamental research is necessary to understand all the mechanisms involved in
the dehydrogenation and rehydrogenation in complex hydrides. Additionally to the
understanding of the kinetics it is exceedingly important to develop new systemswith
much more advantageous thermodynamic properties.
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6
Amides, Imides and Mixtures
Takayuki Ichikawa

6.1
Introduction

As early as 1910, Dafert and Miklauz [1] reported that the reaction between lithium
nitride (Li3N) and hydrogen (H2) generated Li3NH4. However, the product was
proved by Ruff and Goeres [2] to be a mixture of lithium amide (LiNH2) and lithium
hydride (LiH):

Li3Nþ 2H2 ! LiNH2 þ 2LiH ð6:1Þ
Furthermore, the mixture was decomposed by heating, releasing H2:

LiNH2 þ 2LiH! Li2NHþ LiHþH2 ð6:2Þ
The chemistry of alkali amides was well investigated in the early twentieth

century [3, 4], especially, sodium amide (NaNH2) has been used as a reagent in
synthetic organic chemistry because of its ability to promote condensation reactions,
to introduce amino groups into a molecule, and to remove the elements of water or
of a hydrohalide acid. Lithium nitride has also been investigated for more than
50 years [5].

In 2002, Chen et al. [6] reported the system Li3N to be a high capacity hydrogen
storage material, where the hydrogenation and dehydrogenation of Li3N were
performed by the following two-step reversible reactions;

Li3Nþ 2H2 $ Li2NH2 þ LiHþH2 $ LiNH2 þ 2LiH ð6:3Þ
They claimed that a high amount of hydrogen (10.4mass%) could be reversibly

stored in this Li–N–H system. Since then, the hydrogen storage properties of
metal–N–H systems have also been investigated all over the world. In this chapter,
our current understanding of the thermodynamics, kinetics, crystal structure,
electronic structure, characterization techniques, practical properties and reaction
mechanism of the metal–N–H systems will be summarized from the viewpoint of
hydrogen storage materials.
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6.2
Hydrogen Storage Properties of Amide and Imide Systems

6.2.1
Li–N–H System

In the first report of the hydrogen storage properties of the Li–N–H system [6], Li3N
was reported to absorb hydrogen in a two-step reaction to formLiNH2 and 2LiH,with
a theoretical hydrogen capacity of 10.4mass%. However, only the second step in
the reaction (6.3) is reversible under practical conditions of temperature and
pressure [6, 7], and it releases only 5.2mass% hydrogen. The pressure–composition
(PC) isothermal properties are shown in Figure 6.1. By eliminating an extra LiH in
the second step, the hydrogen capacity increases to 6.5mass% for the following
reaction [8, 9],

LiNH2 þ LiH $ Li2NHþH2: ð6:4Þ

The enthalpy change of the reaction (6.4) was deduced to be –44.5 kJ (mol H2)
–1

from the database indicated in Chen�s report [6]. However, Chen et al. [6] and Kojima
and Kawai [10] have carefully measured the PC isothermal curve for the Li–N–H
system at different temperatures and evaluated DH from the van�t Hoff plot to be
�66 kJ (mol H2)

–1. Recently, Isobe et al. evaluated DH for hydrogen desorption on
the Li–N–H system by the direct measurement of DSC, indicating DH to be
–67 kJ (mol H2)

–1 [11].
Because the first reaction step in the reaction (6.3) showed quite low equilibrium

pressure (Figure 6.1) for the hydrogen desorption due to a large enthalpy change,
a number of research groups have focused on the �amide–imide� reaction instead of
the �imide–nitride� as indicated in reaction (6.4).

Concerning the mechanism of reaction (6.4), after the report on the Li–N–H
system, some researchers have indicated the reaction mechanism on the hydrogen
desorption from two solid phases of LiHand LiNH2. Chen et al. [12] have claimed that
H in LiNH2 is positively charged while H in LiH is negatively charged, so that the
strong affinity between Hdþ and Hd� gives rise to a hydrogenmolecule. This model
suggests hydrogen gas desorption due to direct molecule–molecule interaction, in
which the LiH and LiNH2 molecules should be liberated from two solid phases.
On the other hand, Hu and Ruckenstein [13] and Ichikawa et al. [14] have proposed
that the hydrogen desorption reaction (6.4) proceeds through the following two-step
elementary reaction mediated by ammonia (NH3):

2LiNH2 ! Li2NHþNH3 ð6:5Þ

and

LiHþNH3 ! LiNH2 þH2 ð6:6Þ

The detailed mechanism will be mentioned later in this chapter.
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6.2.2
Li–Mg–N-H Systems

As mentioned in the previous section, the thermodynamic properties of the
Li–N–H system are thought to be unsuitable for practical application, because the

Figure 6.1 Pressure–composition (PC)
isotherms of Li3N and Li2NH samples. The
pressure was increased step by step to 2MPa
then gradually reduced to 0.004MPa. The x axis

represents themolar ratio of H atom to Li–N–H
molecule. (a) Li3N at 195 �C; (b) Li3N at 230 �C;
(c) Li3N at 255 �C; (d) Li3N re-PCI at 255 �C; (e)
Li2NH at 255 �C and (f) Li2NH at 285�C [6].
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temperature required to release hydrogen at usable pressures is too high due to the
large change in enthalpy. Therefore, after Chen�s report [6], some researchers tried
to improve the thermodynamic properties. Orimo�s group [15–17] started from a
magnesium nitride (Mg3N2) and 4Li3N mixture, because their concept to improve
this Li–N–H system is based on the replacement of Li atom by Mg. In their papers,
as an effective method for destabilization of LiNH2, partial substitution of Li by
elements with larger eletronegativity, such as Mg, was attempted. A mixture of
Li3N–20mol%Mg3N2 was investigated in detail. The reversible reaction reported in
this paper is as follows (9.1 mass%):

3MgðNH2Þ2 þ 12LiH $ Mg3N2 þ 4Li3Nþ 12H2 ð6:7Þ

where, Mg(NH2)2 is magnesium amide. Luo [9] and Xiong et al. [18] started from a
mixture of MgH2 and LiNH2 and obtained the Li–Mg–N–H system as well, because
their concept to develop this systemwas based on the replacement of LiH byMgH2 to
destabilize the Li–N–H system. Luo expected the partial replacement of Li by Mg in
the LiNH2–LiH system to improve the sorption characteristics since MgH2 is less
stable than LiH [9]. Xiong et al. synthesized the ternary imides by mixing, heating,
hydrogenating, and dehydrogenating lithium amide with the corresponding hy-
drides of alkaline earth metals because considerable changes in the thermodynamic
properties of a binary hydride were expected by forming ternary or multinary
hydrides [18]. After the dehydrogenation and rehydrogenation treatments, they
finally obtained the following reaction (5.5mass%).;

MgðNH2Þ2 þ 2LiH $ MgLi2ðNHÞ2 þ 2H2 ð6:8Þ

On the other hand, Leng et al. investigated a composite material produced by ball
milling a 3 : 8molarmixture ofMg(NH2)2 andLiHunder 1.0MPaH2atmosphere [19]
as follows (6.9 mass%).,

3MgðNH2Þ2 þ 8LiH $ Mg3N2 þ 4Li2NHþ 8H2 ð6:9Þ
Because their group investigated the reaction mechanism [14] of the Li–N–H

system, they thought that the elementary step shown in reaction (6.5) needed to be
improved. Therefore, Mg(NH2)2 was used instead of LiNH2 because Mg(NH2)2 was
expected to be decomposed at a much lower temperature than LiNH2.

Thus, all these groups have investigated and developed the Li–Mg–N–H systems
with different strategies. These systems, which are quite hot topics in the H-storage
field because of having thermodynamically suitable characteristics for on-board
H-storage, are composed of LiH and Mg(NH2)2 with different mixing ratios in the
hydrogenated states. The difference between them is only in their mixing ratios,
resulting in different dehydrogenated states.

The PC isothermal properties on the above Li–Mg–N–H system have been
reported by a few groups for desorption [9, 20–22], absorption [23] and both
absorption and desorption reactions [24–26], as shown in Figure 6.2 (desorption)
and Figure 6.3 (absorption). However, thermodynamically accurate results have not
yet been reported, because the kinetic properties are significantly worse, even around
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200 �C, than for conventional hydrogen storage alloys. As shown in Figures 6.2
and 6.3, the reactions (6.7)–(6.9) have a quite narrow plateau region and possess a
slope region. Therefore, the thermodynamic quantity is quite difficult to estimate
from these PC isothermal experiments. Akbarzadeh et al. [27] and Araujo [28]

Figure 6.3 Absorption isotherm at 200 �C of Li2Mg(NH)2 [26].

Figure 6.2 The PC isotherms of the mixture of Mg3N2 þ 4Li3N after hydrogenation during
dehydrogenating at 473, 498, and 523K. Points A, B, C, D, and Emark the amounts of the desorbed
hydrogen of 0, 3.1, 3.5, 4.0, 4.9mass% on the isotherm at 523K, respectively [110].
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performed a first-principles study on the thermodynamics of hydrogen desorption
for the Li–Mg–N–H systems. The results are shown in Table 6.1.

Asmentioned above, four groups independently reported on Li–Mg–N–Hsystems
with different mixing ratio of Mg(NH2)2 and LiH. Xiong et al. [20] and Leng et al. [29]
investigated the hydrogen desorption and structural properties of the systems with
different mixing ratios. In both reports, an equal amount (1 : 1) of LiH mixed with
Mg(NH2)2 generated a considerable amount of ammonia gas uponheating, as shown
in Figure 6.4. This has been the case with a slightly less amount of LiH mixed with

Figure 6.4 (a)–(e) TDMS profiles of the
mixture of LiH and Mg(NH2)2 with the LiH/Mg
(NH2)2 ratios of 12/3, 8/3, 6/3, 3/3, and 1.5/3,
respectively, with temperatures increasing up to
500 �C under a helium flow at a ramp rate of

5 �Cmin–1. (f) TDMS profiles of the mixture of
LiH andMg(NH2)2 with a 3/3 ratio and 4mol %
TiCl3 as catalyst. The �- . - . -� line represents the
NH3 signals enlarged 10 times [29].

Table 6.1 Calculated enthalpy changes for the corresponding reactions.

Reaction DH (kJ (mol H2)
–1) Reference

Mg(NH2)2 þ 2LiH$MgLi2(NH)2 þ 2H2 40 [27]
46.1 [28]

MgLi2(NH)2 þ 2Li$ 4Li2NH þ Mg3N2 þ 2H2 84.1 [28]
4Li2NH þ Mg3N2 þ 4LiH$ 3Li3N þ 3LiMgN þ 4H2 103.9 [28]
Li2Mg(NH)2 þ Mg3N2 þ 2LiH$ 4LiMgN þ 2H2 86 [27]
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Mg(NH2)2. From these results, onemay assume that if enough amount LiH ismixed
withMg(NH2)2,mainly hydrogen gas can be desorbed (see also Figure 6.4).However,
lack of LiH or a poor mixing led to NH3 emission due to the decomposition of
Mg(NH2)2.

6.2.3
Other Metal–N–H Systems

After the discovery of the Li–Mg–N–Hsystems,many combinations ofmetal hydride
(MHx) and metal amide (M(NH2)x) were investigated to obtain suitable hydrogen
storage properties.

The mixture of MgH2 and Mg(NH2)2, the so-called the Mg–N–H system, was
studied by Nakamori et al. [30], Leng et al. [31], Hu et al. [32] and Xie et al. [33], who
showed a quite low starting temperature of hydrogen desorption compared with the
Li–N–H system. The corresponding reaction can be written as (7.3mass%):

MgðNH2Þ2 þ 2MgH2 !Mg3N2 þ 4H2 ð6:10Þ

However, the ball-milling treatment to make a good mixture induced hydrogen
desorption even at room temperature. During the treatment, H2 pressure in the
milling vessel increased to about 1.2MPa [32], meaning that the enthalpy change of
this reactionwas estimated to have a small value. Therefore, complete hydrogenation
of Mg3N2 has not been successful so far.

The Ca–N–H system possesses even more complicated properties. Hino et al. [34]
reported the thermal desorption properties of the mixture of calcium amide
(Ca(NH2)2) and calcium hydride (CaH2) with two different ratios (1 : 1 and 1 : 3)
and the mixture of CaNH and CaH2 as shown in Figure 6.5. From this result,
Ca(NH2)2 and CaH2 with the 1 : 3 ratio desorbs H2 gas by the following two-step
reaction (3.5 and 2.1mass%, respectively):

CaðNH2Þ2 þCaH2 ! 2CaNHþ 2H2 ð6:11Þ
and

2CaNHþ 2CaH2 $ 2Ca2NHþ 2H2 ð6:12Þ
Before that, Chen�s group had already focused on the reaction (6.12) as a similar
hydrogen storage system to the Li–N–H system [6, 35], which showed reversible
hydrogen storage properties at a temperature of more than 500 �C, as shown in
Figure 6.6.

The Li–Ca–N–H systems were composed of Ca(NH2)2 and LiH. Xiong et al. [18]
first synthesized the single phase of Li–Ca imide, then succeeded in the hydrogena-
tion. Tokoyoda et al. [36] started from mixtures of CaH2 þ LiNH2 and LiH þ
Ca(NH2)2 in the suitable mixed ratio, and confirmed that the reversible hydrogen
storage reaction can be understood by the following reactions (4.5mass%):

CaðNH2Þ2 þ 2LiH $ CaNHþ Li2NHþ 2H2 ð6:13Þ
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and

CaH2 þ 2LiNH2 !CaNHþ Li2NHþ 2H2 $ CaðNH2Þ2 þ 2LiH ð6:14Þ
Recently, Wu [37] reported the crystal structure of the ternary imide Li2Ca(NH)2

which was determined using neutron powder diffraction data on a deuterated
sample. In his paper, the reaction, Li2Ca(NH)2 þ H2 ! LiNH2 þ LiH þ CaNH,
was indicated. However, with respect to the reaction mechanism of the Li–Mg–N–H
system [38], the reaction process in this report was thought to be stopped halfway.

The Na–Li–N–H [14], Mg–Na–N–H [39], Ca–Na–N–H [40], Mg–Ca–N–H [41, 42]
and Mg–Ca–Li–N–H [43] systems have also been investigated, where the metal
elements used in these works were mainly limited to the alkali and alkaline earth

Figure 6.5 Thermal desorption mass spectra
(TDMS) and thermogravimetry (TG) analysis
for the mixtures of (a) Ca(NH2)2 and
CaH2 (molar ratio 1 : 1), (b) CaNH and CaH2

and (c) Ca(NH2)2 and CaH2 (molar ratio 1 : 3)

milled for 2 h. Sample (d) was the sample
(c) milled for 20 h. The solid line indicates H2

desorption, the dashed line shows NH3

emission and the dotted line shows weight loss
percent [34].
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elements. On the other hand, Yamane et al. [44] focused on the elements of Group 13
for the ternary nitride as the dehydrogenated state of metal–N–H systems. They
synthesized Li3BN2, Li3AlN2 and Li3GaN2, and then, systematically investigated the
hydrogenation and dehydrogenation properties. However, the results showed that
the LiNH2, LiH and GaN were generated after the hydrogenation, indicating that
the reversible step should be equivalent to that in the Li–N–H system.

Kojima et al. [45] and Xiong et al. [46, 47] tried to modify the Li–N–H system.
Instead of LiH possessing the negatively charged hydrogen Hd�, the Li3AlH6 þ
2LiNH2 and LiAlH4 þ 2LiNH2 mixtures were investigated. Finally, Xiong et al. [47]
concluded that the 5.17mass% of hydrogen was able to be reversibly stored by the
following reaction,

Li3AlN2 þ 2H2 $ LiNH2 þ 2LiHþAlN ð6:15Þ
in the temperature range 50–500 �C.

Janot et al. [48] prepared lithium aluminum amide (LiAl(NH2)4) and used it
instead of LiNH2 in the Li–N–H system. The mixture of LiAl(NH2)4 and 4LiH
released more than 5mass % hydrogen at 130 �C. However, the experimental result
of the hydrogenation indicated that this combination would have a poor reversibility
because of the existence of AlN after the dehydrogenation.

6.3
Structural Properties of Amide and Imide

Sodium and potassium amides (NaNH2 and KNH2) were discovered in the early part
of the nineteenth century [3]. At that time, the metal amides were synthesized from

Figure 6.6 PC isotherms of the Ca2NH sample measured at 500 and 550 �C, respectively. For
details of measurement, please refer to the Methods [6].

6.3 Structural Properties of Amide and Imide j167



KNH2 by the exchange of cation atoms as follows,

KNH2 þMOH!KOHþMNH2 ð6:16Þ

in which KNH2 was synthesized by the following reaction,

2Kþ 2NH3 ! 2KNH2 þH2 ð6:17Þ

In this section, recent techniques to characterize themetal amides and imides will
be summarized from the viewpoint of their use as hydrogen storage materials.
Recently, many metal amides have become available commercially. The correspond-
ing imides or nitrides can be synthesized from these commercial amides.

6.3.1
Lithium Amide and Imide

LiNH2 is a white ionic substance which was first synthesized in 1894 [49]. It has been
synthesized by heating molten Li at 200 �C under an ammonia gas flow and recently
by ball milling LiH under an ammonia gas atmosphere at room temperature [50],
based on the reaction (6.6). LiNH2 contains 8.7mass% hydrogen. The crystal
structure is a tetragonal structure (space group I-4, a¼ 5.03 164A

�
, c¼ 10.2560A

�
[51]),

where the Li atoms are tetrahedrally coordinated by four NH2 species (Figure 6.7)
[51–55]. Chellappa et al. [56] reported on the pressure-induced phase transitions in
LiNH2. The pressure-induced changes in the Raman spectra of LiNH2 indicate a
phase transition from ambient-pressure a-LiNH2 (tetragonal, I-4) to a high-pressure
phase b-LiNH2 that begins at � 12GPa and is completed at � 14GPa. The two N–H
distances are between 0.967 and 0.978A

�
and the H–N–H angle is � 104 �, which is

very close to the angle in the H2O molecule. The electronic structure of LiNH2 was
investigated by first-principles calculations [16, 55, 57–60], indicating strong ionic
characteristics between the ionic Liþ cation and the covalent bonded (NH2)

� anion.
In the IR absorption spectrum, the peaks at 3312, 3258 cm�1 and 1561, 1539 cm�1

corresponding to N–H stretching vibration modes and the H–N–H deformation
vibration mode are observed, respectively [10, 61]. Solid-state NMR measurements
using 1H and 6Li elements were performed for LiNH2 [62–64], indicating that the
LiOH and LiOH�H2O resonant peaks were separated from the LiH and LiNH2

resonant peaks. Palumbo et al. [65] reported that the inelastic spectroscopy in LiNH2

during its high temperature decomposition into Li2NH can be used to monitor the
time and temperature evolution of decomposition Figure 6.7.

Li2NH has been synthesized according to reaction (6.5) by heat treating LiNH2 in
vacuum at 350–450 �C. It desorbs 36.9mass% of NH3 but no H2 on decomposing to
Li2NH. The LiNH2 and LiH mixed by ball milling LiNH2 with LiH under an Ar
atmosphere at room temperature, was transformed into Li2NH by heating at
250–300 �C evolving hydrogen, as shown in the reaction (6.4). Hu et al. [66] reported
a preparation of Li2NH from Li3N and LiNH2, which reveals the ultrafast solid
reaction. Li2NH contains 3.5mass% of hydrogen atom. Its crystal structure was
studied by a number of researchers. However, the crystal structure of Li2NH has not
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yet been refined. Juza et al. [52] proposed by anX-ray diffraction study, primarily in the
early 1950s, that Li2NHhas an anti-fluorite structure with Fm-3m symmetry but gave
no information about the positions of the H atoms. By using neutron diffraction to
study the hydride material of Li2NH, Ohoyama et al. [67] reported the two possible
models of a cubic structure with a lattice constant of a¼ 5.0769A

�
. Their models

were Fm-3m symmetry having hydrogen atoms at the 48h site, and F-43m with
the hydrogen atoms at the 16e site, respectively. In both models, the sites were
randomly occupied by hydrogen atoms. Similarly, Noritake et al. [68] performed
synchrotron powder X-ray diffraction experiments and charge density analyses for
the hydride material of Li2NH, they reported that Li2NH showed the cubic
structure (Fm-3m) with a lattice constant of a¼ 5.07 402A

�
, as shown in Figure 6.8,

in which the sites were randomly occupied by hydrogen atoms as well. Following this
result, Balogh et al. [69] have carefully investigated the crystal structure of the
deuterated material, Li2ND, by means of neutron and X-ray diffraction and studied
its temperature dependence. Li2ND shows an order–disorder phase transition at
85 �C.Thehigh-temperature phase is best characterized as disordered cubic (Fm-3m)
with D atoms randomized over the 192l sites. Below that temperature, Li2ND
can be described, to the same level of accuracy, as a disordered cubic (Fd-3m)
structure with partially occupied Li 32e sites or as a fully occupied orthorhombic

Figure 6.7 The crystal structure of LiND2. Li: in centers of gray tetrahedra; N: dark gray spheres;
D: white spheres. Note the tetrahedral coordination of amide (ND2

�) units around Li [51].
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(Ima2 or Imm2) structure, where density functional theory calculations complement
and support the diffraction analyses in the latter case. Thus, Balogh et al. reported a
feasible structure model [69], the corresponding cubic crystal system with a� 10A

�
.

However, the model is indistinguishable from other theoretical crystal structure
models [58, 70]. Magyari-K€ope et al. [71] theoretically found several crystal structures
(orthorhombic, Pnma and monoclinic, C2/m) with significantly lower calculated
energies than that reported above, suggesting structures as shown in Figure 6.9.

Figure 6.9 The predicted structures in the low-temperature phase of Li2NH (orthorhombic Pnma
and monoclinic C2/m) [71].

Figure 6.8 The crystal structure of Li2NH (cubic, Fm-3m) [68].
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Thus, its structure has proven difficult to fully characterize. The key problem is to
identify the location of the hydrogen and lithium positions and the N�H bond
orientations. The electronic structure of Li2NH was investigated by first-principles
calculations [58–60], indicating that the highest occupied states are non-bonding,
consisting of N pp orbitals.

6.3.2
Sodium Amide

Gaseous NH3 reacts readily with molten Na at 300 �C and forms NaNH2 [49] by the
following reaction:

2Naþ 2NH3 ! 2NaNH2 þH2 ð6:18Þ
Furthermore, NaNH2 has been synthesized by ball milling NaH under an NH3

atmosphere at room temperature [50] in the following reaction:

NaHþNH3 !NaNH2 þH2: ð6:19Þ
NaNH2 contains 5.1mass% hydrogen. The crystal structure is orthorhombic
(Fddd) [72, 73]. On heating, unlike LiNH2, molten NaNH2 does not decompose
into the imide and ammonia or nitride and ammonia, but seems to decompose into
N2, H2 and Na between 400 and 500 �C through some intermediate reactions.

6.3.3
Magnesium Amide and Imide

Mg(NH2)2 has been synthesized by a direct reaction betweenMg and gaseousNH3 at
300 �C [74]:

Mgþ 2NH3 !MgðNH2Þ2 þH2 ð6:20Þ
Mg(NH2)2 has also been prepared by ball milling MgH2 under a gaseous NH3

atmosphere at room temperature [50]:

MgH2 þ 2NH3 !MgðNH2Þ2 þ 2H2 ð6:21Þ
Mg(NH2)2 contains 7.2mass% hydrogen and is crystallized in a tetragonal

structure where the Mg2þ cation is tetrahedrally coordinated by four amide (NH2)
�

ions [51], as shown in Figure 6.10 [75]. The absorption peaks at 3332, 3277 and
1577 cm�1 corresponding to, respectively, N–H stretching modes and H–N–H
deformation modes are observed in the IR spectrum [76]. On heating, 3Mg(NH2)2
decomposes into 3MgNH and 3NH3 at 180–300 �C, and 3MgNH further decom-
poses into Mg3N2 and NH3 at 300–500 �C [50] according to the following reaction:

3MgðNH2Þ2 ! 3MgNHþ 3NH3 !Mg3N2 þ 4NH3 ð6:22Þ
Mg(NH2)2 is less stable than LiNH2 because of its higher electronegativity and

a lower temperature of ammonia release than that in LiNH2. For the first time,
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Velikokhantnyi et al. showed the electronic structure, density of states and the
vibrational properties of Mg(NH2)2 by first-principles calculations [77]. Magnesium
imide (MgNH) is a hexagonal structure (P6322) [74], but it is quite unstable and easily
decomposes into Mg3N2 with emission of ammonia during heating.

6.3.4
Other Amides and Imides

Ca(NH2)2 contains 5.5mass% hydrogen and possesses a tetragonally distorted
structure with ionic character [78]. The observed IR absorption peaks at 3318,
3295, 3257, 3228 cm�1 and 1580, 1520 cm�1 correspond to N–H stretching modes
andH–N–Hdeformationmodes, respectively [79].CaNHisacubicstructure (Fm-3m)
but distorts into a tetragonal one on heating [80]. At higher temperature, CaNH
further reacts with CaH2, then transforms into Ca2NH by releasing H2 [6, 34, 35].

Li2Mg(NH)2 was investigated by Rijssenbeek et al. [81] using synchrotron X-ray
diffraction and neutron diffraction. Li2Mg(NH)2 undergoes two structural transitions

Figure 6.10 Crystal structuresofMg(NH2)2.Thesmalldarkand largewhitespheresrepresent theMg
and vacancies, respectively. Nitrogen atoms form approximate fcc lattices, while Mg cations and
vacancies are located at the tetrahedral interstices. N�H bonds point to the vacancy sites [75].
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from an orthorhombic structure (a-Li2Mg(NH)2, Iba2) to a primitive cubic structure
(b-Li2Mg(NH)2, P-43m) at intermediate temperature (350 �C) followed by a face-
centered cubic crystal structure (c-Li2Mg(NH)2, Fm-3m) at high temperature
(500 �C). The electronic structure of a-Li2Mg(NH)2 was investigated by first-princi-
ples calculations [77], showing the heat of reaction (6.8) to be 53 kJ (mol H2)

–1 in
contrast to the experimental value of 44 kJ (molH2)

–1.Wang andChou [75] examined
possible ordered configurations of Li2Mg(NH)2 by total-energy density-functional
calculations, then concluded that the obtained configurations were consistent
with those of a disordered a-Li2Mg(NH)2 obtained from a recent diffraction exper-
iment at room temperature. Li2Ca(NH)2was synthesized and its structural properties
were investigated byWu et al. [82] andWu [37]. They claimed that the crystal structure
was a trigonal structure (P-3m1) with lattice constants of a¼ 3.5664A

�
and

c¼ 5.9540A
�
.

LiAl(NH2)4 has been synthesized from the reaction of Li and Al with liquid
ammonia at temperatures from 80 to100 �C [83] or LiAlH4 in liquid ammonia at
room temperature [48]. The X-ray diffraction was attributed to amonoclinic structure
(P21/n) and strong ammonia desorption was observed at about 150 �C by thermal
decomposition.

6.4
Prospects of Amide and Imide Systems

6.4.1
Kinetic Analysis and Improvement

In order to improve the kinetics of reaction (6.4), Ichikawa et al. [8] showed superior
catalytic effects of TiCl3 compared to transition metals. For the hydrogen desorption
reaction, the activation energywas estimated, by applying theKissingermethod, to be
110 kJ. Matsumoto et al. [84] also studied the hydrogen desorption reaction (6.4) to
estimate the activation energy of the reaction by means of the temperature pro-
grammed desorption technique. Although they obtained comparable results with
that of Ichikawa et al. for the sample with the catalyst, the activation energy of the
pristine sample showed a much smaller value of 54 kJ despite a slower kinetic
response for the pristine sample, which is thought to be an important pending issue.
Lohstroh and Fichtner [85] investigated the TiCl3 catalytic effect for the 2LiNH2 þ
MgH2 mixture, and concluded that the addition of 2mol% TiCl3 to the initial
2LiNH2þMgH2mixture caused the hydrogen release to shift to lower temperature.
However, this catalytic effect disappeared after two hydrogenation cycles. Figure 6.11
Isobe et al. [86] investigated the catalytic effect of some different types of Ti additives
onhydrogendesorption properties for the reaction (6.4). They found that Tinano, TiCl3
and TiOnano

2 have a superior catalytic effect, while Timicro and TiOmicro
2 did not lead to

a lower desorption temperature. In the XRD profiles, there are traces of Ti and TiO2

phases in the Timicro and TiOmicro
2 , whereas no trace of Ti, TiCl3 and TiO2was found in

the Tinano, TiCl3 and TiO
nano
2 samples. From these results, it appears that the particle
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size of the additive might be the important factor for improving the kinetics of
hydrogen desorption, and metallic Ti highly dispersed on the nanometer scale
samples acts as an effective catalyst for the Li–N–H system. These invisible catalysts
were characterized by X-ray absorption spectroscopy [87], indicating that the Ti atoms
in the titanium compounds, which have a catalytic effect on the kinetics of hydrogen
desorption, have a common chemical bonding state. Moreover, it was clarified that
this common state of Ti atom was generated by a reaction with LiNH2, not with LiH.
Tsumuraya et al. [88] focused on this effect and analyzed the X-ray absorption spectra
of Ti K-edge in the several kinds of Ti compounds by first-principles calculations.
The spectrum shape of Li3TiN2 has a prominent pre-edge structure, as seen in the
common spectrum shape in the catalytically-active Ti state (Figure 6.12). The
common structural feature in Li3TiN2, Li2NH, and LiNH2 is that Ti in Li3TiN2 and,
Li in Li2NH and LiNH2 are tetrahedrally coordinated by N. The enhancement in
the pre-edge structure is attributed to the on-site hybridization between Ti-p and
Ti-d due to the lack of centro-symmetry realized in the tetrahedrally coordinated
structure.

Hu and Ruckenstein [89] tried to improve the kinetics of the Li–N–H system by
partial oxidation of Li3N and concluded that this oxidation is highly effective for
hydrogen storage with fast kinetics and high reversible hydrogen capacity as well as

Figure 6.11 Logarithmic plots of normalized residual hydrogen amount,XH2 ðtÞ=XH2 ðtÞ, and linear
plots of measuring temperature as a function of time for the 1 : 1 ball-milled powders with and
without 1mass% TiCl3 catalyst [14].
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excellent stability. Yao et al. [90] confirmed that Mn, Vand their oxides, enhanced the
release of NH3 from LiNH2, but posed little influence on the production of H2 from
the LiNH2 þ LiHmixture. From these results, they concluded the rate-limiting step
for dehydrogenation from themixture was the reaction between LiH and NH3. Chen
et al. [91] added different carbon materials, such as single-walled carbon nanotubes
(SWNTs), multi-walled carbon nanotubes (MWNTs), graphite and activated carbon
(AC) to the LiNH2/MgH2mixture. Among them, small amount of SWNTsmarkedly
improved the dehydrogenating kinetics because SWNTs act as tiny milling balls to
facilitate particle pulverization. Sudik et al. [92] tested a seeding technique, that is, the
Mg(NH2)2–2LiH mixture contains various amounts of its decomposition product,
Li2Mg(NH)2 as seed. From this technique, as an optimum condition, they found that
10mass% seed in the Mg(NH2)2–2LiHmixture caused a 40 �C reduction in the peak
temperature in the hydrogen desorption.

Pinkerton [93] found that the reaction rate of the Li–N–H system depended on the
sample weight as a consequence of the very low NH3–LiNH2 equilibrium vapor
pressure at temperatures below 300 �C. Larger sample weight produced a local
concentration of NH3 high enough to inhibit further reaction and direct isothermal
measurements of the initial reaction rate at temperatures between 200 and 300 �C
agreed well with the values calculated from the heating rate-derived kinetic para-
meters. They claimed that the activation energy for the decomposition reaction was
virtually independent of the source and purity of the LiNH2, its stoichiometry, ball
milling time, and TGA sample weight. However, Markmaitree et al. [94] and Shaw
et al. [95] indicated an opposite conclusion.

In order to improve the kinetics of the Li–N–H system, Xie et al. [96] prepared
Li2NH hollow nanospheres by plasma metal reaction based on the Kirkendall effect.
The special nanostructure showed significantly improved hydrogen storage kinetics
compared to that of the Li2NH micrometer particles. The absorption temperature
decreased markedly, and the absorption rate was enhanced dramatically because

Figure 6.12 X-ray absorption near edge structure (XANES) profiles of Ti K-edges for the
composites of LiH þ LiNH2 catalyzed by TiCl3 and TiO

nano
2 and XANES profiles for TiOnano

2 , Timicro,
TiCl3 and Tinano themselves as references [87].
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of the larger specific surface area and nanometer diffusion distance in the special
hollow nanosphere structure. Meanwhile, the desorption temperature decreased
dramatically due to thehydrogenated product LiNH2 andLiHmaintaining thehollow
nanosphere structure, in which the two phases are limited in the nanometer range.
Furthermore, this synthetic method is expected to extend to the preparation of other
inorganic compounds with hollow nanosphere structure and can be scaled up for
industrial needs.

6.4.2
NH3 Amount Desorbed from Metal–N–H Systems

For the application of the metal–N–H system in hydrogen storage technologies
ammonia release should be avoided or minimized. Therefore, the existence of a
competing reaction in which metal amides decompose by releasing ammonia, as
indicated in reaction (6.5) is of critical importance. Pinkerton [93] pointed out that
slow but significant decomposition by NH3 release occurred in a hydrogen atmo-
sphere, even under moderate pressure (0.13MPa) and temperature (175 �C). Hino
et al. [97, 98] measured NH3 and H2 partial pressures in the desorbed gas from
LiH þ LiNH2 þ 1mol% TiCl3 in a closed system bymeans of infrared spectroscopy
and gas chromatography. The amounts of desorbed H2 and NH3 were drastically
increased at high temperatures of 300 �C, and the NH3/H2 ratio was of the order of
0.1% at 300–400 �C, as shown in Figure 6.13. Luo and Stewart [99] performed an
accurate determination of the amounts of NH3 in the H2 with a Draeger Tube with
an accuracy of �15% for the Li–Mg–N–H system. The NH3 concentration in the
desorbed hydrogen increased with the temperature of the storage material bed,
from 180 ppm at 180 �C to 720 ppm at 240 �C. Liu et al. [100] also measured NH3

concentration with a Metrohm 781 pH/ion meter for the Li–Mg–N–H system. The
results indicated that the equilibrium concentrations of NH3were 240 ppm at 167 �C

Figure 6.13 Calculated pressures of the emitted gases from the mixtures of LiH þ LiNH2 þ
1mol% TiCl3 while heating to 400 �C. The NH3/H2 ratios are also represented. Inset shows NH3

emission on an enlarged scale [98].
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and 498 ppm at 198 �C, which are comparable levels to other estimations [98, 99].
Moreover, the equilibrium concentrations of NH3 were 30 and 17 ppm, respectively,
at 90 and 25 �C, as estimated by thermodynamic calculation based on extrapolation
from the experimental data [100].

6.4.3
Practical Properties

To obtain the Li–Mg–N–Hsystem in an easy and economicalway,Okamoto et al. [101]
tried to establish a new method to synthesize the Mg(NH2)2 and LiH mixture. They
focused on Mg and LiNH2 as initial materials because of the cost effectiveness.
A homogeneous mixture of Mg and LiNH2 under an inert gas atmosphere was
heat-treated at 250 �C for 16 h under vacuum conditions when it was transformed
into Mg3N2 and Li2NH. Then, the target materials, Mg(NH2)2 and LiH, were
synthesized by a further heat-treatment of the Mg3N2 and Li2NH at 200 �C under
10MPa hydrogen atmosphere for 12 h. Finally, they obtained quite similar hydrogen
desorbing properties to those of the directly ball-milled mixture of Mg(NH2)2
and LiH.

Luo et al. [102] investigated the effect of exposure to water-saturated air on the
hydrogen storage properties of the Li–Mg–N–H system, because it is the most likely
gaseous contaminant during routine handling. The effect of H2O-saturated air
exposure is nearly the same whether the sample is exposed in its hydrided or
dehydrided forms. The �final� mass% of hydrogen obtained was either unchanged
or slightly enhanced after exposure of the sample toH2O-saturated air at 25 �C. There
was a decrease in the reaction times for reaching the same Hmass% after exposure
to the H2O-saturated air for both absorption and desorption, which offered the
possibility of the use of impure H2.

The hydrogen produced during the steam reforming of natural gas (CH4 þ
2H2O ! 4H2 þ CO2) will be contaminated by a small amount of CO2 gas. Hu and
Ruckenstein [103] reported that a CO2/H2mixture can be used directly as a hydrogen
source for hydrogen storage in Li3N. The results indicated that the kinetics and
capacity of hydrogen absorption of Li3N were not affected by CO2, and the kinetics
was only slightly affected. LiNH2/Li3N can be employed for hydrogen storage by
using a CO2/H2 mixture as hydrogen source without pre-separation. Furthermore,
the presence ofCO2 inH2did not affect the high reversibility of the hydrogen capacity
(about 6.7mass%) and the fast hydrogen absorption kinetics of the LiNH2/Li3N
material, leading to the LiNH2 and LiH mixture after hydrogenation. This can
tremendously reduce the cost of hydrogen fuel for transportation and also provides
a novel process to obtain pure hydrogen [104].

In order to obtain bulk morphologies, even after repeated hydrogenation and
dehydrogenation reactions, for the Li–N–H system, Hao et al. [105] demonstrated
the feasibility of an impregnation method for the synthesis of Li2NH (Li-imide) and
LiNH2 (Li-amide) for application in practical hydrogen storage. As shown in
Figure 6.14, a metallic Li foil with 99.9% purity was placed on top of the Ni foam
installed in a steel reaction cell with diameter 15mm, and then heated to 500 �C for
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4 h in an Ar atmosphere. During the process, the Li foil melts and impregnates into
the Ni foam, the element Ni being chosen due to the high stability with lithium,
hydrogen and nitrogen. When the samples were placed inside the cell, the metallic
Li impregnated into the Ni foam was nitrogenated under 0.2MPa of nitrogen with
99.999 95% purity at 220 �C for 3 h and then hydrogenated under 1.5MPa of
hydrogen with 99.999 99% purity at 300 �C for 10 h, in order to obtain Li2NH and
LiNH2. The bulk morphology of the Ni foam was retained after impregnation,
nitrogenation, and hydrogenation and dehydrogenation, even after ten cycles. In this
manner, the impregnation method is thought to be useful to handle the Li–N–H
systems as hydrogen storage materials since the bulk morphology was retained.

6.5
Proposed Mechanism of the Hydrogen Storage Reaction in the Metal–N–H Systems

As indicated above, for metal–N–H systems the disproportionation takes place
during the hydrogenation, whereas the hydrogen desorbing reaction is carried out
by a solid–solid reaction. After Chen�s report [6], a number of studies contributed to
our understanding of these reactions. In this section, the proposed mechanisms of
hydrogen storage reactions in the metal–N–H systems will be introduced.

6.5.1
Ammonia-Mediated Model for Hydrogen Desorption

Usually, it is very difficult to understand the appearance of the first order solid–solid
reaction [14], because the reaction rate can be controlled by the diffusion process of
elements between the solid phases and/or the growth of the nuclei of the Li2NH

Figure 6.14 Schematic drawing of the set-up for the impregnation method. A metallic Li foil was
placed on top of the Ni foam for the impregnation. A bellows-shaped Ni foil was used as a �spacer�
to avoid any direct contact between the Ni foam and the bottom of the crucible [105].
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phase. Hu and Ruckenstein [13] claimed that the ultrafast reaction between LiH and
NH3 generated by the decomposition of LiNH2 is very important for the solid–solid
reaction during the hydrogen absorbing and desorbing processes. Ichikawa
et al. [14] also proposed a NH3-mediated model for understanding the reaction
mechanism of the Li–N–H system, and reported that the reaction (6.4) is composed
of two kinds of elementary reactions, as expressed by reactions (6.5) and (6.6). Later,
Isobe et al. [106] verified the above mechanism by analysis with thermal desorption
mass spectroscopy, thermogravimetry and Fourier transform infrared spectroscopy,
in which LiH or LiNH2 in the mixed products were replaced by LiD or LiND2,
respectively. The hydrogen desorption reaction corresponding to the latter reaction
occurs as soon as LiNH2 has decomposed into Li2NH and NH3, since the former
and the latter reactions are endothermic and exothermic, respectively. Therefore,
the hydrogen desorption reaction can be understood by the following processes: In
the first step, LiNH2 decomposes into Li2NH/2 and NH3/2, and then the generated
NH3/2 quickly reacts with LiH/2, transforming into LiNH2/2 and H2/2. In the
second step, the produced LiNH2/2 decomposes into Li2NH/4 þ NH3/4 and then
NH3/4 þ LiH/4 transform to LiNH2/4 þ H2/4, and such successive steps continue
until LiNH2 and LiH completely transform into Li2NH and H2. From the micro-
scopic point of view, the reaction of LiH and NH3 generates H2 gas at the boundary
between LiH and LiNH2, then the LiH phase shrinks and the decomposition of
LiNH2 into Li2NH proceeds by exchanging Li and H atoms. This idea can be
followed by the evidence of Hu�s result [2008 Hu JPS], which showed that the
NH3 release from LiNH2 was dramatically increased at about 75 �C, detected by
1H NMR. David et al. [107] demonstrated that the transformation between LiNH2

and Li2NH during hydrogen cycling in the Li–N–H hydrogen storage system is a
bulk reversible reaction that occurs in a non-stoichiometric manner within the
cubic anti-fluorite-like Li–N–H structure, as obtained by the structural refinement
from synchrotron X-ray diffraction data. These results could be understood by the
above microscopic feature as well. Based on the NH3-mediated reaction model,
Shaw et al. [108] investigated the reaction pathway and rate-limiting step of
dehydrogenation of the LiNH2 and LiH mixture. A reaction pathway was proposed
to explain the ultrafast reaction between LiH and NH3 as well as the slow
decomposition of LiNH2 to Li2NH and NH3. The model proposed is in good
agreement with experimental observations including (i) the change in the volume of
the solid before and after reaction, (ii) the limited increase in particle agglomeration
over 35 h at very high homologous temperatures, and (iii) the substantially different
reaction rates between reactions (6.2) and (6.3) although both reactions generate solid
and gaseous products.

Using this NH3-mediated model, the reaction between LiH and Mg(NH2)2 can
also be explained, with the Liþ cation being supplied from LiH after the reaction
between LiH and NH3. Here, we discuss the transformation of the phases during
the dehydrogenating reaction processes in the Li–Mg–N–H systems. Rijssenbeek
et al. [81], for the case of �Li/Mg¼ 6/3�, determined three new imide crystal
structures by high-resolution X-ray and neutron diffraction, identifying a new
family of imides with formula Li4–2xMgx(NH)2 (up to 6mass% of H2, at � 220 �C).
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Luo et al. [25] studied the case of �Li/Mg¼ 6/3� and characterized the products at
several points on the PC isotherm and proposed the reactions as follows:

MgðNH2Þ2 þ 2LiH $ Li2MgN2H3:2 þ 1:4H2 ð6:23Þ

Li2MgN2H3:2 $ Li2MgðNHÞ2 þ 0:6H2 ð6:24Þ
For the case of �Li/Mg¼ 8/3�, Nakamura et al. determined the phase of

Li2.6MgN2D1.4 as a dehydrogenated state (in vacuum conditions, at 200 �C) by using
synchrotron radiation (SR)-X-ray and neutron diffraction [109]. For �Li/Mg¼ 6/3,
8/3, 12/3� systems, Aoki et al. performed PC-isotherm measurements only for the
dehydrogenation at 250 �C and observed the complex imide Li2Mg(NH)2 as a
dehydrogented state by SR-XRD [110]. Considering all these experimental results,
the reaction steps of the Li–Mg–N–H system can be stated as below,

nLiHþ 3MgðNH2Þ2

!ðn�3ÞLiHþ 3LiMgN2H3 þ 3H2 ð6:25Þ

! ðn�6ÞLiHþ 3Li2MgN2H2 þ 6H2 ð6:26Þ

! ðn�8ÞLiHþ 3Li2:7MgN2H1:3 þ 8H2 ð6:27Þ

! ðn�12ÞLiHþ 3Li3Nþ 3LiMgNþ 12H2 ð6:28Þ
In first step (6.25), 3LiH reacts with 3Mg(NH2)2, generating 3H2 and 3LiMgN2H3,

which can be regarded as a complex of Li-amide andMg-imide. Although this single
phase has not yet been reported, Aoki et al. reported the existence of Li1.3MgN2H2.7

which is a quite similar phase to LiMgN2H3 [110]. In the next step (6.26), 3LiH reacts
with 3LiMgN2H3, generating 3H2 and 3Li2MgN2H2, which can be regarded as a
complex of Li-imide andMg-imide and has already been reported by many research-
ers. In the third step (6.27), 2LiH reacts with 3Li2MgN2H2 to generate 2H2 and
3Li2.7MgN2H1.3, which can be regarded as a complex of Li-imide and Mg-nitride
and an equivalent phase of Li2.6MgN2H1.4 reported by Nakamura et al. [109]. In fact,
this Li-imide and Mg-nitride single phase should be obtained below 200 �C under
vacuum conditions. At a much higher temperature than � 450 �C, 4LiH reacts with
3Li2.6MgN2H1.3, generating 4H2, 3Li3N and LiMgN, which is a complex of Li-nitride
and Mg-nitride. In brief, the phase transformation proceeds in the order of
�Mg-amide to Mg-imide�, �Li-amide to Li-imide�, �Mg-imide to Mg-nitride� and
�Li-imide to Li-nitride�.

6.5.2
Direct Solid–Solid Reaction Model for Hydrogen Desorption

Chen et al. [12] examined the dehydrogenation reaction from the mixture of LiNH2

and 2LiD, and confirmed that the desorbing gas was a mixture of H2, HD and D2, all
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of which were desorbed in the temperature range from 150 to 400 �C. These results
cannot be understood by a simple solid–solid reactionmodel. Xiong et al. [20] pointed
out that the TPD profiles of hydrogen desorption from Mg(NH2)2 þ 2LiH mixture
and ammonia desorption from Mg(NH2)2 were totally different, indicating the
unlikely involvement of ammonia desorption in the reaction path of hydrogen
desorption.Moreover,Weidner et al. [111] offered amechanism for direct solid–solid
reaction. Aguey-Zinsou et al. [112] denied the ammonia mediated reaction mech-
anism based on their experimental results. Chen et al. [113] measured the apparent
activation energies to be 88.1 and 130 kJ for the isothermal and non-isothermal
kinetics, respectively. From these results, they concluded that the thermal decom-
position of Mg(NH2)2 was unlikely to be an elementary step in the chemical reaction
of Mg(NH2)2 and 2LiH. Finally, they proposed that the reaction rate is controlled by
the interface reaction in the early stage of the reaction and bymass transport through
the imide layer in the later stage, as shown in Figure 6.15.

6.5.3
Hydrogenating Mechanism of the Li-Mg-N-H System

Leng et al. [114] proposed that 4Li2NH was first hydrogenated to 4LiH and 4LiNH2.
In the next step, 4LiNH2 decomposes to 2Li2NH and 2NH3, and the generated 2NH3

reacts with (1/2)Mg3N2 to produce the (3/2)Mg(NH2)2 phase, while 2Li2NH is
hydrogenated back to 2LiH and 2LiNH2 Such successive steps continue until all
the 4Li2NHandMg3N2 are completely transform into 8LiHand 3Mg(NH2)2 (6.29) by
hydrogenation. In this paper, they confirmed the reaction betweenMg3N2 and 4NH3.
The remaining reaction between LiNH2 and H2 was confirmed later [115]. The
complete hydrogenating reaction can be written as follows:

4Li2NHþMg3N2 þ 8H2

! 4LiHþ 4LiNH2 þMg3N2 þ 4H2

! 4LiHþð2Li2NHþ 2H2Þþ ð2NH3 þ 1=2Mg3N2Þþ 1=2Mg3N2 þ 2H2

! 4LiHþ 2LiHþ 3=2MgðNH2Þ2 þ 2LiNH2 þ 1=2Mg3N2 þ 2H2

!ð4þ 2ÞLiHþ 3=2MgðNH2Þ2 þðLi2NHþH2Þþ ðNH3 þ 1=4Mg3N2Þ
þ 1=4Mg3N2 þH2

!ð4þ 2ÞLiHþ LiHþð3=2þ 3=4ÞMgðNH2Þ2 þ LiNH2 þ 1=4Mg3N2 þH2

!ð4þ 2þ 1ÞLiHþð3=2þ 3=4ÞMgðNH2Þ2 þð1=2Li2NHþ 1=2H2Þ
þ ð1=2NH3 þ 1=8Mg3N2Þþ 1=8Mg3N2 þ 1=2H2

Figure 6.15 Chemical reactions at the interfaces of amide/hydride, amide/imide, and
imide/hydride and mass transport through the imide layer [113].
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!ð4þ 2þ 1ÞLiHþ 1=2LiHþð3=2þ 3=4þ 3=8ÞMgðNH2Þ2
þ 1=2LiNH2 þ 1=8Mg3N2 þ 1=2H2
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6.6
Summary

In this chapter, amides, imides and mixtures were introduced from the viewpoint of
hydrogen storage properties with respect to various combinations, the crystal
structures of amides and imides, their electronic structures, catalytic properties and
the reactionmechanismof hydrogen absorption anddesorption. In the section on the
hydrogen storage properties of amide and imide systems, almost all the combina-
tions of amide and hydride have been reviewed, which suggests that the Li–Mg–N–H
systems could be the most promising because the hydrogen storage capacity can
reach up to 5.5mass% and 4 kg/100 L. The hydrogen absorption and desorption can
be operated in the temperature range 150 to 200 �C, at which the absorption pressure
should be less than 10MPa, and the desorption pressure can be partially obtained at
more than 1MPa and the remaining hydrogen can be obtained below 200 �C under
vacuum conditions. On the other hand, several hundred ppm of NH3 is essentially
emitted from the amide component in the Mg(NH2)2 and LiH mixture during
hydrogen desorption, indicating that a special filter or absorbent for an NH3 trap is
necessary to use this system for a fuel cell. The kinetics of this system becomes worse
after a few cycles, indicating that drastic improvement in the cycle properties and
measures to decrease the amount of NH3 emission should be addressed for the
practical application of hydrogen storage.

Because the structures of some imides have not yet been determined, a great effort
should be directed towards this. With respect to hydrogen desorption from the
metal–N–H systems, two representative reaction models have been proposed – the
direct solid–solid reactionmodel and the ammonia-mediatedmodel. Understanding
the reaction mechanism is still a pending issue. Therefore, research on the me-
tal–N–H system should focus on these fundamental aspects.
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7
Tailoring Reaction Enthalpies of Hydrides
Martin Dornheim

7.1
Introduction

In view of the future use of hydrogen as a renewable fuel for mobile and stationary
applications the development of cost and energy efficient, safe and reliable hydrogen
storage technologies enabling high volumetric and gravimetric storage densities
remains one of the most challenging tasks.

One major advantage of metal hydrides is the ability to store hydrogen in a very
energy efficient way enabling hydrogen storage at rather low pressures without
further need for liquefaction or compression. However, depending on the hydrogen
reaction enthalpy of the specific storage material during hydrogen uptake, a huge
amount of heat (equivalent to 15% or more of the energy stored in hydrogen) can be
generated and has to be removed in a rather short time. On the other hand, during
desorption the same amount of heat has to be applied to facilitate the endothermic
hydrogen desorption process. If, in the case of stationary applications, during
hydrogen uptake the generated amount of heat is stored and used for desorption
again, or if, in the case of mobile applications, it is used as process heat for
applications near to a filling station, the highest energy efficiencies of the whole
hydrogen storage tank–utilization system can be accomplished, see Figure 7.1.

Inmostmobile applications fast recharging of a hydrogen storage tank ought to be
possible within only a few minutes. If a 4 kg hydrogen storage tank based on
conventional room temperature hydrides with reaction enthalpies of around DH¼
30 kJ (mol H2)

�1 is considered, like in the case of FeTiH2 (�28 kJ (mol H2)
�1 for

TiFeH and �35 kJ (mol H2)
�1 for TiFeH2�x, Buchner [1]) or LaNi5 (DH¼�31 kJ

(molH2)
�1) about 60MJ heat is thereby produced. This value increases still further if

more stable medium- or even high-temperature metal hydrides/complex hydrides
are chosen. Therefore, it is desirable to developmaterials with high storage capacities
as well as moderate reaction heats. MgH2 is an example of a high-temperature metal
hydride with a high gravimetric storage capacity and a large value of reaction
enthalpy. It has a formation enthalpy of DH¼�75 kJ (mol H2)

�1 and thus during
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charging of the respective 4 kg hydrogen storage tank about 150MJ heat would be
released which excludes the possibility of fast charging of such a tank, see Figure 7.2.

During hydrogen release the same amount of heat is required – however, generally
on a longer time scale. On the one hand this enhances the inherent safety of such a
tank system.Without an external heat supply hydrogen release would lead to cooling
of the tank and finally hydrogen desorption will stop. On the other hand it implies
further restrictions for the choice of suitable storage materials. The highest energy
efficiencies of the whole tank to fuel combustion or fuel cell system can only be
achieved if, in the case of desorption, the energy required for hydrogen release can be
supplied by the waste heat generated, in the case of mobile applications, on-board by
the hydrogen combustion process.

Furthermore, to realize certain hydrogen release pressures the storage tank needs
to be kept at a certain temperature level which again depends on the exact alloy/
composite composition. Therefore, there is a lower limit for the temperature of the
generated heat so that it can be used directly without any additional heat pumps
so on, for heat supply to the storage tank. This shows that the reaction enthalpy is a

Figure 7.1 Heat management in a metal hydride hydrogen storage device.

Figure 7.2 Heat generation of a 4 kg hydrogen storage tank based on a room-temperature hydride
with DH � �30 kJ (mol H2)

�1 and high-temperature hydride with DH � �75 kJ (mol H2)
�1,

respectively.
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major parameter to be considered in the choice of specific metal hydrides for
different applications.

Actually, there is only a limited number of materials having the required storage
capacities in weight and volume as well as showing sufficient kinetics and being
producible on a larger scale at affordable prices. This shows both the need for
research for novel storage materials and the need for new strategies to tune the
reaction enthalpies of already known storage materials.

Only a few binary hydrides like VH2 or NbH2 show reasonable hydrogen
desorption pressures at temperatures suitable for most technological applications.
Therefore, thermodynamic tuning of metal hydrides was, and still is, an important
challenge to be faced.

The development of conventional room-temperature hydrides based on interme-
tallic compounds led to a large number of storagematerials exhibiting very favorable
sorption enthalpies with values of around 25 kJ (molH2)

�1, which can be operated in
combination with conventional (80 �C operation temperature) polymer electrolyte
membrane (PEM) fuel cells. However, their gravimetric storage capacity is limited to
less than 3wt.% H2.

The remaining challenge, therefore, is the development of lightweight hydrides or
hydride composites with suitable kinetics in an appropriate temperature range as
well as suitable thermodynamic properties.

7.2
Thermodynamic Limitations of Lightweight Hydrides

In recent years several new lightweight hydrides with gravimetric storage capacities
higher than 8wt.% have been shown to react reversibly with hydrogen. Furthermore,
it has been demonstrated that the reaction kinetics of such high capacity hydrides can
be influenced significantly by altering the microstructure and/or adding suitable
dopants to the system.

Magnesium has such a favorable storage capacity, 7.6 wt.%, is the eighth most
abundant element on the earth and thus comparatively inexpensive. Consequently, it
has been considered as a promising storagematerial if past kinetic restrictions could
be successfully overcome. The breakthrough was achieved using nanocrystalline
hydrides prepared by high-energy ball milling [2–4]. The development of suitable
catalysts led to very short hydrogen absorption and desorption times of less than
2min for MgH2 [5–15].

In addition,MgH2withminor additions of transitionmetal oxides shows excellent
cycling stability. This can partly be attributed to the fast kinetics that involves a high
nucleation rate during phase transformation, thus limiting grain growth. In addition,
the oxide catalysts stabilize the grain boundaries, as shown by Friedrichs et al. [16].
Dehouche et al. [17] have cycled Cr2O3 catalyzed MgH2 1000 times. No decrease in
sorption capacity and only a slight decrease in sorption kinetics were found.

However, the temperatures of operation and the reaction heat are too high formost
technical applications, for example, >200 �C and 75 kJ (mol H2)

�1, respectively.
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Therefore, strong efforts have been undertaken to search for novel Mg-based
hydrides with lowered hydrogen reaction enthalpy.

As will be shown in the following sections many attempts have been made to
favorably modify the enthalpy of hydride formation, not only of MgH2 but also of
other hydrides, by alloy chemistry. One of the most prominent examples is
Mg2NiH4 [18]. However, alloying in most cases leads to a substantial decrease in
capacity.

Similarly, the demonstration by Bogdanovic et al. [12, 19] in 1997 of reversible
hydrogen uptake from the gas phase and release of NaAlH4 has been a great step
forward in the development of high capacity storage materials with adapted reaction
enthalpies. The operating temperatures are in the range 100–150 �C. Thus, combi-
nations with, for example, combustion engines or high-temperature PEM fuel cells,
which are currently under development, are feasible.However, the storage capacity is
significantly reduced compared to MgH2. NaAlH4 exhibits a practical storage
capacity of only 4–4.5wt.% H2. Unfortunately, alanates decompose in two reaction
steps upondehydrogenationwhich implies two different pressure plateaus instead of
just one:

MeAlH4! 1=3Me3AlH6þ 2=3 AlþH2ðgÞ!MeHþAlþ 3=2 H2ðgÞ ð7:1Þ

with Me being Li or Na.
The remaining hydrogen bonded to Li orNa is technically not exploitable due to the

high stability of the respective hydride.
Meanwhile, a number of different promoters have been tested with respect to their

effects on the kinetics. NaAlH4 can be readily reformed within 2 to 10min at around
100 �C, but at rather high pressures of 80 bar or more [20–22].

While the reaction kinetics could be optimized significantly, the desorption
enthalpy of NaAlH4 of 37 kJ (mol H2)

�1 and Na3AlH6 of 47 kJ (mol H2)
�1 is still

too large for many applications.
LiAlH4 and Li3AlH6 are much less stable than NaAlH4 and Na3AlH6 and,

therefore, for some time have been considered as potential storage materials.
However, it has been shown that the reaction

3 LiAlH4! Li3AlH6þ 2 Alþ 3H2ðgÞ ð7:2Þ

is irreversible and the value of the reaction enthalpy is too small [23]. Ke andChen [24]
calculated the Gibbs energy change for reaction (7.1) as a function of temperature at
atmospheric pressure and found it to be negative at all temperatures. Concerning the
second reaction step Brinks et al. [25] showed that the equilibrium pressure for
reaction

Li3AlH6þ 3 Al! 3 LiHþ 3 Alþ 3=2 H2ðgÞ ð7:3Þ

is at least 85 bar at 353K.
Barkhordarian et al. (unpublished results) have succeeded in partially synthesizing

Li3AlH6 from LiH and Al by reactive milling at 180 bar H2 pressure.
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Another high capacity single component hydride based on Al is Mg(AlH4)2.
Because of its high storage capacity of up to 9.3wt.% it had also been considered
as a promising hydrogen storage material [26]. However, in this case, again, the
reaction enthalpy has been found to be close to 0 kJmol�1, hence rehydrogenation is
not possible by gas-phase loading [27, 28].

There are only a few stable hydrides showing an even higher gravimetric hydrogen
storage density thanMgH2. Among these are the boron-hydrogen compoundswhich
show gravimetric hydrogen storage densities up to 18wt.% in the case of LiBH4.

For the total thermal decomposition of LiBH4, desorption temperatures higher
than 450 �C are required [29]. Furthermore, rehydrogenation of LiH þ B is very
difficult. Despite the high thermodynamic stability of �66 kJ (mol H2)

�1 the boro-
hydride is not formed from a ball-milled (spex mill with ball to powder ratio of 10 for
24 h) LiH þ B composite at 350 bar and 400 �C for 24 h [30]. Orimo et al. [31]
succeeded in rehydrogenating LiH þ B partially at 350 bar and 600 �C. This implies
that there are both strong thermodynamic and kinetic restrictions for the use of such
borohydrides as potential hydrogen storage materials.

Up to now no reversible lightweight hydride with a storage capacity of 5wt.% or
more has been identified which couldmeet the storage criteria concerning operation
temperature or suitable reaction enthalpy.

Thus, new concepts have been, and are still to be, developed for the design of new
lightweight hydrides or hydride composites with suitable reaction enthalpy and high
capacities.

7.3
Strategies to Alter the Reaction Enthalpies of Hydrides

In this section themain strategies to manipulate the reaction enthalpies of hydrogen
absorbing and releasing reactions are discussed.

7.3.1
Thermodynamic Tuning of Single Phase Hydrides by Substitution on the Metal Site

In 1958 Libowitz et al. [32] discovered that the intermetallic compound ZrNi reacts
reversibly with H2 to form the ternary hydride ZrNiH3. It was determined that the
stability of thismetal hydride lies between the stableZrH2 and theunstableNiH. This
opened up a new research field which led to the discovery of hundreds of new storage
materials with different thermodynamic properties following Miedema�s rule of
reversed stability (see Section 4.4). Around 1970, the discovery of hydrides such as
Mg2Ni, LaNi5 and FeTi followed. In the meantime, several hundred intermetallic
hydrides have been reported and a number of interesting compositional types
identified. Generally, these intermetallic alloys consist of a hydride-forming element
A and a non-hydride-forming element B.

Some important ones are given in Table 7.1.

7.3 Strategies to Alter the Reaction Enthalpies of Hydrides j191



Such hydrides based on intermetallic compounds are not only attractive for
stationary hydrogen storage applications, but also for electrochemical hydrogen
storage in rechargeable metal hydride electrodes, reaching capacities of up to
400mAhg�1. They are produced and sold in more than a billion metal hydride
batteries per year.

Because of their high volumetric density, intermetallic hydrides are also used as
hydrogen storage materials in advanced fuel cell driven submarines, prototype
passenger ships, forklifts and hydrogen automobiles as well as auxiliary power units
for laptops.

As described earlier, conventional hydrides exhibit the clear advantage of an
extremely high volumetric density of hydrogen and are a safe alternative to com-
pressed gas or liquid hydrogen storage.However, the gravimetric hydrogendensity of
reversible hydrides working at room temperature is currently limited to less than
3wt.%, which, for mobile applications, is often not satisfactory. Therefore, in the
following sections the discussion is focused onnovel lightweight hydrideswithmuch
higher gravimetric storage capacities.

MgH2 is an example of such a material having a very high gravimetric storage
capacity, however, it does not have suitable thermodynamics.

As shown above, one possible strategy to lower the absolute value of reaction
enthalpies in lightweight hydrides is to look for elements, which exhibit negative
heats of mixing with the hydride-forming elements/compounds and thus stabilize
the dehydrogenated state.

In principle, there are two possibilities to alter hydrogen reaction enthalpies ofMg-
based materials: Either (i) a ternary/multinary hydride is formed during hydrogena-
tion of aMg alloy, or (ii) onlyMgH2 is formed and the alloying element precipitates in
elemental form during hydrogenation. In the first case, in order to decrease the
overall amount of reaction enthalpy, the change in the enthalpy of formation (permol
H2) of the ternary hydride with respect to MgH2 has to be smaller than the heat of
formation of the intermetallic compound. In the second case, the value of the reaction
enthalpy is directly lowered by the heat of formation of the intermetallic compound.
Consequently, this approach is thermodynamicallymost successful in the case of very
stable intermetallic compounds andwhen the alloying element forms a complexwith
hydrogen, which forms aweak ionic bondwithMg or phase separation occurs during
hydrogenation.

Table 7.1 Selected examples of intermetallic hydrides.

Composition A B Compounds

A2B Mg, Zr Ni, Fe, Co Mg2Ni, Mg2Co, Zr2Fe
AB Ti, Zr Ni, Fe TiNi, TiFe, ZrNi
AB2 Zr, Ti, Y, La V, Cr, Mn, Fe, Ni LaNi2, YNi2,YMn2, ZrCr2,

ZrMn2,ZrV2, TiMn2
AB3 La, Y, Mg Ni, Co LaCo3,YNi3,LaMg2Ni9
AB5 Ca, La, rare earth Ni, Cu, Co, Pt, Fe CaNi5, LaNi5, CeNi5, LaCu5,

LaPt5, LaFe5
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Mg2Ni is a prominent example for thefirst class ofmaterials,MgCu2 for the second
case.

In this sectionwe concentrate on thefirst case of single phase hydrides. The case of
the formation of different phases/precipitates during hydrogenation is treated in
Section 7.3.2.

7.3.1.1 Lightweight Hydrides Forming Stable Compounds in the Dehydrogenated State
The enthalpies of formation for the ternary hydride Mg2NiH4 and Mg2Ni amount to
DfH0ðMg2NiH4Þ¼�176 kJmol�1 andDfH0ðMg2NiÞ¼�42 kJmol�1, respectively.
Thus, the enthalpy of reaction for the formation of the hydride Mg2NiH4 from the
intermetallic compound is DrH0ðMg2NiH4Þ¼�67 kJ (mol H2)

�1 and is thus in-
creased by 11 kJ (mol H2)

�1 with respect to MgH2. However, for many applications,
the substantially reduced storage capacity of 3.6wt.% is still far too low and,
furthermore, Mg2NiH4 is too stable, thus the desorption temperatures and the
amount of energy required to release the hydrogen are too high. One possible
solution to overcome this drawback is to search for new ternary/multinary inter-
metallic phases to destabilize the hydride. Darnaudery et al. [33] studied
Mg2Ni0.75M0.25 alloys with M being a 3d element. During hydrogenation, they
observed the formation of quaternary hydrides for M¼V, Cr, Fe, Co and Zn.
However, the thermal stabilities of these compounds were found to be very close
to that of Mg2NiH4.

In addition,Mg is immiscible with V, Cr, and Fe, and, therefore, any ternary phases
based on such elements tend to decompose into more stable binary intermetallics at
elevated temperatures.

Nevertheless, Tsushio et al. [34] reported the hydrogenation properties of
MgNi0.86M10.03 (M1¼Cr, Fe, Co, Mn) alloys. Using the van�t Hoff equation based
on the desorption plateaus and the standard entropy of hydrogen gas 130.9 Jmol�1

K�1 they determined an enthalpy of hydride formation of the Cr-substituted alloy of
�50 kJ (mol H2)

�1, which is, for Mg-based alloys, a very high value.
Klassen et al. investigatedMg2(Ni,Me) systems [35], Me being Al, Si, Ca, Co, or Cu,

bymillingMgH2 together with the elemental metals. After milling, new phases were
observed only in the systems Mg–Ni–Si and Mg–Ni–Cu. For a given temperature,
Mg2Ni0.5Cu0.5H4 showed higher plateau pressures than Mg2NiH4, and thus lower
thermodynamic stability, see Figure 7.3. While pure Mg–H reached a hydrogen
plateau pressure of around 1 bar at around 300 �C, in case of the Mg2Ni a plateau
pressure of 1 bar is already reached at 240 �Cand in the case ofMg2Ni0.5Cu0.5 already
at 230 �C.

However, the storage capacity is reduced to only 3.05wt.%.
The newphase in the systemMg–Ni–Si did not show any hydrogen interaction as a

ternary compound. Instead, it decomposed into Mg2Ni and Mg2Si. Upon thermal
cycling, hydrogen reacted only with Mg2Ni and formed a composite consisting of
Mg2NiH4–Mg2Si.

Terashita et al. [37] found Mg-based pseudo-binary alloys (Mg1�xCax)Ni2 which
desorb hydrogen at room temperature. Figure 7.4 shows the PC isotherms of
annealed (Mg0.68Ca0.32)Ni2 at 278, 313 and 353K. The observed values of enthalpy
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and entropy of hydride formation were�37 kJ (molH2)
�1 and�94 J (molH2)

�1 K�1,
respectively. These values are already quite comparable to conventional alloys such as
LaNi5–H (�30kJ (mol H2)

�1) and thus suitable for many applications. However,
again, the gravimetric storage capacity is lowered significantly from 3.6wt.% in the
case of Mg2Ni to only 1.4wt.%.

Figure 7.3 Pressure–composition diagrams of Mg–H, Mg2Ni–H and Mg2Ni0.5Cu0.5. Due to
alloying the plateau pressure at T¼ 300 �C increases while the storage capacity decreases, taken
from [35].

Figure 7.4 Pressure–composition isotherms of annealed (Mg0.68Ca0.32)Ni2-H [37].
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Mg2Ca itself exhibits a rather favorable Laves crystal structure (C14) and an
enthalpy of formation of DfH0ðMg2CaÞ¼�42 kJ mol�1. However, during hydro-
genation, formation of CaH2 has to be avoided, as it is substantially more stable than
MgH2DfH0ðMg2CaH2Þ¼�175 kJ (mol H2)

�1), and thus would unfavorably influ-
ence the reaction enthalpy. Another phase formed during hydrogenation of Ca–Mg
compounds is Ca4Mg3H14 [38]. However, again this phase is more stable thanMgH2

as desorption requires temperatures above 400 �C. So far, attempts to avoid the very
stable Ca hydride phases and reversibly store hydrogen in Mg2Ca by forming MgH2

and CaH2 have not been successful under moderate conditions.
Using high pressures in the GPa range as well as thin-film processing, a

destabilization of MgH2 has been reported [39] and new Mg-based hydrides with
significantly lowered hydrogen bonding enthalpies have been reported, such as
Mg–Sc–H [40] and Mg–Ti–H [41, 42]. Whereas Mg–Sc hydrides would be too
expensive for most commercial applications, an MgxTiyHz phase would be an
interesting hydride, if it would form at ambient pressures in bulk materials.
However, on the one hand reversibility and long term stability must be achieved
and, therefore, the stability of the phase should not bemuch lower than the respective
stability of the MgH2–TiH2 composite, while, on the other hand such an MgxTiyHz

phase would have to be substantially less stable than the respective competing
composite, otherwise no decrease in the reaction enthalpy compared toMgH2would
be achieved.

Kyoi et al. [41] first reported a ternary Mg–Ti hydride alloy with the composition
Mg7TiH12.7. They synthesized this alloy using a high-pressure anvil cell by the
reaction of MgH2 and TiH1.9 at 8GPa and 873K. However, by processing of MgH2

and TiH1.9 by high-energy ball milling and subsequent hydrogen cycling, the ternary
hydride phase could not be observed [43]. This suggests a stabilization of the phase by
the applied high pressures and a practical application is thus very questionable.

Vermeulen et al. [42] reported hydrogen reactions at low temperatures in thin
Mg–Ti films, which could hint at a ternary hydride phase. In thin films, however,
which are usually clamped onto hard substrates, huge biaxial stresses in the GPa
range can be generated during hydrogen loading due to hydrogen-induced expansion
of the absorbing material [44, 45]. Therefore, this result supports the observations of
Kyoi et al. [41].

Such afilm clamped onto a hard substrate ideally cannot expand during absorption
in all three spatial dimensions and thus is laterally compressed. This causes, in
isotropic materials, a change in the free energy by

DF ¼
X
i

ð
Vsidei ¼

X
i

ð
VðM � eiÞdei

with V being the volume, s the biaxial stress, e the expansion which would occur in a
free film, M the biaxial modulus. Taking an isotropic expansion e given by

e ¼ aH �XH, with aH being the expansion coefficient and XH being the atomic
hydrogen concentration in the units mol(H)/mol(Me), it follows that

DF � 2 � Va2
HM

� � �X2
H:
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Using typical values of Mg: Vmol¼ 14 cm3, M¼E/(1� n)¼ 63GPa and aH¼ 0.05,
the contribution of the biaxial stress to the free energy isDF� 4.4 kJ �XH

2 permolMg
or 0.1 eV � XH

2 per Mg atom, with [0� XH� 2]. According to this rough estimation,
MgH2 laterally fixed on a hard substrate could be destabilized by about 10 to
20 kJ (mol H2)

�1. This value is in agreement with the experimentally determined
destabilization of MgH2 thin films observed by Krozer et al. [39]. It represents a very
substantial shift in the stability of phases and can explain the differences in bulk and
thin film samples.

The approach of altering the reaction enthalpy of single phase metal hydrides on
the basis of stable dehydrogenated phases has been proven as a very successful
method in the case of the intermetallic hydrides. For Mg-based hydrides, however,
the chances of finding any new Mg-based intermetallic phase that forms a multi-
component hydride are rather slim because of the limited number of elements
exhibiting a negative heat of mixing with Mg. Up to now all successful attempts
leading to novel Mg-based hydrides with reduced reaction enthalpies have led also to
a significant reduction in gravimetric storage capacity.

Nevertheless, in general, there still exists the possibility of finding novel hydrides
by this approach. For example, in 2004 Aoki et al. [46] discovered the reversible
formation of CaSiH1.3 by hydrogenation of CaSi.

7.3.1.2 Lightweight Hydrides with Positive Heat ofMixing in the Dehydrogenated State
As indicated above, Mg is often immiscible with late-transition metals. However, if a
ternary hydride is formed and the hydrogen per magnesium atom ratio is enhanced
by the addition, this can result in a clear influence on the reaction enthalpy per
hydrogen molecule. Owing to the formation of a more stable hydride in comparison
to the decomposed hydride/additive state and the absence of a stable intermetallic
phase in this state, in general, an increase in the value of the reaction enthalpy is
achieved by this concept. Mg2FeH6 is such an example. This material is interesting
for thermo-chemical energy storage at around 500 �C [47]. Mg2FeH6 is among those
materials with the highest known volumetric hydrogen density of 150 kgm�3 [48].
This is more than double that of liquid hydrogen. In spite of the addition of Fe the
gravimetric hydrogen density is still high at 5.6 wt%. As Mg and Fe do not form any
intermetallic compounds, the hydride phase is more difficult to synthesize than, for
example, Mg2NiH4. However, hydrogen can act as a binding component to form
Mg2FeH6 [49]. It can thus be produced by activation through hydrogenation at
hydrogen pressures of at least 90 bar and temperatures of at least 450 �C [50]. Reactive
milling of MgH2 and Fe in a hydrogen atmosphere is another favorable option.
According to Gutfleisch et al. the yield of the Mg2FeH6 phase is found to depend on
the Fe concentration, and can reach very high values when proper initial starting
mixtures are used [51]. The desorption enthalpy is found to beDHdis¼ 98� 3 kJ (mol
H2)

�1 (648–723K) [52], 86 � 6 kJ (mol H2)
�1 (623–698 K) [53], 77 kJ (mol H2)

�1

(623–798K) [54] and 87� 3 kJ (mol H2)
�1 [55] as obtained from respective van�t Hoff

plots, indicating the increase in the absolute value of reaction enthalpy compared to
single MgH2. This increase in the amount of reaction enthalpy is, in the case of Mg-
based systems, unfavorable for many applications.
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Figure 7.5 shows the van�t Hoff plot of the 2Mg–Fe–H system constructed from
desorption isotherms at 573, 623 and 673K [55].

As described in Sections 7.1 and 7.2 the value of the reaction enthalpy in the
Na–Al–H system is still too high for use in combination with low-temperature fuel
cells. In contrast, the value of the reaction enthalpy in the Li–Al–Hsystem is too low to
reach complete reversibility under moderate conditions. To increase the storage
capacity and tailor the reaction enthalpy of alanates it is, therefore, a reasonable
approach to replace some of the Na in the Na–Al–H system by Li, and, thereby, try to
achieve a higher storage capacity in combination with a reduced value of reaction
enthalpy|DrH|.

Huot et al. [56] demonstrated the feasibility of the formation of Na2LiAlH6 without
a solvent by ball-milling. As proven by XRD, hydrogen sorption in the Na–Li–Al–H
system is reversible according to:

Na2LiAlH6 $ 2 NaHþ LiHþAlþ 3=2 H2ðgÞ ð7:4Þ
Theoretically, the reversible hydrogen storage capacity amounts to 3.5 wt%.
For all temperatures, the addition of transition metal compounds enhances the

hydrogenation and dehydrogenation kinetics. Metal oxide, chloride or fluoride
additions lead to a significant enhancement of the reaction kinetics, especially during
desorption [57].

The results of several research groups clearly demonstrate that partial replacement
of Na by Li is feasible and thus higher hydrogen storage capacities are accessible for
the hexahydride phase. The nanocrystallinemicrostructure ensures reversibility with
respect to the decomposition/recombination reaction during the hydrogen desorp-
tion/absorption reaction.

Figure 7.5 Van�t Hoff plot of the 2Mg–Fe–H system constructed from desorption isotherms at
573, 623 and 673 K [55].
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As discussed above, due to the absence of any stable compound in the dehydro-
genated state and the formation of a rather stable hydride the desorption enthalpy is
not decreased compared to the original single alkali composed hydrides. Fossdal
et al. [58] measured pressure–composition isotherms for TiF3-enhanced material in
the temperature range 170–250 �C. From the van�t Hoff plot they determined a
dissociation enthalpy of 56.4� 0.4 kJ (mol H2)

�1 and a corresponding entropy of
137.9� 0.7 J K�1 (mol H2)

�1. The respective value of the reaction enthalpy of
reaction (7.4) is 47 kJ (mol H2)

�1 [19].
Figure 7.6 shows the respective van�t Hoff Plots of Na3AlH6 and Na2LiAlH6.
As for the Na–Li–Al–H system, different groups have searched for mixed alkaline

or alkaline earth-based alanates. So far, however, none of the novel identifiedhydrides
have shown promising properties. By ball milling of MgCl2 and CaCl2 with NaAlH4

or LiAlH4 Mamatha et al. [59] succeeded in the preparation of lithium–magnesium
alanates [LiMg(AlH4)3] in a mixture with NaCl and LiCl. From a thermovolumetric
measurement the authors assumed that, in analogy to the two-step decomposition of
NaAlH4, LiMg(AlH4)3 decomposes according to Eqs. (7.5) and (7.6).

LiMgðAlH4Þ3 �!
100 �C

LiMgAlH6þ 2 Alþ 3 H2 ð7:5Þ

LiMgAlH6þ 2 Al �!150
�C
MgH2þ LiHþ 3 Alþ 1:5 H2 ð7:6Þ

The respective DSC measurements of the decomposition reactions revealed that
reaction (7.5) is exothermicwith an enthalpy of about 15 kJmol�1 and reaction (7.6) is
endothermic with an enthalpy of 13 kJmol�1. Thus, this system again has rather
unfavorable thermodynamic properties and is not reversible by gas-phase H2

loading.
By investigating the thermodynamic stabilities for a series of metal borohydrides

M(BH4)n (M¼ Li, Na, K, Cu,Mg, Zn, Sc, Zr, andHf; n¼ 1–4) Nakamori et al. [60] and

Figure 7.6 Van�t Hoff plots of Na3AlH6 and Na2LiAlH6 according to [19, 58], respectively.
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Grochala et al. [61] found a good correlation between the decomposition tempera-
ture/heat of formation Hboro of M(BH4)n and the Pauling electronegativity of the
cation xP, see Figure 7.7.

Therefore, the development of double-cation (multi-cation) borohydrides of the
type MM

�
(BH4)n with M and M

�
having different Pauling electronegativities is a

valuable approach to fine-tuning the thermodynamic stabilities of borohydrides.
Indeed, in analogy to mixed cation alanates, Orimo et al. [62, 63] discovered several
double-cation borohydrides MLim�n(BH4)m with M being Zn, Al, Zr and
ZrLin�4(BH4)n being sufficiently stable upon heating with regard to the possible
disproportionation into the respective hydrides Zr(BH4)4 and LiBH4. Furthermore,
Jones and Nickels et al. [64, 65] found the new borohydride LiK(BH4)2. The
decomposition temperature and enthalpy of formation of both ZrLin�4(BH4)n
and LiK(BH4)2 seem to agree very well with the Pauling electronegativity
correlation model. Thus, their results indicate that the appropriate combination of
cations might be an effective method to adjust the thermodynamic stability of metal
borohydrides.

In summary, the search for systems with a positive heat of mixing in the
dehydrogenated state is a valuable approach which can indeed lead to the discovery
of novel hydrogen storage materials. In general, this approach enables the tuning of
reaction enthalpy in both conventional hydrogen storage alloys and in lightweight
complex hydrides.

7.3.2
Thermodynamic Tuning of Single PhaseHydrides by Substitution on theHydrogen Sites:
Functional Anion Concept

In recent years transition metal fluorides have attained more and more attention as
effective dopant precursors for complex hydrides [66, 67]. It is well known that
aluminum hydrides, as well as borohydrides, react with fluorine to form fluor-
ides [68]. In addition, many fluorides and hydrides are isotypic. One example is

Figure 7.7 Relation between the heats of formation of M(BH4)n, DHboro and the Pauling
electronegativity of M, xP [60].
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Na3AlH6 andNa3AlF6 [69, 70]. Bouamrane et al. reported on the successful synthesis
of the hydridofluorides NaMgH2F [71] and KCaH3�xFx [72].

In 2007 Yin et al. [73] presented DFT calculations of TiF3- and TiCl3-doped
Na3AlH6. In contrast to many other groups and investigations this group studied
in detail the function of the anions of the dopant precursors and concluded that a
substitution of F� for H� could render a favorable thermodynamic modification.

Indeed Brinks et al. [74] and Eigen et al. [75] demonstrated the reversible
hydrogenation and dehydrogenation of ball-milled 3NaF–Al composites and NaF–Al
composites, respectively.

Figure 7.8 shows an X-ray analysis of a hydrogenated and the re-dehydrogenated
sample. As expected the X-ray analysis of NaFand Al after ball milling shows only the
two fcc-phases of the initial components. After hydrogenation, the formation of a
perovskite-like structure is visible, which is very similar to the structures for Na3AlF6
and Na3AlH6. After desorption at 380 �C into an argon stream, the original phases
NaF and Al reappear, showing that the reaction is reversible.

The synchrotron XRD analysis (Figure 7.9) shows the respective diffraction peaks
of NaF, Al and the perovskite-like phase, but also evidences the formation of NaAlH4.
The perovskite-like phase shows similarities to both Na3AlH6 and Na3AlF6. A
thorough investigation of the pattern, however, shows the lack of several reflections
of pure Na3AlH6 and pure Na3AlF6. Instead a single Na3AlH6�xFx compound has
formed upon hydrogen absorption. On the other hand, in the case of the pure
NaAlH4-phase no peak shift in the reflections is observed, indicating that most likely
no significant amounts of fluorine atoms are substituted for hydrogen in the NaAlH4

phase.
Aiming at understanding the dehydrogenation reaction, in situ PXD analysis of a

hydrogenated mixture of pure NaF and Al was carried out during heating from 20 to
350 �C in vacuum (Figure 7.10). At about 180 �C the reflections corresponding to
NaAlH4 disappear, confirming its melting. In correspondence to a second strong
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Figure 7.8 XRD analysis of amixture ofNaF andAl aftermilling, after subsequent hydrogenation at
145 bar and 140 �C for 8 h and after subsequent dehydrogenation at 380 �C for several hours [75].

200j 7 Tailoring Reaction Enthalpies of Hydrides



peak of hydrogen release observed in mass spectrometry measurements, between
240 and 300 �C the content of the Na3AlH6�xFx phase decreases strongly and,
correspondingly, the NaF and Al reflections increase. In addition to the continuous
peak shift, observed in all phases and caused by the lattice expansion upon heating,
the NaF reflection shows an additional small lattice widening at around 240–300 �C,
and a reduced peak shift/stagnation at higher temperatures, despite further heating,
indicating the formation of NaF1�yHy with varying amount of hydrogen [76].

By performing different sets of measurements Eigen et al. [75, 76] developed the
following reaction scheme:
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Figure 7.9 PXD analysis of a mixture of NaF and Al hydrogenation at 145 bar and 140 �C for 8 h.

Figure 7.10 In-situPXDanalysis of a hydrogenatedmixture ofNaF andAl during heating from20 to
350 �C in vacuum (P¼Na3AlH6�xFx, I¼NaAlH4) [75].
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Figure 7.11 Pressure–composition isothermsof3NaF þ Al þ 4mol%TiF3at100and120 �C [74].

1=2 NaAlH4þ 1=6 Na3AlF6

$ 1=3 Na3 AlH3F3þ 1=3 Alþ 1=2H2

$ NaFþ 2=3 AlþH2

ð7:7Þ

DSC measurements revealed reduced reaction enthalpies for the two respective
reaction steps.
Brinks et al. [74] measured the pressure composition isotherms of 3 NaF þ Al

4mol% TiF3 at 100 and 120 �C. At 100 �C they observe a plateau pressure of about
50 bar for hydrogenation and 8 bar for dehydrogenation (to be compared with 0.7 bar
for Na3AlH6 [19, 77]. At 120 �C the respective observed plateau pressures are 70 and
20 bar.
The result that both absorption and desorption isotherms are well above the

plateau pressures forNa3AlH6 (Figure 7.11) proves clearly the successful reduction of
desorption enthalpy in this system by the anion concept. For kinetic reasons in these
measurements desorption stopped already at a concentration of 0.8H/M.
The corresponding diffraction data of Brinks et al. [74] show the formation of the
Na3AlHxF(1�x) phase during hydrogenation. After dehydrogenation to 0.8H/M the
amount of Na3AlHXF(1�x) is reduced, and the amounts of NaF and Al are increased.
First-principle calculations based on a density functional theory approach revealed

that, in borohydrides, the effect on reducing the reaction enthalpy is expected to be
even more pronounced than in aluminohydrides. By using a 1	 2	 1 supercell
consisting of 48 atoms (Li8B8H32), a 1	 2	 1 LiH supercell containing 16 atoms
(Li8H8), and a crystallographic unit cell containing 12 atoms to representa-boron Yin
et al. [78] calculated reaction enthalpies for different reaction products.
The most likely reactions are

Li8B8H32�xFx! Li8H8�xFx þ 8Bþ 12H2 ð7:8Þ
Li8B8H32�xFx! Li8�xH8�x þ LixFx þ 8Bþ 12H2 ð7:9Þ
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The respective decomposition enthalpies are dependent on the amount of hydro-
gen substituted by fluorine in the range 25–65 kJ (mol H2)

�1 compared to 78 kJ (mol
H2)

�1 or, after taking zero-point energy corrections into account, 13–59 kJ (molH2)
�1

compared to 61 kJ (mol H2)
�1 for the pure LiBH4.

To conclude: The functional anion concept opens up new possibilities to tailor
reaction enthalpies of high capacity hydrides towards potential applications. At
present, however, not much is known about how successful this method will
eventually be and which material classes can be successfully altered by it.

F anion-substituted systems are currently being investigated in several different
national and international projects and the future will reveal the range of its usability
for hydrogen storage applications.

7.3.3
Multicomponent Hydride Systems

Another attractive alternative to tailor the reaction enthalpies of already known single
component hydrides MHx is to mix them with suitable reactants (A) which react
exothermically with the hydrides during heating whereby hydrogen is released and
one or many stable compounds are formed according to the scheme:

MHx þ yA$ MAy þ x
2
H2 ð7:10Þ

The stability of these compounds in the desorbed state has to be in the right range
to allow reversibility under moderate conditions. Furthermore, the stability of these
compounds formed upon desorption directly determines the change in reaction
enthalpy of the multicomponent hydride system in comparison to the single-
component hydride.

This approach goes back to Reilly andWiswall [79] who were the first to prove that
this concept indeed allows the modification of the thermodynamics of hydrogena-
tion/dehydrogenation reactions.

In recent years, several systems applying this concept to light metal hydrides have
been studied. Theoretical calculations of different groups like for example, Alapati
et al. [80] hint at a huge number of possible very promising mixed systems with high
gravimetric storage capacities and suitable thermodynamic properties. However, for
kinetic reasons, only some of them follow the thermodynamically expected reaction
pathway.

7.3.3.1 Mixtures of Hydrides and Reactive Additives
MgH2/MgCu2$Mg2Cu/xH2 is the earliest and, therefore, probably the most
prominent example of such systems. During desorption the stable compound
Mg2Cu is formed. During absorption the reactant MgCu2 precipitates and MgH2

is formed [79]:

2 Mg2Cuþ 3H2 $ 3MgH2þMgCu2 ð7:11Þ
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The value of the reaction enthalpy permoleH2 is lowered compared to the value of
the formation enthalpy of MgH2. This can be understood by considering the
following partial reactions for absorption:

2 Mg2Cu!MgCu2þ 3Mg ð7:12Þ

3Mgþ 3 H2! 3MgH2 ð7:13Þ
Here, reaction (7.12) is endothermic and thus counteracts the exothermic heat

release for partial reaction (7.13). Therefore, the total amount of hydrogen reaction
enthalpy according to reaction (7.11) is reduced to about 73 kJ (mol H2)

�1 [81].
Consequently, the equilibrium temperature for 1 bar hydrogen pressure is reduced to
about 240 �C. In addition, Mg2Cu is much more easily hydrogenated than pure Mg.
The lower dissociation temperatures and enthalpies make the design engineer�s
requirements for an integrated system less stringent than for Mg. However, the
storage capacity is reduced significantly to only 2.6wt.%.

Similarly, the magnesium-aluminum system shows several intermediate phases
which react with hydrogen, such as Mg2Al3 [81] and Mg17Al12 [82].

Figure 7.12 shows the pressure vs. composition isotherms for the system
Mg2Al3–H2 according to the reaction (7.14)

Mg2Al3þ 2 H2! 2MgH2þ 3 Al ð7:14Þ

Figure 7.12 Pressure–composition isotherms for the system, Mg2Al3 [81].
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While the dissociation pressure of pure MgH2 at 326 �C is 3 bar the respective
dissociation pressure of the system 2MgH2 þ 3 Al is found to be increased to 10 bar.

According to Bouaricha et al. [82] Mg17Al12 reacts with hydrogen in two steps:

2 MgH2þ 3 Al$ Mg2Al3þ 2H2 ð7:15aÞ

4Mg2Al3þ 9MgH2 $ Mg17Al12þ 9 H2 ð7:15bÞ
WhileMg2Al3 absorbs only about 3wt.%H2,Mg17Al12 can reversibly absorb 4.4 wt.%
H2 with Mg2Al3 being an intermediate.

Mg17Al12 has a formation enthalpy of about �102 kJmol�1, and Mg2Al3 �12.5
kJmol�1. Therefore, the addition of Al leads to a decrease in the value of the total
reaction enthalpy of reactions (7.15a) and (7.15b) of about 6 kJ (mol H2)

�1 each.
Similarly to Mg2Cu the equilibrium pressure of 1 bar is reached at around 240 �C

and, therefore, is significantly lowered compared to pure MgH2.
Mg2Si has an enthalpy of formation of DfH0ðMg2SiÞ¼�79 kJmol�1. Therefore,

the formation of Mg2Si reduces the standard enthalpy of dehydrogenation of MgH2

by 37 kJ (mol H2)
�1.

According to the reaction:

2 MgH2þ Si$ Mg2Siþ 4H2 ð7:16Þ

Theoretically, 5wt.% could be stored reversibly. The thermodynamic data indicate a
quite high equilibrium pressure of approximately 1 bar at 20 �C, 50 bar at 120 �C and
100 bar at about 150 �C [36]. Vajo et al. [36] investigated the desorption behavior of
MgH2 and a 2MgH2 þ Si mixture. Both samples were milled under identical
conditions. In both cases desorption started at 295 �C. In the case of the MgH2

sample Vajo observed at 300 �C a constant equilibrium pressure of 1.65 bar. For the
2MgH2 þ Si mixture, desorption also began at 295 �C; however, hydrogen evolution
did not stop at the equilibrium value for pure MgH2 but continued to increase until
the temperature was lowered after 5.4 h. At 300 �C, the equilibrium pressure is,
therefore, >7.5 bar. This is at least a factor of 4 larger than the pressure for pure
MgH2.

However, Mg2Si has a rather unfavorable, dense-packed crystal structure and
showsnohydrogen interaction undermoderate conditions (300 �C, 50 barH2; 150 �C
and 100 bar [36]). Attempts have beenmade tomodify the crystal structure or to partly
substitute Si by ternary alloying additions, however, up to now, only with very limited
success.

A number of other reactions between Mg-based intermetallics like MgCdx [83]
have been proven to resemble this reaction pattern.However, all these systems suffer
from a significantly reduced gravimetric storage capacity compared to MgH2.

Due to its high reversible storage capacity MgH2 is one of the most investigated
lightweight hydrogen storage materials. The approach shown above, however, is not
limited to MgH2, as will be shown in the following.

LiH has not been considered a practical hydrogen storage material because of its
high stability. Nevertheless, it is another very suitable system to show that the
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approach of using reactive additives to decrease the value of the reaction enthalpy is
quite generally valid formany different hydrides. The enthalpy of dehydrogenation of
LiH is reported to be 190 kJ (mol H2)

�1 [84]. LiH, therefore, is a high-temperature
hydride having an equilibrium pressure of 1 bar at 910 �C or alter 5	 10�5 bar at
490 �C. According to Vajo et al. [36], using Si as an additive to LiH leads to the
following dehydrogenation/rehydrogenation reactions:

2:35LiHþSi$ Li1:71Siþ0:64LiHþ0:855H2$ Li2:35Siþ1:175H2: ð7:17Þ
The absorption and desorption isotherms for milled 2.5 LiH þ Si mixtures

measured by Vajo et al. show two plateaus. Figure 7.13 shows the Van�t Hoff plots
of the lower and upper plateaus from the LiH–Si–H system as well as the pure Li–H
system.

Thus, the addition of Si, increases the equilibrium pressure by >104 times while
lowering the dehydrogenation enthalpy from 190 to 120 kJ (mol H2)

�1.
In addition, Yu et al. [85] demonstrated that the similar reaction

2 LiHþ 2C$ Li2C2þH2 ð7:18Þ
also shows reversibility.

Because of its high gravimetric storage capacity LiBH4 has attracted, and still
attracts, much attention from various research groups. Nevertheless, the thermo-
dynamic properties are far from ideal formost applications. By use of the CALPHAD
approach Cho et al. [86] determined the decomposition temperature of pure LiBH4 at
1 bar H2 pressure to be 403 �C.

However, using the same approach for the reaction

2 LiBH4þAl$ 2 LiHþAlB2þ 3 H2: ð7:19Þ
they derived a corresponding equilibrium temperature of 188 �C at 1 bar.

Figure 7.13 Van�t Hoff plots for the lower and upper plateaus determined from the isotherms at
400–500 �C and, for comparison, pure LiH [36].
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Using TiF3 as additive, Kang et al. [87] and Jin et al. [88] showed that reaction (7.19)
indeed shows reversibility and under much more suitable conditions than the pure
LiBH4 system.

All these examples show that the use of such additives which react with the hydride
upon desorption is a rather suitable approach to tune the reaction enthalpy.However,
the total hydrogen storage capacity of the hydride is reduced significantly.

7.3.3.2 Mixed Hydrides/Reactive Hydride Composites
While the addition of non-hydrogen-containing elements/compounds necessarily
reduces the total hydrogen storage capacity, the use of high-capacity hydrides such as
MgH2 as a reacting additive enablesmaintenance of the high storage capacities of the
single hydrides and tuning of the reaction enthalpy at the same time.

In 2002 Chen et al. [89] discovered the reversible hydrogen release and uptake of
LiNH2 and LiH according to the reaction scheme:

LiNH2þ 2 LiH$ Li2NHþ LiHþH2 $ Li3Nþ 2H2 ð7:20Þ

If the different hydrides of such composites react upon desorption in an exother-
mic reaction to form a stable compound, they are denoted as reactive hydride
composites (RHC) [90].

Unfortunately, thevalueof theoverall reactionenthalpyofRHCis |DH|
80 kJ (mol
H2)

�1 and thus is still too high formany applications. However, a wide range of other
amide-containing hydride systems could be identified having quite interesting
properties. The chemical reaction of Mg(NH2)2 þ 2LiH according to (7.21) is of
special interest because of its rather lowheat of desorption (|DH|
 40 kJ (molH2)

�1),
an equilibrium pressure of 1 bar H2 at approximately 90 �C [91], comparatively low
sorption temperatures and a theoretical storage capacity of 5.6wt.%.

MgðNH2Þ2þ 2 LiH$ Li2MgðNHÞ2þ 2 H2 ð7:21Þ

In addition, altering the molar ratio of Mg(NH2)2 and LiH leads to different
dehydrogenation products, such as nitrides [92], and thus alters thermodynamic and
kinetic properties, and storage capacity.

In 2004 Vajo et al. [36, 93] and Barkhordarian et al. [30, 94] independently
discovered the reversible hydrogenation of MgH2/borohydrides composites such
as MgH2þ NaBH4, MgH2þ LiBH4 and MgH2þCa(BH4)2 forming magnesium
diboride as well as alkaline or alkaline earth hydrides during desorption.

Because of the combination of comparatively low values of the reaction enthalpy
|DrH| in the range of around 20–60 kJ (mol H2)

�1 for the different borohydrides –
magnesium hydride composites with high theoretic reversible hydrogen storage
capacities of 7.8, 11.4 and 8.3wt.%, these RHCs are very promising candidates for
hydrogen storage materials. Furthermore, MgB2 has been shown to facilitate
reversible hydrogenation of borohydrides from the gas phase by providing a pathway
for the borohydride formation [15].
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Figure 7.14a–d show the XRD patterns of the hydrogenation products of 2LiH
MgB2, Li7Sn2 þ 3.5MgB2, 2NaHþMgB2 and CaH2 þ MgB2 after high-pressure
synthesis performed by Barkhordarian et al. [30]. While it was not possible to synthe-
size the borohydrides from the respective alkaline and alkaline earth metal hydrides
and boron under the applied conditions, formation of the borohydrides occurred
in these reactive systems in spite of the reduced driving force for hydrogenation.

Further measurements performed by Vajo et al. [36], Barkhordarian et al. [95], and
B€osenberg et al. [96] confirmed that much lower pressures and temperatures are
sufficient for hydrogenation of these compounds. So far, all measurements hint at a
one-step absorption process (7.22), while desorption in the case of 2LiBH4 þ MgH2

for instance, appears to be at least a two-step process under the normally applied
conditions (7.23), see Figure 7.15.

2=x AHx þMgB2!AðBH4Þx;A ¼ fLi;Na;Ca; . . .g ð7:22Þ

2 LiBH4þMgH2! 2 LiBH4þMgþH2! 2 LiHþMgB2þ 4 H2 ð7:23Þ
Figure 7.15 shows DSC curves of MgH2– LiBH4 composites measured at 3 and

50 barH2 pressure and aheating/cooling rate of 5 Kmin�1 [15]. The gray curve shows
the first dehydrogenation upon heating, the black curve the subsequent first
hydrogen absorption reaction. There are two sharp endothermic peaks at 120 and
270 �C which are due to a structural transformation and the melting of LiBH4,
respectively. Hydrogen desorption starts at around 350 �C if no catalysts are used.
Experiments show that MgB2 formation is facilitated if a residual hydrogen pressure

Figure 7.14 X-ray patternsof the products of hydriding (a) LiH þMgB2 (b) Li7Sn2 þMgB2 (c)NaH
þMgB2 (d) CaH2 þ MgB2 at 400 �C, 350 bar of hydrogen pressure, measured at room
temperature, taken from [30].

208j 7 Tailoring Reaction Enthalpies of Hydrides



Figure 7.15 High-pressure DSC curves of
MgH2þ LiBH4. The gray curve represents the
first desorption reaction at 3 bar hydrogen
pressure of pure MgH2 þ LiBH4 without any

additives after ball-milling. It shows a two-step
desorption behavior of the pure RHC. The black
curve represents the first absorption performed
at 50 bar hydrogen pressure taken from [15].

of some bar is applied. At 50 bar hydrogen pressure hydrogen absorption starts at
250 �C if no catalysts are used.
In situ XRD-patterns taken during the hydrogenation of pure CaH2 þ MgB2

performed by Barkhordarian et al. [95] indicate the simultaneous formation of Ca
(BH4)2 as well as MgH2 at 125 bar H2 and 230 �C, as shown in Figure 7.16.
By changing the stoichiometries of the NaBH4–MgH2 composites Pistidda

et al. [97] discovered that, similarly to the Mg(NH2)2–LiH system, the reaction path
taken during desorption differs strongly. In the case of MgH2–LiBH4 composites
MgB2 is formed directly during desorption only if a residual pressure of several bar of
hydrogen is present. Likewise, in MgH2–Ca(BH4)2 composites, different reaction
paths leading to the formation of B, CaB6 (Y. W. Cho, personal communication) and
MgB2 are possible. The reaction path can be controlled by additives. The formation of
MgB2 during desorption, for example, can be triggered by a few mol% of
Ti-isopropoxide addition, which also lowers the required desorption temperature
significantly [95, 96].
In addition to MgH2/borohydride RHCs other promising composites have been

identified.
Pinkerton et al. [98] and Jin et al. [99] demonstrated the reversibility of TiCl3-doped

LiBH4–CaH2 composites and LiBH4–MH2 (M¼Ce, Ca) composites, respectively,
according to the reactions:

6 LiBH4þCaH2 !Ti* 6 LiHþCaB6þ 10 H2 ð7:24Þ

6 LiBH4þCeH2 !Ti* 6 LiHþCeB6þ 10 H2 ð7:25Þ

7.3 Strategies to Alter the Reaction Enthalpies of Hydrides j209



These composites again combine high theoretic gravimetric storage capacities of
11.7 and 7.4wt.% with considerably reduced values of reaction enthalpy |DrH|¼ 65
and 44 kJ (mol H2)

�1 [99], respectively.

7.4
Summary and Conclusion

The development of novel lightweight hydrides for hydrogen storage applications is a
very challenging task. Many lightweight hydrides show neither suitable kinetic nor
thermodynamic properties. While, in the past, kinetic limitations could be solved
very successfully in some cases likeMgH2 and NaAlH4, thermodynamic restrictions
still remained. In this chapter some of the most important strategies to alter reaction

Figure 7.16 In situ synchrotron powder diffraction patterns of CaH2–MgB2 composite during
absorption at 125 bar hydrogen taken from [95].
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enthalpies of hydrides or hydride composites and recent developments have been
reviewed.

The classical strategy of destabilizing hydrides is substitution on the metal lattice,
thereby forming new intermetallic hydrides. This has proven to be a very powerful
approach in the case of conventional metal hydrides, leading to a huge number of
hydrides with different thermodynamic properties but with gravimetric storage
capacities of less than 3wt.% H/M. There are two possibilities: either a stable
compound is formed upon desorption or, if there is a positive heat of mixing,
segregation occurs. This approach has recently been extended towards lightweight
hydrides and complex hydrides.

Contrary to the classical approach the recently applied functional anion concept
considers the substitution on H-sites by F� anions. First results indicate that this
approach again is very promising for altering reaction enthalpies of complex
hydrides.

In addition to these single-phase hydrides multiphase mixed hydrides or so-called
reactive composites attract increasing attention. By addition of another element or
compound the reaction enthalpy of the hydride can be tailored very efficiently if a
stable compound is formed from the hydride and the additive(s) upon desorption.
Unfortunately, this approach leads to an unwanted decrease in hydrogen storage
capacity.

By extension of this approach – of using additives which react reversibly with the
hydride during desorption and thereby lower the value of the reaction enthalpy –

towards mixed hydrides or Reactive Hydride Composites, new possibilities for
substantially reducing the values of the reaction enthalpy of hydride systems are
opened up. By this extension, alteration of thermodynamic properties is possible
without any losses in the gravimetric storage capacity. It overcomes the limitations of
past monolithic systems, where high storage capacities are often linked to high
enthalpies of reaction. The remaining key issue for such novel hydrogen-releasing
reactions is to enhance the reaction kinetics significantly to allow lower temperature
applications.
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8
Ammonia Borane and Related Compounds as Hydrogen
Source Materials
Florian Mertens, Gert Wolf, and Felix Baitalow

8.1
Introduction

Mainly driven by the efforts of the automotive industry, a strong push towards new
concepts to store hydrogen has occurred over recent years. Generally, in this
framework, high hydrogen contentmaterials have been of great interest for chemical
storage concepts.

From weight considerations, the most natural choice to develop hydrogen storage
and source materials would be the use of first row element hydrides. Since a high
valency allows more hydrogen to bond per atom, the mid-first row hydrides borane,
methane, and ammoniawith 21, 25, and 17.5wt%are amongst thematerials with the
highest hydrogen contents. Although the thermodynamics is not favorable, due to the
strong bond between carbon and hydrogen, the utilization of methane as a hydrogen
source material has been widely investigated and small natural gas reformers for
a fueling station to supply polymer electrolyte membrane (PEM) fuel cell vehicles
with hydrogen have been developed [1].

However, ammonia and boranes alone are also not very attractive as hydrogen
source compounds because of thermodynamic considerations and the harm they
potentially bring to fuel cell catalysts (PEM). The interesting fact that nitrogen and
boron are on opposite sides of the electronegative–electropositive border line that
runs through the periodic table, offers attractive new features to the ammonia borane
adduct BH3NH3 (AB). Especially, their ability to release hydrogen at low tempera-
tures, combined with the very high hydrogen content, has brought these materials
into the focus of recent research efforts.

Besides the fact that the known world boron resources are insufficient to
permanently fuel a significant portion of the world vehicle fleet, it is very clear from
the energy expense needed for AB regeneration and the cost aspects that ammonia
borane-based materials are not likely to become a means of mass hydrogen storage.
These materials, however, can be of interest for small scale applications demanding
very high hydrogen storage density, such as autonomously operated small electrical
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devices. Research efforts to put ABmaterials to use primarily encompass the control
of the hydrogen release kinetics, the production of AB materials and the rehydro-
genation of the spent materials.

Since spent ammonia borane, or borazane as it is also called, and most of its
derivatives are not easily rechargeable, for thermodynamic reasons, new recycling
strategies need to be developed. An essential part of possible recycling schemes is
the generation of hydridic, that is, negatively charged, hydrogen located at the boron
centers. Because of the importance of borohydrides in organic synthesis and the
recent developments in nonmetal-center-based hydrogen activation [2], the rele-
vance of these research efforts is outside the area of hydrogen source and storage
materials.

8.2
Materials Description and Characterization

Ammonia borane is awhite crystallinematerial that is relatively stable in air, although
reports on its stability vary slightly [1–5]. Stored under vacuum at room temperature
no significant hydrogen loss was reported for a period of over 2months and its
solubility in organic solvents remained unchanged [6]. In contrast, reports of its
storage in air indicated a slow hydrogen loss, presumably induced by humidity [3, 4].
ABmeltswith hydrogen release, leading to a strong volume expansion by foaming [7].
After some time the product solidifies. Reports on the melting point vary strongly
from 104 �C [8, 9], via 110–116 �C [5, 8, 12, 13] up to 124 �C [10, 11]. Crystal structure
investigations of the original ABmaterial encompassedpowder and single crystal -ray
diffraction (XRPD, XRSD) [3, 10, 16–18], and neutron diffraction studies [12]. At
ambient temperature the structure is tetragonal with a BN distance unusually short
for this type of electron donor–acceptor complex. In contrast to AB in the solid phase,
the B–N distance of gaseous AB determined by microwave spectroscopy is 1.67A

�
,

significantly longer [13, 14]. It is assumed that the shortening of the B–N distance
is caused by the influence of a dipolar field in the crystal [18] or by cooperative
dipole–dipole interactions [22, 23]. The conclusion from self-consistent reaction field
(SCRF) calculations that the B�N bond in the AB molecule, if dissolved in organic
solvents, becomes shorter with increased solvent polarity is in accordance with this
observation [18]. At temperatures below �48 �C, AB possesses an orthorhombic
structure with an even shorter B�N distance, that is, 1.56–1.58A

�
[18, 24, 25]. The

phase transition, which is accompanied by a rotational order–disorder transition,
was investigated by 11B-NMR [26], 15N-NMR [27], 2H-NMR [28, 29], powder neutron
diffraction [25], Raman microscopy [30], and heat capacity measurements [31]. The
phase transition enthalpy DPH was determined to be 1.3 kJmol�1 [31] Table 8.1.

A particularly important feature of AB materials is the existence of the so-called
dihydrogen bond. Guided by the unusually short distance of 2.02A

�
compared to the

sum of the van der Waal�s radii of 2.4 A
�
between the nearest hydridic and protic

hydrogen atoms located at the boron andnitrogen atomof different ABmolecules, an
unknown type of bond, the dihydrogen bond, was postulated [19, 32]. Its detailed
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investigation was carried out with neutron diffraction [19], Raman spectroscopy
[33, 34], and ab initio calculations [32, 35–38]. Kullkarni showed with perturbation
calculations at the MP2 level that a high tendency to form dihydrogen bonds,
indicated by the energy of formation for a AB dimer, facilitates the release of
hydrogen [39]. Calculations of the H–H bond strength in AB-dimers and -tetramers
yield values of�12 to�25 kJmol�1 for the dihydrogen bonds [23, 32, 36, 38, 40, 41].
These values are comparable to typical N�H���Base H-bonds (�12 to �33 kJmol�1)
and demonstrate that boron-bonded hydrogen possesses strong Lewis base charac-
ter [32]. The existence of the dihydrogen bond largely explains the very different
meltingpoints ofBH3NH3 (110 �C)and the isoelectronic compoundethane (�181 �C)
[32, 42], as well as the higher volumetric hydrogen storage density of AB compared to
ethane.

Although the vapor pressure of AB at room temperature was measured to be
low [43], it is still possible to purify the material by sublimation at 60–80 �C under
vacuum (10�2mbar) [3–5, 8]. It is not completely clear though, whether or not in
these cases BH3NH3 exists in the gas phase in molecular form or in the form of
its constituents (di)borane and ammonia. If the latter is true, it implies that the
precipitation onto the cooling finger creates AB instead of the ionic dimer dia-
mmoniate of diborane (DADB), [BH2(NH3)]BH4. The special meaning of DADB for
the AB decomposition and generation will be discussed in later sections. In
spectroscopic measurements AB was detected in the gas phase but the amount of
diborane exceeded the amount of AB significantly, which was explained by the
instability of the AB molecule with respect to wall collisions [46].

AB is soluble in water and in many organic solvents. It possesses high solubility,
that is, >5wt%, in H2O, EtOH, THF, Diglyme, Triglyme; significant solubility, that
is, 0.5–1wt%, in Et2O, and dioxane, low solubility, that is, <0.1wt%, in toluene and

Table 8.1 Physical properties of AB.

Property Value

Molar mass, [gmol-1] 31a)

Density, [g cm-3] 0.73b)

Melting point, [�C] 104c), 110–116d), 125e)

Phase transition point, [�C] �48f)

Vapor pressure at 25 �C, [bar] <1.3� 10�6g)

Dipole moment, [D] 4.88h), 5.05i), 5.22 j)

a) In solution, from cryoscopy [3, 10].
b) For polycrystalline pellets [10].
c) From [10, 11].
d) From [5, 12, 13].
e) From [14, 15].
f) From [18, 24, 25, 31].
g) Upper limit [43].
h) In solution [44].
i) In solution [45].
j) In gas phase, from microwave spectroscopy [20, 21].
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CCl4.More detailed values canbe found inTable 8.2. Since the solubility ofAB inEt2O
is larger at �78 �C than at 25 �C, the system possesses a negative temperature
dependence of the solubility [3, 4]. This effect can be exploited for the purification via
recrystallization with Et2O.

The stability of the ether-based solutions is comparatively high if the solvent is well
dried [4, 5]. Adding small amounts of water leads to a fast decomposition of AB with
hydrogen release [4]. In contrast to the last observation, an AB –water solution using
deionized water is rather stable as well, proceeding with a degree of hydrolyzation of
0.5–1% a day [5, 10, 47]. From the determination of the molecular weight [3, 4, 10]
dimerization and the formation of associates of AB in solution (Et2O, benzene,
dioxane, water) can be excluded. Since AB is a simple donor-acceptor complex, it was
expected that it could be directly synthesized from diborane and NH3 rather easily.
However, early investigations generally carried out at low temperatures (�78 �C) did
not produce AB material but instead the ionic isomer diammoniate of diborane
(DADB) [48–50]. The structure of this compound was the object of debate for a
significant period of time and was widely investigated. Shore and co-workers in a
early series of articles [4, 51–54] as well as subsequent work by other authors using
11B-NMR and Raman studies [55, 56] proved its ionic nature and clarified its
structure.

DADB is usually obtained as an X-ray amorphous white powder, but reports of its
presence as a microcrystalline material with a characteristic XRPD diffractogram
also exist [8, 13]. It appears in two modifications. Modification I is stable at ambient
temperature [13]. Modification II is only formed at higher temperatures [8] and
changes at ambient temperature to modification I within a few days. DADB is stable
up to 80 �C and decomposes at 90 �C with melting [4]. It is soluble in NH3 and is,

Table 8.2 Solubility of ABa).

Solvent Solubility [wt.%]

NH3 (l) 72.2b)

Water 25.1b)

Ethanol 6.1b)

Isopropanol 3.8b)

Tetrahydrofuran 20.0b)

Dioxane 0.50c)

Diethyl ether 0.74b)

Diglyme 27.2d)

Triglyme 25.6d)

Benzene 0.05c)

Toluene 0.03c)

CCl4 0.02c)

a) In NH3(l) at �78 �C, in other solvents at room temperature.
b) From [14].
c) From [10].
d) Data measured by the authors, the concentration of the saturated solution was determined with

ICP-OES.
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in contrast toAB, not soluble in Et2O [4, 8]. Fromvapor pressuremeasurements it was
concluded that DADB stays intact if dissolved in NH3 [57].

8.3
Production

Besides necessary technical improvement, the most important prerequisite for the
widespread use of ammonia borane as a hydrogen source is its availability at low cost.
From a chemical perspective, however, hydridic hydrogen is an expensive species.
Currently, AB material is generated by two main processes. The first, the standard
laboratory synthesis, is based on borohydrides and ammonium salts dissolved in
organic solvents [3–5, 58]. The second, potentially the one that may allow an up-
scaling to lower production costs, uses the direct reaction of ammonia with
diborane [8, 10], BH3�O(CH3)2 [4], BH3�S(CH3)2 [15], or BH3�THF [13]. Because of
simplicity with respect to handling and safety, the first method is preferred for
laboratory scale production. The reaction proceeds according to BH4

� þ NH4
þ !

BH3NH3 þ H2.
LiBH4, NaBH4 and the ammonium salts all possess low solubility in the organic

solvents in question, with slow dissolution kinetics. The slow dissolution of the
reactants is the rate-limiting step and prohibits, together with the production of large
amounts of by-products, the economic production of AB materials.

Of all available studies on the standard laboratory synthesis based on ammonium
salts, Ramachandran et al. [58] have conducted the most extensive survey, screening
33 reactant variations at different temperatures (the study included two hydrides,
seven salts, and eight solvents). A selection of all available results, including the
variants with the highest yields, can be found in Table 8.3.

The low solubility of the salts and the by-products helps to gain product of sufficient
purity (>95%) after evaporation of the solvent. The procedure generates stoicho-
metric amounts of by-product which prohibits the scale-up of the procedure. Given
the cost of boranes according to [58], the development and use of an optimized direct
synthesis from ammonia and diborane seems to be mandatory.

Table 8.3 Ammonia borane synthesis data.

Ammonium salt Borohydride Solvent Yield Reference

NH4Cl LiBH4 Et2O 33% [4]
(NH4)2SO4 LiBH4 Et2O 47% [4]
NH4HCOO NaBH4 THF 95% [58]
(NH4)2SO4 NaBH4 THF 95% [58]
NH4CH3COO NaBH4 THF 81% [58]
(NH4)2CO3 NaBH4 THF 80% [5]
NH4Cl NaBH4 THF 45% [58]
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Besides the problem of the use of borane, which is a toxic inflammable gas, and its
generation, which conventionally utilizes boranates as well, the synthesis of AB
materials is not as straightforward as it seems. Aparticularly interesting feature of the
direct synthesis of BN-hydrogen materials is the symmetric or asymmetric diborane
splitting, depending on the reaction conditions used. If the solvent is a sufficiently
strong electron donor then simple adduct formation to AB occurs, according to
1/2 B2H6 þ NH3 ! BH3NH3 [8]. At temperatures below�78 �Cand in the absence
of solvent, an asymmetric splitting of the diborane molecule takes place, resulting in
the formation of diammoniate of diborane [13, 49, 50]. Since the diborane reacts fairly
vigorously with ammonia the reaction needs to be controlled in such a way that the
formation of by-products is avoided [13]. The two splitting mechanisms described
above can be summarized in Scheme 8.1:

AB and DADB production directly from (di)borane and ammonia can be put into
practice as follows: AB material can be simply produced by first splitting diborane
with an electron pair donating solvent, such as dimethylsulfide [15], ethers [8],
monoglyme [8] or water [10], to form a borane solvent adduct, and then replacing
the solvent part in the adduct by bubbling ammonia through the solution. In the case
of diethyl ether, the procedure can be carried out at room temperature, resulting in
a yield of 75%1) and in the case of monoglyme a yield of 76% was reported at a
temperature of�63 �C [8]. For the synthesis ofDADB, gaseous diborane diluted inN2

is bubbled through liquidNH3 at�78 �C [13]. After the reaction, ammonia is distilled
off and a white, microcrystalline powder is obtained which contains almost exclu-
sively DADB. The method results in a yield better than 97%. Since DADB is a stable
compound it could serve as a hydrogen source material in the same way as AB.
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Scheme 8.1 Symmetric and asymmetric splitting of diborane by ammonia.

1) U. Wietelmann, Chemetall GmbH, 2009, personal communication.
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8.4
Thermally Induced Decomposition of Pure Ammonia Borane

In comparison to other boranates and complex metal hydrides, ammonia borane
possesses a rather low decomposition temperature. Since the dehydrogenation
reaction is exothermic the applied temperature is only needed to start the activated
dehydrogenation process. The exothermicity of ammonia borane can be viewed, with
respect to technical applications, as a positive feature if a fast hydrogen release of the
complete hydrogen content is desired. With large storage containers where only a
small portion of the hydrogen is supposed to be extracted, the exothermicity poses a
control problem. If one does not want to run the risk of a thermal run-away from an
unintentional emission of the complete hydrogen content in the case of a malfunc-
tion of the controlmechanism, the storage of the ABmaterial in small compartments
is inevitable. A possible alternative to the pyrolytic decomposition of solid ammonia
borane is decomposition in solution. The decomposition of AB material in solution
has the advantage of separating the decomposition zone from the storage area
because of the improved transport of the stored material in liquid form. Better AB
transport properties also facilitate the application of heterogeneous catalysts for the
decomposition of ABmaterial, since the reactants and products can be easily moved
to or away from the catalyst. Although the solvent needed for the preparation of an
ammonia borane solution lowers the effective storage capacity of the hydrogen
generator, concepts are conceivable where the solvent acts solely as the transportation
medium and is retrieved from the reaction products after the ammonia borane
decomposition, which then allows its reuse. By applying such a separation technique,
the amount of solvent needed does not scale with the amount of ammonia borane
stored because of the solvent reuse and, thus, could be potentially excluded to a
certain degree from the weight percentage consideration in large systems.

8.4.1
Pyrolysis

Solid ammonia borane is thermally decomposed in several reaction steps, each
releasing onemolecule of hydrogen per formula unit at different temperature levels.
The thermal decomposition path is complicated and still not fully understood.
Detailed knowledge of its underlying processes may help to control the H2 release
kinetics and help to avoid a significant contamination of the released hydrogen gas
by volatile products. DSC, TG, and volumetric measurements have been carried out
by several groups [9, 14, 59–63]. The early decomposition experiments performed by
Wendlandt and coworkers revealed a two-step process in the temperature range
30–200 �C, each step releasing approximately 1mol of hydrogen per mol AB or
6.5wt% [9, 59, 60]. If the temperature increase is conducted at a comparably high
heating rate of 10 Kmin�1 the hydrogen release sets in shortly after themelting point
at 112 �C and reaches a maximum at 130 �C. The second step, releasing another
equivalent of molecular hydrogen, occurs in the range 150–200 �C. The correspond-
ing signals of both decomposition steps displayed a strong overlap. At much higher
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temperatures the decomposition chain can be even carried all the way through to
boron nitride with further hydrogen release, according to the scheme: BH3NH3 !
BH2NH2 ! BHNH ! BN.

In several papers the Freiberg group have demonstrated that the appearance of
AB decomposition or melting is strongly kinetically controlled [47, 61–63]. The
first decomposition step occurs below the melting point if low heating rates
(�0.1 Kmin�1) are applied. Due to the slow decomposition kinetics of the first AB
decomposition step a faster temperature ramp not only causes the signals of the
individual decompositions steps to overlap but also allows the well knownmelting of
ammonia borane at 112 �C. Completion of the first dehydrogenation step below the
melting temperature is possible at isothermal conditions of approximately 70–90 �C.
The hydrogen release rate is strongly temperature dependent, at 90 �C the release is
completed after 4 h whereas at 70 �C it takes 40 h for completion [61]. The decom-
position product, with the approximate composition of BNH4, is a white, nonvolatile,
amorphous solid, presumably of polymeric nature (BH2NH2)n [61, 64, 65], which
would naturally explain whymelting is not possible after dehydrogenation. The exact
structure of the obtained amino borane type and that obtained from other dehydro-
genation procedures is still unknown. Attempts to determine the molecular weight
distribution of the polymers failed because of their low solubility in common organic
solvents [64, 66]. Investigations using 11B-NMR, 15N-NMR and mass spectrometry
indicate that the material is rather inhomogeneous and not well-defined, consisting
of linear, branched, and ring systems as well as, potentially, of cyclic oligomers of
various length [61, 67]. Some of the cyclic compounds were separately synthesized
and identified by Shore and coworkers using11B-NMR, infrared spectroscopy, and
molecular weight investigations [65].

A significant problem for the practical application of AB materials as a hydrogen
source may be the existence of an induction period for the H2 production. If the
material is heated to 90 �C, almost no hydrogen release is initially observed.
Subsequently, the release rate increases slowly and then reaches then its maximum
after 40min [47, 61]. At 70 �C this interval, the induction period, is extended to 24 h.
The mechanistic reason for this phenomenon will be discussed further below. The
resulting polymeric (BH2NH2)n does not release hydrogen below 110 �C. Above this
temperature the next step in the dominant decomposition chain occurs, which is also
strongly temperature and heating rate dependent. In total, up to 13wt.% of hydrogen
can be released if the temperature is raised to 180 �C. The decomposition product of
the second step with a net composition of BNH2 is also a white, amorphous solid
of presumably polymeric nature (BHNH)n [63]. It is known that the corresponding
monomer BHNH (BN analog of acetylene) is very reactive and can only be charac-
terized using matrix isolation techniques [68, 69]. The cyclic trimer (BHNH)3 is the
well known BN analog of benzene, called borazine.

Both decomposition steps are exothermic. For the first reaction step a consistent
value of DRH¼�21.7� 1.2 kJ (mol AB)�1 was obtained from isothermal DSC
measurements [61]. For the second decomposition step, depending on the heating
rate, values from�15 to�24 kJ (mol AB)�1 were obtained [63]. The variation may be
explained by the rate-dependent product spectrum generated. Figure 8.1a displays
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the DSC signal obtained from temperature ramp experiments. Figure 8.1b shows
the isolated signal of the first decomposition step from a combined isothermal–
temperature ramp experiment.

There is not enough thermodynamic data for calculation of the reaction entropy.
Essentially, for all relevant BN compounds the entropy values are missing. Only for
AB itself was it determined to be 96 J K�1mol�1 [31]. If one assumes that the reaction
entropy is almost exclusively determined by the contribution of the released hydro-
gen gas an equilibrium pressure of approximately 105 bar at 25 �C is calculated,
excluding AB regeneration by simple exposure to high pressure hydrogen gas by all
practicalmeans just from thermodynamic considerations. Indeedmeasurements up
to 600 bar did not reveal any influence on the H2 release from solid AB [70].

The nominal very high hydrogen content of AB needs to be seen in the light of
energy efficient hydrogen release. That is why the last dehydrogenation step, that is,
the hydrogen release from polymeric (BHNH)x is usually discarded for hydrogen
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source purposes, although AB was taken into consideration as a hydrogen delivering
rocket fuel and the thermolysis of it at very high temperatures was investigated.
Above 500 �C conversion to BN sets in. FTIR measurements showed that with
increasing temperature first the signals of the hydrogen atoms bonded to boron and
then those of the hydrogen atoms bonded to nitrogen disappear. At 900 �C the
conversion to amorphous boron nitride is complete [71, 72].

From thermogravimetric measurements simultaneously carried out during
the dehydrogenation occurring in the first step, a mass loss of approx. Dm¼
(10.0� 0.1)% of the initial samplemass was determined, which significantly exceeds
the 6.5 wt% expected for the release of 1mol H2 per mol BH3NH3. This additional
mass loss is explained by the production of additional volatile products [9, 59, 61, 62].
Gas-phase investigations by FTIR and mass spectrometry demonstrated the simul-
taneous release of monomeric amino borane BH2NH2 (approximately 0.2mol (mol
AB)�1), borazine (BHNH)3 (0.06mol (mol AB)�1), and diborane (0.06mol (mol
AB)�1) [62]. The emission of volatile products is strongly dependent on the heating
rate. Rates lower than�1Kmin�1 result in almost nodetectable by-products. Rates in
the range of 3–10Kmin�1 leave the amount of hydrogen released almost unaltered
while displaying for the first decomposition step still fairly low by-product emissions
but increased ones for the second step. At high rates, mass losses at the end of the
experiments at approximately 180 �C of up to 25wt.% of the initial ABmaterial were
observed [60, 62]. Since the by-product emission of boron- and nitrogen-containing
species is problematic for a hydrogen source material because of the hydrogen feed
stream contamination and the sensitivity of catalytic devices such as fuel cells,
understanding these processes is very important.

Apossible explanation for the rate dependence of the volatile by-product formation
is given by Scheme 8.2 [47]:

In addition to solid polymeric amino borane, gaseousmonomeric amino borane is
formed. At low heating rates, there is enough time for the unstable BH2NH2 to
oligomerize before it can escape the sample. At fast decomposition rates, a larger
amount of BH2NH2 escapes the sample and splits off another hydrogen molecule at
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Scheme 8.2 Pyrolytic decomposition pathways of ammonia borane.
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elevated temperatures by forming the evenmore reactivemonomeric BHNH, which
subsequently trimerizes to borazine (BHNH)3. This view is based on the assumption
that the initial hydrogen release occurs intramolecularly, that is, the released
hydrogen comes from the neighboring boron and nitrogen atom of the same
ammonia borane molecule. There is, however, strong experimental evidence that
it actually occurs intermolecularly. Theoretical and experimental studies have iden-
tified in ammonia borane the existence of dihydrogen bonds, as a consequence of the
presence of protic and hydridic hydrogen atoms in the ammonia borane molecule
(see Section 8.2). Because of this particular hydrogen–hydrogen interaction an
intermolecular hydrogen release mechanism seems likely [73]. Since a detailed
understanding of this mechanism may be beneficial for the development of dehy-
drogenation catalysts, isotope exchange experiments have been conducted to clarify
the question as to whether intra- or inter-molecular hydrogen release dominates.
Smith et al. reported thermal decomposition experiments of BH3NH3/BD3ND3

mixtures and detected, viamass spectrometry, all three species H2, D2, HD in the gas
phase [74]. A fact that counts as proof of an intermolecular mechanism if one
assumes that no parallel exchange reactions occur. Similar experiments were
conducted with substituted AB material, such as BH3NHMe2/BD3NDMe2 and
BD3NHMe2/BH3NDMe2 [75]. Again all three combinationsH2, D2, HDwere found,
supporting the intermolecular mechanism.

Similarly to the hydrogen gas contamination, the presence of an induction period
for the hydrogen release is not acceptable for a practical hydrogen source material.
During the induction period, which can last for several hours in the low temperature
region (70–80 �C), no significant hydrogen release is detectable [47]. The kinetics of
the hydrogen release follows a sigmoidal course, which is typical for nucleation
and growth mechanisms of solid particles. Detailed knowledge of the underlying
mechanismmay eventually help to overcome this deficiency. Stowe et al. carried out
detailed in situ solid state 11BMAS-NMR investigations of the thermal decomposition
of BH3NH3 and BH3ND3 [76]. The material was decomposed under isothermal
conditions at 88 �C. The protocol of these experiments is as follows. After 8min
signals of the solid AB compound shrank and signals of a new species containing a
BH3 group appeared. From these results it was concluded that a newBH3NH3 phase,
in which the hydrogen–hydrogen bonds are broken, was formed, resulting in much
more mobile BH3NH3 units. The induction period, during which no hydrogen
emission was observed, correlates to the time needed for the transformation of solid
ABmaterial into a newphase, indicated by anunidentifiedNMRsignal. After 14min,
the formation of [BH2(NH3)2]

þ [BH4]
� (DADB) and the release of hydrogen, sets in.

After 18min the NMR signal of the initial AB material has disappeared, the H2

release is strongly enhanced, and polymeric BNH products are formed, possessing
not well characterized compositions and structures. Stowe�s group also suggests a
more detailed mechanism summarized by Scheme 8.3:

DADB is created by an AB molecule abstracting a hydride ion from another AB
unit. The process is essentially a base exchange, that is, the exchange of H� for NH3.
The created DADB molecule reacts with another AB unit via H2 formation. In the
scheme above, DADB appears to be more reactive than the original AB material,
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which implies a lower activation barrier for the reaction of DADB þ AB to a new
intermediate. This new intermediate reacts in turn with another AB molecule via
hydrogen release to give the final polymeric product.

The proposedmechanism does not explain the release of the gaseous components
observed during the various AB decomposition experiments, such as monomeric
amino borane and borazine. Themechanismwas, however, deduced from the online
monitoring of the dehydrogenation process under isothermal conditions at 88 �C
under which very little monomeric BH2NH2 release was detected by mass spec-
trometry [62]. As pointed out above, fast temperature ramping was a prerequisite
for emitting large amounts of monomeric BH2NH2 and borazine. The mechanism
for this case must therefore be a somewhat altered version of that displayed in
Scheme 8.3.

Monomeric amino boraneBH2NH2,which is theBNanalog of ethylene, is a highly
reactive, at ambient conditions, gaseous compound. Besides being detected as
product during the pyrolysis of solid AB, it was also found during the low-pressure
pyrolysis of gaseous AB [46, 77], during the gas-phase reaction between diborane and
ammonia [78], and during the electric discharge in a borazine-containing gaseous
atmosphere [79]. The monomer is only stable at low temperature (�196 �C). With
increasing temperatures the monomer oligomerizes and forms solid nonvolatile
products [78, 79]. The cyclic compound borazine, (BHNH)3, which is the BN analog
of benzene, is a liquid at ambient conditions with the boiling point at 55 �C. During
the pyrolysis of solid AB only small amounts of this compound are released [9, 62].
Larger amounts are formed if AB is thermally decomposed in organic solvents, such
as in glymes (see Section 8.4.2). The structure of borazine was solved with electron
diffraction [80] and XRSD [81]. Liquid borazine decomposes at 70–110 �C with
release of hydrogen and the formation of polyborazylenes, which consist of cross-
linked borazine units [82–84]. Besides the polymeric products, small amounts of
compounds with lower molecular weights, for example, BN analogs of biphenyl and
naphthalene, were also found [82].

NH3

BH2

H
H

NH2

BH3

NH3

BH2

H
H3B

NH3
NH3

BH2
NH3

H3N
BH2

NH2

BH2
H3N

+

+ BH3NH3

Introduction:
disruption of dihydrogen bonding

Chain growth:
Reaction of DADB with AB

BH4
-

Nucleation:
Formation of DADB

- H2+

BH4
-

H2 + AB

Scheme 8.3 Proposed mechanism for the pyrolytic decomposition of solid ammonia borane.
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From the presence ofmonomeric amino borane in the gas phase, one canpostulate
that itmay be the precursor for the formationof polymeric aminoborane aswell as for
borazine, since it is known to be unstable at room temperature [79]. Another process
not fully understood is the formation of cyclic products. A strong influence of the
reaction environment is observed. The decomposition of AB material in the solid
form almost exclusively results in solid polymeric BNHx-products. Cyclic products
such as borazine or cycloaminoborane (BH2NH2)3) are then only formed in minute
amounts, whereas in solution cyclic products are preferred. The exact parameters
that control this selection process have not yet been determined.

8.4.2
Decomposition in Organic Solvents

The decomposition of AB material in solution could be attractive for many reasons.
From a chemical engineering point of view, the use of a liquid fuel is generally
preferred because of the simplified transport compared to solidmaterials. Liquid AB
hydrogen sources can be used to improve the controllability of the AB decomposition
by separating the decomposition zone (reactor) from the storage tank. This measure
would be an important improvement with respect to safety, since the dehydrogena-
tion reaction potentially bears the risk of a thermal run-away due to its exothermic
nature.

From a chemical point of view, the AB decomposition in solutionmay allow one to
adjust the type of decomposition product obtained after dehydrogenation and thus
may influence the recycling strategy to be applied. Furthermore, benefits from
improved kinetics can also be expected. Of course, the fundamental prerequisite is
a high solubility and the stability of ammonia borane in the solvent in question.
Corresponding data are given in Section 8.2.

Early work addressing the AB decomposition in solution was carried out by Wang
and Geanangel, who investigated the decomposition of dilute (0.15M) solutions
of AB in several aprotic solvents [85]. They found three types of reactions (i) AB
decomposition with hydrogen loss, (ii) base displacement by the solvent, and (iii) the
hydroboration of the solvent. In pyridine a complete exchange between ammonia
and the base pyridine was observed, leading to a C5H5NBH3 adduct. The decom-
position in acetonitrile under reflux resulted, after 12 h, in the formation of amixture
of (BH2NH2)3, (BHNH)3, m-aminodiborane NH2B2H5 as well as N-ethyl ammonia
borane C2H5-NH2BH3. The observation of the latter in the productmixture indicates
that the dehydrogenation of AB is accompanied by either a hydroboration or
hydrogenation of the solvent. The decomposition of AB in ethers (monoglyme,
diglyme, tetrahydrofuran (THF), and 2-methyltetrahydrofuran) leads to a mixture of
dehydrogenatedBHN-compounds,whichwere detected by11B NMR.Major products
are the cyclic compounds (BH2NH2)3 and (BHNH)3, the formation of which
corresponds to the release of 1 and 2 equivalents of H2, respectively. Contrary to
the pyrolysis of solid AB, only negligible amounts of the polymeric materials
(BH2NH2)x and (BHNH)x were obtained. The kinetics of the AB decomposition in
ether solvents considered in [85] is comparable to the kinetics of the pyrolysis of solid
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AB. For example, in diglyme andmonoglymeAB is not entirely decomposed at 85 �C
even after 9 and 25 h, respectively. Dixon and coworkers [86] reported that AB in
monoglyme (0.14M) releases only 0.05 equiv H2 at 60 �C after 24 h. As expected,
the H2 release can be fast at higher temperatures, the complete conversion of AB
into borazine (BHNH)3 requires less than 3 h at 130–140 �C [85]. Wideman and
Sneddon [87] used the thermal decomposition of AB in solution for the laboratory
scale preparation of borazine. For this purpose, solid AB was added slowly, over the
course of 3 h, to tetraglyme at 140–160 �C. Borazine was removed from the reaction
mixture, trapped at �78 �C, and isolated, resulting in a 67% yield.

The decomposition of AB in solution offers new routes to influence the decom-
position kinetics catalytically and the selectivity of the dehydrogenation pathway.
From a practical point of view heterogeneous catalysts would be preferred because
they can effectively be used for the control of the reaction. Manners and coworkers
and the Berke group reported on the catalytically supported release of hydrogen from
substituted ammonia boranes [88–92], most extensively from BH3NHMe2. The
dehydrogenation of BH3NHMe2 in toluene is accompanied by the release of 1 equiv
H2 and the formation of the cyclic dimer (BH2NMe2)2. Although the material itself
would not be interesting as a hydrogen source material due to a low storage density,
the work is interesting with respect to mechanistic questions. Many catalysts were
tested, among them various Rh, Ir, Ru, Pd complexes [89, 90], TiCp2 [92] and Pd/C
as a heterogeneous catalyst [89]. The most active catalyst, Rh(cod)(m-Cl)]2 (cod¼ 1,5-
cyclooctadiene), leads to the quantitative formation of (Me2NBH2)2 after 8 h at 25 �C.
The nature of the active catalytic species is still under discussion. When the
precatalyst Rh(cod)(m-Cl)]2 is added to a solution of a substituted ammonia borane,
a black suspension of metallic colloidal particles appears after an induction
period. The generation of hydrogen gas sets in immediately after the occurrence
of colloids, indicating that metallic Rh is the catalytic active species. Transmission
electron microscopy (TEM) studies revealed the formation of Rh(0) particles
approximately 2 nm in size [89, 93]. Autrey and coworkers demonstrated via X-ray
absorption fine structure (XAFS) data that rhodium particles formed under similar
conditions exist as toluene-soluble Rh6-clusters surrounded by BNHx ligands [94, 95].
The loss of hydrogen from the ligands towards the end of the reaction decreases
the solubility of the clusters and leads to their precipitation. The precipitation
process can be reversed if fresh BH3NHMe2 is added, presumably due to ligand
exchange.

Unfortunately, the activity of the [Rh(cod)(m-Cl)]2 precatalyst for the dehydroge-
nation of the parent AB is significantly lower [88–90]. Addition of [Rh(cod)(m-Cl)]2
(0.6mol%) to a solution of AB in diglyme or tetraglyme (26wt.%) leads, via the
intermediates (BH2NH2)3 andm-NH2B2H5, to a productmixture containing borazine
(BHNH)3 as well as several oligomeric and/or polymeric compounds. The reaction
proceeds slowly. AB is entirely decomposed after 48–84 h at 45 �C, in contrast to the
dehydrogenation of BH3NHMe2, which is already complete after 2 h at 45 �C [89].
These differences in the catalytic activity can perhaps be explained by the fact that, in
contrast to the BH3NHMe2 dehydrogenation, the rhodium clusters formed in the
presence of AB precipitate already at the beginning of the reaction [95].
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Two factors concerning the solubility of the Rh-clusters need to be taken into
account:

1) The influence of the solvent
It cannot be excluded that the lower activity of the [Rh(cod)(m-Cl)]2 precatalyst

for the dehydrogenation of AB is caused by an unsuitable solvent choice (diglyme,
tetraglyme). Mertens� group observed that, in the case of BH3NHMe2, the use of
diglyme as solvent also leads to a strong reduction in the Rh-catalyzed decom-
position rate. In diglyme, at 25 �Cno decompositionwas observed during the 12 h
observation period. In toluene, however, the complete conversion of BH3NHMe2
into (BH2NMe2)2 took only 8 h at 25 �C [89]. Generally, the selection of an
appropriate solvent is not an easy task because of the low solubility of AB in
most organic solvents (see Table 8.2).

2) The influence of the substituent:
Manners and coworkers reported that under similar conditions (glymes as

solvent, nearly equal amounts of [Rh(cod)(m-Cl)]2 precatalyst) the Rh-catalyzed
dehydrogenation of BH3NH2Ph is much faster (the formation of the cyclic
(BHNPh3)3 is finished after 16 h at 25 �C) than the dehydrogenation of BH3NH3

and BH3NH2Me, which both required >48 h at 45 �C for complete decomposi-
tion [89]. The reason for such a strong influence of the substituent is still
unknown. A possible explanation could be a different solubility (and activity) of
the corresponding Rh colloids.

Goldberg and coworkers reported that the Ir �pincer� complex Ir(H)2POCOP
(POCOP¼g3-1,3-(OPt-Bu2)2C6H3), known as an effective homogeneous catalyst for
the dehydrogenation of alkanes, also shows an unprecedented high activity for the
AB dehydrogenation [96]. The addition of Ir(H)2POCOP (0.5mol%) to a solution of
AB in THF (0.5M) results in the release of 1 equiv H2 after just 14min at room
temperature. In contrast to theRh-catalysts, the Ir-catalyzed dehydrogenation leads to
the formation of a white precipitate, identified by X-ray powder diffraction and
infrared spectroscopy as the cyclic pentamer (BH2NH2)5. So far the benefit of fast
kinetics must be traded against incomplete dehydrogenation and the production of
solid dehydrogenation products. Although the mechanism is not yet understood,
it is suggested by theoretical investigations [97] that a simultaneous transfer of a
hydride from the boron to the iridium center and of a proton from the nitrogen atom
to a hydride bound to the iridium center occurs, leading to the formation of the
Ir(H)4POCOP intermediate.

Baker and coworkers [98] investigated catalysts based on complexes of Ni, Ru, and
Rh with strong electron-donating ligands, such as N-heterocyclic carbenes (NHCs).
Most active is an in situ generated Ni complex with the Enders� carbene, 1,3,4-
triphenyl-4,5-dihydro-1H-1,2,4-triazol-5-ylidene. The catalyst performance reads as
follows: 2.5 H2 equiv in 4 h at 60 �C for a dilute solution of AB in diglyme (0.14M,
catalyst amount 10mol%); 2.5 H2 equiv in 2.5 h at 60 �C for a highly concentrated
solution of AB in diglyme (25wt.%, catalyst amount 1mol%). The obtained product
mixture consists mainly of soluble polyborazylene. Besides the high yield of more
than2 equivH2, this catalytic system is also beneficial in respect to a very lowborazine
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release. Other M(NHC)2 catalysts with M¼Rh, Ru as well as imidazolium-based
NHCs showed less activity. The catalytic mechanism is still unknown, but Baker and
coworkers proposed the following sequence [98]: (i) formation of a s-complex, (ii)
B–H activation at the metal center, (iii) b-H elimination from the nitrogen atom
(Scheme 8.4).

Investigations of the kinetic isotope effect with NH3BD3, ND3BH3, ND3BD3

indicate that the rate-determining step involves either the simultaneous cleavage
of the B–Hand theN–Hbonds or that both steps occur subsequently but with similar
rate constants. The last case would be compatible with the mechanism outlined in
Scheme 8.4.

Dixon and coworkers recently demonstrated that strong Brønsted or Lewis acids
catalyze the AB dehydrogenation in glymes [82]. The results of the investigations
performed at 60 �C are summarized in Table 8.4.

A particular emphasis was put on the investigation of B(C6F5)3 as a strong Lewis
acid. B(C6F5)3 is known as an excellent activator component for olefin polymerization
reactions in combination with homogeneous dialkylmetallocene Ziegler–Natta cat-
alysts [99, 100]. In these systems, it is employed to abstract an alkyl carbanion from
the respective catalyst precursor. Aspects of B(C6F5)3 as catalyst or cocatalyst can be
found in [101, 102]. Recently, it was demonstrated that this strong Lewis acid is even
capable of heterolytically splitting molecular hydrogen in conjunction with nitrogen
bases [103] and phosphines [104].

Table 8.4 Acid-catalyzed dehydrogenation of AB in glymes at 60 �C (data from [86]).

Acid
Acid amount
[mol%]a)

AB concentration
[M]

Reaction
time [h] H2 equivalents

b)

none 0 0.14c) 24 0.05
B(C6F5)3 25 0.14c) 24 0.6
B(C6F5)3 0.5 2.6d) 20 1.1
HOSO2CF3 25 0.13c) 18 0.8
HOSO2CF3 0.5 6.2e) 18 1.3
HCl 0.5 2.9e) 20 1.2

a) Related to AB.
b) mol H2 per mol AB.
c) In monoglyme.
d) In tetraglyme.
e) In diglyme.
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Scheme 8.4 Proposed mechanism for the metal catalyzed dehydrogenation of ammonia borane.
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Previously, Denis et al. demonstrated that B(C6F5)3 also catalyzes the dehydroge-
nation of the borane–phosphine adduct, BH3PH2Ph [105]. They proposed the
formation of a reactive intermediate, B(C6F5)3PH2Ph, by an exchange reaction.
Since B(C6F5)3 is more Lewis acidic than BH3, this exchange increases the protic
character of the P–H proton and thus enhances its reactivity with the hydridic B–H
hydrogen.

In contrast to the dehydrogenation of borane–phosphine adducts, Dixon and
coworkers [86] clearly identified a different mechanism for the B(C6F5)3-catalyzed
dehydrogenation of BH3NH3. The activation proceeds via hydride abstraction,
according to BH3NH3 þ B(C6F5)3 ! [BH2NH3]

þ [HB(C6F5)3]
�. The [HB(C6F5)3]

�

anion is known and was previously characterized by NMR spectroscopy [106], where
it was obtained by the reaction between PhMe2SiH and B(C6F5)3. The boronium
cation [BH2(NH3)L]

þ (L¼ solvent) formed is similar to the [BH2(NH3)2]
þ cation

in DADB. Dixon and coworkers postulated that the formed boronium cation
[BH2(NH3)L]

þ reacts with an additional AB molecule with the release of 1 equiv
H2 (Scheme 8.5, step a) [86]. This step is related to the reaction between DADB and
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Scheme 8.5 Proposed mechanism for the acid-initiated dehydrogenation of ammonia borane in
solution.
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AB in the thermal dehydrogenation of solid AB (Section 8.4.1). Subsequent additions
of AB to the cationic growing chain lead to the formation of linear and branched
m-NH2-bridged species that maintain fourfold-coordinated boron, as was concluded
from a DFT study. (Scheme 8.5, step b).

Chain termination was assumed to proceed via a hydride abstraction from AB,
resulting in a neutral aminoborane oligomer and regenerating the cationic boronium
initiator (Scheme 8.5, step c). This pathway explains the formation of linear and
branched acyclic BNHx products. In glymes these oligomers undergo a subsequent
dehydrocyclization reaction. Alternatively, an ammonia transfer from a neutral
oligomer to the boronium cation can occur, (Scheme 8.5, step d). The contributions
of this side reaction, resulting in m-amino diborane, become more important if the
acid concentration is 10mol% or more.

8.4.3
Decomposition of Ammonia Borane in Heterogeneous Systems

Similarly to the decomposition in solution, it is conceivable that the decomposition of
AB material in heterogeneous, nanostructured systems, like in a solid micro- or
meso-porous solid matrix, may effect the dehydrogenation properties in several
beneficial ways: (i) a significant improvement of the kinetics of the dehydrogenation
of solid AB, (ii) the reduction of the emission of borazine to avoid the H2 gas stream
contamination, and (iii) a change in the overall thermodynamics to enhance the
chance offinding an energy efficient rehydrogenation scheme. For all applications of
AB in compositematerials as hydrogen sourcematerials, it will be crucial that the AB
content is still high enough to obtain an acceptable gravimetric hydrogen density.
Autrey and coworkers have noticed a positive effect on the dehydrogenation kinetics
forAB innanophase scaffolds [107]. In one case they loadedmesoporoushigh surface
silica with 50%AB. The half-time for the dehydrogenation at 50 �C in this systemwas
only 85min, compared to 290min at 80 �C for neat AB. This significantly increased
reaction rate indicates that the decomposition pathway differs mechanistically.
A strongly altered product spectrum compared to the neat AB case confirms this
view. Particularly beneficial in this respect is the reduction of the borazine emissions.
The decomposition of AB in a silica scaffold is also less exothermic than that of pure
solidAB. The group also investigated a carbon-cryogel –ABnanocompositewith 50%
AB load [108, 109] and found a further acceleration of the decomposition reaction and
an even lower production of borazine compared to the silica experiment, but since the
process was much more exothermic a reaction with the scaffold material may have
occurred (formation of surface O–BX2 bonds) [109].

Sneddon�s group investigated AB dehydrogenation in the ionic liquid 1-butyl-3-
methylimidazolium chloride (bmimCl) with an AB content of 50% [110]. Because of
the low solubility of AB in bmimCl, one can assume that this system was essentially
heterogeneous in nature. Similarly to the solid nanocomposites the change in the
reaction environment induces several positive effects on theABdecomposition, such
as an increase in the reaction kinetics, the absence of an induction period, a strong
reduction in the borazine emissions, and with 1.6 equiv of H2 at 98 �C in contrast to
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0.9 equiv with solid AB, a strong increase in theH2 yield. It was assumed by Sneddon
that the activating effect by the ionic liquid may be related to its ability to induce the
formation of ionic species, like DADB, [BH2(NH3)2]

þBH4
�, the presence of which

was confirmed by 11B NMR during H2 release from AB in bmimCl [110].

8.5
Hydrolysis of AB

Instead of using volatile organic solvents, it would be beneficial, for compatibility
with fuel cells and the environment, to use just water as the solvent. The solubility of
AB in water is high, 25wt.% [14]. Aqueous AB solutions are also relatively stable if
kept under an inert gas atmosphere [10, 111]. In air the solution possesses a much
lower stability which is believed to result from an increase in acidity in the solution
due to the dissolution of CO2 [111]. The stability of the aqueous AB solution is
obviously kinetically controlled since the decomposition is thermodynamically
favored due to the formation of strong B�O bonds according to:

BH3NH3 þ 2H2O!NH4BO2 þ 3H2 ð8:1Þ

The formula suggests a maximum hydrogen release of 9wt.% with respect to the
AB and to the consumed water weight. This value is obtained neglecting that
significantly more water will be needed in order to keep the reactants and products
in solution and to keep the viscosity of the solution low. Thus, the practical hydrogen
storage density will be much lower and there is a general interest in minimizing
the amount of water needed. A comparison of the pH value and the 11B-NMR
resonance of the obtained aqueous solution with corresponding NH4OH/H3BO3

solutions at different concentrations indicates that there is an equilibrium between
theH3BO3, BO2

� and other borate species, which convert into one another according
to BO2

� þ Hþ þ H2O > H3BO3 too rapidly on the NMR timescale for individual
detection [112].

It is well known that AB hydrolysis, and thusH2 release, proceeds quickly in acidic
conditions, even at room temperature [3, 5]. Mechanistic investigations suggest that
the rate-determining step is the splitting of theBNbondby an electrophilicHþ attack
with the formation of an NH4

þ ion. In a subsequent step, the remaining BH3 is
hydrolyzed to boric acid [113–115]. Complete hydrolysis requires, therefore, a
stoichiometric amount of acid and a less than stoiciometric Hþ supply leads to
reduced hydrogen release [47]. Consequently, the acid does act as a catalyst but as a
reactant. Investigations of acid-induced hydrogen liberation encompassed solid
acids, cation exchange resins (Dowex, Amberlyst, Nafion) in protonated form, and
H-type zeolites [111]. Dowex and Amberlyst exhibit the highest activity, the reaction
being complete in about 4min at room temperature using a 0.33wt.% aqueous AB
solution and producing 3H2 permol AB. Besides the fast kinetics, a special advantage
of the acid-induced hydrogen release results from the excellent control possibilities.
In the case of solid acids, however, a disadvantage will be that the solid acid material
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needs to be reprotonated or exchanged because it is not simply removed togetherwith
the spent fuel.

Alternatively, the hydrogen release rate can be accelerated by the use of metal
catalysts. Various noble transition metals (Pt, Rh, Ru, Pd, and Au) on different
supports (Al2O3, C, and SiO2) have been tested for this purpose [112, 116, 117]. The
highest catalytic activity was obtained with a 2wt.% Pt/Al2O3 catalyst (mol Pt/mol
AB¼ 0.018), resulting in the release of 3 mol H2/mol AB from a 0.33wt.% aqueous
AB solution at room temperature within 45 s [116]. By increasing the AB concen-
tration from 0.33 to 25wt.%, the relative reaction rate, expressed as mol H2/mol AB
per minute, decreases, but the absolute hydrogen release rate, in molH2/min, does
not change significantly, indicating a high activity of the Pt/Al2O3 catalyst also at high
AB concentrations [116]. The mol H2/mol AB ratio reaches the same value of 3.0 at
different AB concentrations, independent of the water excess (see Figure 8.2). For an
aqueous AB solution of 25%, this ratio corresponds to an effective hydrogen storage
density of 4.9wt.%.

Efforts have been made to replace the noble transition metal catalyst with a
cheaper on-noble transition metal catalyst such as Co, Ni, Cu, Fe [118].Generally the
reaction rates are slower than with Pt. The most active variants of these catalysts
(10wt.% Co/Al2O3, 10wt.% Co/C, and 10wt.% Ni/Al2O3) liberate nearly 3mol
H2/mol AB within 50–70min at ambient temperature (1wt.% aqueous AB solution,
mol metal/mol AB¼ 0.018).

Xu and coworkers have demonstrated that even non-noble metals can exhibit very
high catalytic activity for the AB hydrolysis reaction [119]. They found that with in situ
synthesized amorphous Fe nanoparticles, the hydrolysis of AB (0.16M aqueous AB
solution, mol Fe/mol AB¼ 0.12) is complete within only 8min. The as-prepared Fe-
catalyst was reused up to 20 times with no obvious loss of activity. It was concluded
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Figure 8.2 Concentration dependence of the H2 release (from [116]) of Pt/Al2O3 catalyzed
ammonia borane in aqueous solution.
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that the amorphous character is essential to the high activity of Fe nanoparticles.
A strong influence of crystallinity, particle size, and thus of the preparation condi-
tions on its activity towards the hydrolysis of AB was also found by others [92, 118,
120]. To a certain degree the presented catalytic results can be expected to be
applicable to AB-related compounds. Yoon and Sneddon have demonstrated that
the hydrolysis of ammonia triborane NH3B3H7 can be performed with concentra-
tions up to 22.7wt.% [121] using a 5wt.% Rh catalyst at 21 �C, achieving a hydrogen
release of 6.1 wt.% solution based.

Knowing the exact nature of the hydrolysis products will be an important require-
ment for the identification of the minimum amount of water still needed for a full
conversion of the AB material without sacrificing too much of the usable hydrogen
density. In contrast tomost organic solvents, water is not only the AB carrier but also a
reactant. To what degree depends on the products formed. Matthews and coworkers
demonstrated that the hydrolysis of NaBH4 with water vapor at 100 �C can be carried
out with 100% conversion only for H2O/NaBH4 molar ratios larger than 4, since the
hydrolysis product NaBO2�2H2O is formed instead of NaBO2 [122–124]. At a ratio of
H2O/NaBH4< 4 amixture of the unreactedNaBH4 andNaBO2�2H2O is obtained and
less hydrogen is released. Corresponding investigations for AB addressing the
minimization of the required amount of water have not yet been performed.
Depending on whether or not the product NH4BO2 exists only as a hydrate
(NH4BO2�xH2O) at 100 �C, it may be necessary to use additional water compared
to the amount suggested by Eq. (8.1) to liberate the 3H2 indicated there. This, in turn,
determines whether or not hydrolysis appears beneficial over the well introduced
system NaBH4/H2O. In most other concepts of hydrogen release from AB, the
hydrogen carried by the nitrogen part is released together with one from the boron
part, and, thus, contributes to the overall very high usable hydrogen density of AB. It
therefore seems to be disadvantageous to apply a concept where the hydrogen of the
nitrogenmoiety remains unused. In this respect itmay help to view the ammonia part
just as ameans tomoderate theotherwise rather violenthydrolysis reactionofboranes.

8.6
Substituted Ammonia Boranes

AB-materials have gained attention as potential hydrogen storagematerials primarily
because of their high hydrogen content and the low release temperature. Other
properties, however, are not very favorable, such as being a solid, being not
rechargeable, and having a tendency to release diborane and ammonia – the latter
being harmful to the catalytic materials of many fuel cells types. It may, therefore, be
beneficial to trade, if possible, some of the hydrogen content for better performance
in the other categories. For example, a weakening of the dihydrogen bond should be
possible by substituting one of the hydrogen atoms located at the nitrogen atomby an
electron-donating group or atom.

The number of substituted AB-compounds with one or more hydrogen atoms
replaced is legion. A large number are well described in the Gmelin series, where
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synthesis protocols and even thermal decomposition data can be found.However, the
number of potential candidates as hydrogen storage materials is greatly reduced
because of storage density considerations. Obviously, materials with large and heavy
substituents are excluded, but also those with more than one hydrogen atom
substituted. Among possible candidates are methyl-substituted ammonia boranes.
By applying the standard synthesis for laboratory quantities in which the ammonium
salt is replaced by methyl ammonium chloride, BH3NH2Me is easily obtained. It
releases hydrogen at temperatures lower than 120 �C (see Table 8.5). A particularly
interesting feature is its low melting point, 50 �C, which may allow its transport in
liquid form in a hydrogen generator. Our stability tests with respect to melting and
recrystallization cycles (up to 10) did not reveal any material changes. At 90 �C the
release of molecular hydrogen sets in. With respect to the construction of a practical
hydrogen generator, the liquid state also introduces the problem of volatile species,
the material itself, but also the dimer (BH2NHMe)2, the trimer ((BH2NHMe)3, and
trimethyl borazine (BHNMe)3. In principle, the problem of the reduction of the
hydrogenweight percentage by a substituent canbe partly ameliorated by the creation
of bridge substituted materials, such as (BH3NH3)2Mg and (BH3NH3)2Ca, since the
substituents are then shared by two BN units. So far, not many systems of this class
suitable as potential hydrogen source materials have been investigated (Table 8.5).

Electron-donating substituents replacing the hydrogen atoms at the nitrogen
center will lower the protic character of the remaining hydrogens at the nitrogen
atomand thus reduce the dihydrogen bond strength. Similarly, electron-withdrawing
groups (such as halides) at the boron atom, should have the same effect on the
dihydrogen bond by reducing the hydridic character of the remaining hydrogens at
the boron center. Gas phase DFTcalculations for N-lithium-substituted AB material
at the B3LYP/6-311þ þ g(d,p) level resulted in a change in the sign of the Gibbs
energy (DRG¼ þ 6.0 kJmol�1, DRH¼�6.0 kJmol�1 at 298K) for the hydrogen
release with dimer formation (2BH3NLiH2 ! B2N2Li2H8 þ H2) in comparison
to the original AB case (2BH3NH3 ! B2N2H10 þ H2) (DRG¼�56.4 kJmol�1,

Table 8.5 Hydrogen release from substituted AB materials.

Substituted AB material
TDecomp

[�C] H2 equivalents
a)

H2 density
b)

[wt.%]
DRH

c)

[kJmol�1]

BH3NH2-Med) 90–122 1.3 5.8 �75
BH3NH2-CH2CH2-NH2BH3

d) 110–180 4 9.1 �50
BH3NH2-Li

e) 91 2 11.0 �4
BH3NH2-Na

e) 91 2 7.5 �4
BH3NH2-Ca-NH2BH3

f) 170 3.6 7.2 3

a) mol H2 per mol substituted AB material.
b) Hydrogen density of the material based on the H2 equivalents released.
c) per mol substituted AB materials.
d) Data determined by the authors via coupled DSC/pressure measurements at a heating rate of

5 Kmin�1.
e) Reported in [125].
f) Reported in [129].
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DRH¼�67.3 kJmol�1 at 298K). The obtained value, which is close to zero, can be
seen as a sign that the thermodynamic situation for the lithinated AB materials is
improved with respect to a possible rehydrogenation of spent material, but of course
for the polymeric solid, with the presence of dihydrogen bonds, the situation will be
very different. So far, two independent reports on the preparation of N-lithium-
substituted ABmaterial by ball-milling of stoichiometric solid AB/LiHmixtures have
been published [125, 126]. The created material displays improved kinetics and
thermochemical properties for the dehydrogenation reaction compared to the parent
AB material. A hydrogen release of 1.8molH2/mol BH3NH2Li (10.5 wt.%) after 5 h
at 100 �C [126] and of 2molH2/mol BH3NH2Li (11wt.%) after 19 h at 91 �C [125] was
observed. In contrast, only 1 equiv H2 can be extracted from neat AB at temperatures
below 110 �C (see Section 8.4). As a positive side effect, it was noticed that no gaseous
by-products, such as diborane or borazine, were emitted into the hydrogen stream.
Another advantage is the reduced reaction enthalpy for the hydrogen release.
Depending on the author, the corresponding DRH values for 2molH2/mol
BH3NH2Li were estimated as –8 kJ/molBH3NH2Li by [126] or as �3 to �5 kJ/mol
BH3NH2Li by [125]. In comparison, the enthalpy for the dehydrogenation of AB to
(BHNH)x is much more exothermic (<�36kJ/molAB) (see Section 8.4.1).

Since the material obtained by ball-milling is X-ray amorphous, the identification
as BH3NH2Li is not straightforward. It was eventually carried out by by Xiong et al.
by applying high resolution powder X-ray diffraction analysis [125].

Additional support for the successful BH3NH2Li formation is given by solid state
11B-NMR spectra of the assumed product BH3NH2Li, which differs from those of
the parent compound AB. The interpretation of these data, however, can also be
difficult. For example, the AB-related compound BH3NH(CH3)2 and its lithinated
form BH3N(CH3)2Li, the structure of the latter was unambiguously obtained by
XRSD investigations [128], display identical 11B-NMR chemical shifts and only differ
in their coupling constants [129]. The same effect in the 11B-NMR appearance,
identical chemical shift but different coupling constants, is displayed by BH3NH3

and the calcium-substituted AB (BH3NH2)2Ca [127]. The authors of this article found
an indication that these phenomenamay also occur in BH3NH2Li. They synthesized
BH3NH2Li according to the method of Myers [130] by reacting AB with butyllithium
C4H9Li in Et2O at 0 �C and realized that indeed the chemical shift stayed the same
but the coupling constants shifted from 98Hz for the parent AB to 84Hz for the
obtained product. It is remarkable that theBH3NH2Li product seems to be stable only
in solution. All attempts to obtain it in pure form lead to the precipitation of an
amorphous solid which is not soluble in Et2O and thus cannot be BH3NH2Li.
Whether this precipitate is similar to the products obtained by the AB/LiH ball-
milling procedure is not yet known.

The sodium-substituted BH3NH2Na can be prepared by the reaction between
AB and Na in liquid ammonia [4] and, in analogy to BH3NH2Li, by ball-milling of a
solid AB/NaH mixture [125]. The dehydrogenation properties of BH3NH2Na are
quite similar to those reported for BH3NH2Li [125] (see Table 8.5). The calcium-
substituted AB, (BH3NH2)2Ca, was synthesized by the reaction between AB and
CaH2 in THF [127]. The structure of the (BH3NH2)2Ca THFadduct was determined
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byXRSD.Thedehydrogenationwas estimated tobe even endothermic (seeTable 8.5).
The authors of [127] noted that the amount of released hydrogen depends strongly
on temperature, presumably indicating the occurrence of an equilibrium state.
However, there is no clear evidence yet for the reversibility of the dehydrogenation
process.

8.7
Recycling Strategies

The application of ABmaterials as hydrogen sourcematerials requires a cost effective
production or at least an economical regeneration procedure for spent material.
As pointed out, the type of spentmaterial depends verymuchon the dehydrogenation
procedure. Decomposition of AB in the solid state and in inert solvents leads,
depending on the conditions, to products of various B:N:H rations, divers degree of
polymerization, and of very different reactivity.

Unless procedures are developed that generate a singular type of waste product,
a generic recycling procedure that can process all, or at leastmost, of different types of
spent materials is desirable.

Most of the tested BNH systems are considerably exothermic in respect to
hydrogen release (see Table 8.6) and, therefore, cannot be recycled simply by
exposure to high-pressure hydrogen gas at practically obtainable pressures. Some

Table 8.6 Experimental reaction enthalpy values and data calculated for some conceivable
dehydrogenation processesa).

Reaction DRH [kJmol�1]

BH3NH3 (s) ! 1/x (BH2NH2)x (s) þ H2 (g) �22b)

1/x (BH2NH2)x (s) ! 1/x (BHNH)x (s) þ H2 (g) �15 to �24c)

BH3NH3 (aq) þ 3 H2O (l) ! (NH4)3BO3 (aq) þ 3 H2 (g) �179d)

BH3NH2Li (s) ! 1/x (BHNLi)x (s) þ 2 H2 (g) �4e)

(BH3NH2)2Ca (s) ! 1/x (B2H2N2Ca)x (s) þ 4 H2 (g) þ 3.5f)

BH3NH3 (s) ! 1/3 (BH2NH2)3 (s) þ H2 (g) �15g), �24h)

1/3 (BH2NH2)3 (s) ! 1/3 (BHNH)3 (l) þ H2 (g) �3g), �34h)

a) Reaction enthalpy values, which were measured using differential scanning calorimetry (DSC),
correspond to the reaction equation in the left column, although the detected amount of the
released hydrogen may deviate slightly from the stochiometric value.

b) Measured in [61] for thermal decomposition in the range 70–90 �C.
c) Measured in [63] for thermal decomposition in the range 120–170 �C, enthalpy value depends on

the heating rate.
d) Measured in [47] for the Pt-catalyzed hydrolysis of aqueous AB at 25 �C.
e) Measured in [125].
f) Measured in [127].
g) Calculated using DFT [131].
h) Calculated using DFT [132].
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modifiedAB-materials have been shown to be at or close to thermal neutrality, that is,
a reaction enthalpy close to zero, which also should lower the free energy barrier for
the direct regeneration via molecular hydrogen at high pressure (Table 8.6).

Besides the ability to cope with the very inhomogenous nature of the spent
materials, an energy efficient procedure for the regeneration of BH3NH3 must be
developed.

Ideally, typical production considerations, such as cost of the chemicals and the
technological issues (temperature level, reaction rates etc.) should also be taken into
account. Especially, any use of costly auxiliary agents that cannot be recycled or
production of by-products that require their disposal needs to be avoided. In this
respect, the most favorable recycling procedure would be self-contained, that is, the
regeneration is only carried out with molecular hydrogen and the BNH waste. To
date, none of the proposed recycling schemes fulfill all of these requirements.

8.7.1
Recycling from B-O-Containing Materials

Although hydrogen liberation via hydrolysis or alcoholysis fromABmaterials, which
leads to the formation of B�O bonds, is not very favorable because of discarding
hydrogen in the nitrogen moiety, there is, nevertheless, a strong interest in regen-
erating B�H bonds from B�O bond-containing materials because of the decom-
position of metal borohydrides via hydrolysis [133, 134].

Obviously, in terms of the energy expense, no recycling procedure can be better
than the primary hydrogen release reaction. In this respect the generation of B�H
bonds from B�O-containing materials will be very energy costly, but the processes
for these conversions are, nevertheless, the subject of investigation, especially in a
semi-industrial setting [135–137]

The most common processes are:

1) Schlesinger process [138, 139]:

H3BO3 þ 3CH3OH>BðOCH3Þ3 þ 3H2O

4NaþBðOCH3ÞþH2 >NaBH4 þ 3NaOCH3

This process is the standardmethod for the production of sodiumborohydride,
which is a key component for the AB synthesis, from boric acid.

2) via elemental carbon as the reducing agent
MillenniumCell, inc., a company that intends tomarket a sodium borohydride

hydrolysis-based hydrogen delivery system for large scale automotive propulsion
applications, proposed a process designed under energy efficiency aspects based
on the utilization of carbon as reducing agent and the intermediate generation of
halogenated boron species from B2O3 followed by a direct hydrogenation [135].
Other patented procedures utilizing B2O3 or B(OR)3 as intermediates as well as

other metals than sodium are:
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3) via B2O3 [140–142]

H3BO3Ð
260 �C

B2O3 þH2O

B2O3 þ 3H2 þ 2AlÐ1000
�C

B2H6 þAl2O3

Other reactants such as Fe, Mg, Ca, Na, B,C and so on, are also possible
4) via B(OR)3 [143–149]

H3BO3 þ 3ROHÐ260
�C

BðORÞ3 þ 3H2O

BðORÞ3 þ 3H2 þAlÐ120�300 �C
1=2 B2H6 þAlðORÞ3

or

BðORÞ3 þ þAlR0
3 >BR0

3 þAlðORÞ3

BR0
3 þ 3H2Ð

200 �C;Pd
1=2 B2H6 þ 3R0H

All these processes use either metals or carbon as reducing agents and eventually
form strongly oxidized species. It is obvious that all of the metal-based recycling
procedures are very energy costly, since in a self-contained recycling scheme these
metals need to be regenerated from their oxides or alkoxides. It is therefore clear that
the formation of boric acid (or other B�O bonds)-containing compounds during the
hydrogen generation from borohydrides including AB-materials can only be accept-
ed if energy aspects are not very important.

8.7.2
Recycling of BNHx-Waste Products

Because of the variety of possible dehydrogenation products a homogenization
procedure to generate a well-defined starting material is desired. Several groups
have proposed different homogenization (digestion) procedures as the starting point
for possible AB recycling schemes. Their generic form can be described in four steps.

1) Digestion of spent material (B�X and ammonium formation)
2) Reduction of B�X bonds to form B�H bonds
3) Recovery of ammonia
4) Formation of AB materials by the ammoniation of BH3with X being a halogen

atom.

An early proposal by Sneddon applied CF3COOH as digestion agent and used
NMe3-AlH3 as hydride for the hydrogenation step. The development of this
procedure was soon abandoned to avoid the formation of the strong B�O bonds.
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Later the groupworkedon adigestionmethodutilizingHBr/AlBr3 and formingB–Br
bond materials that were subsequently treated with HSiEt3 or HSnBu3

2). The latter
concept exploits the fact that HBr, which by itself is only a weak acid in organic
solvents, forms, in the presence of AlBr3, a superacid [150]. The digestionmethod by
Tumas utilizes dithiols leading to B�S bonds followed by hydrogenation via HSi
(OMe)3) or HSnBu3.

The hydrogenation steps in all of these proposals are carried out by using a specific
hydride donor, which exchanges the hydride for a halide ion during the B�X to B�H
conversion. To arrive at a closed recycling scheme, it is eventually necessary to
convert a spent hydride donor, that is, its halogenated form, back to the correspond-
ing hydrides simply by treatment with molecular hydrogen. It would be a great
achievement if this indirect hydrogenation could be saved and a direct hydrogena-
tion route for converting the BX3 species to BH3 could be found, especially since it
can be assumed that the more recycling steps there are the larger the energy expense
will be.

These considerations suggest for the development of an energetically effective
procedure, the realization of the direct hydrogenation of the boron species created in
the digestion processwithmolecular hydrogen.Up to nowvery littlework concerning
the direct molecular hydrogenation of BX3 species has been carried out.

The direct dehydrochlorination of BCl3 was reported by Murib et al. at 600–700 �C
using silver meshes as catalyst [151]:

BCl3 þH2 >BHCl2 þHCl ð8:2Þ
A continuously operating pilot system was built in the1960s producing 1 kg

B2H6 h
�1 at 99% purity. The procedure includes the subsequent rapid quenching

of the reactionmixture to a temperature of�196 �C, followed by the decomposition of
BHCl2 at �80 �C according to

6BHCl2 >B2H6 þ 4BCl3 ð8:3Þ
Thediborane gas is easily separated from the liquidBCl3 and the latter is fed back to

the primary process (8.2). The temperature of 750 �C is an approximate upper bound
for reaction (8.2) because at higher temperatures the decomposition to elemental
boron sets in. The process is, nevertheless, carried out at these high temperatures
because of the thermodynamic limitations (see Table 8.7).

In order to carry out the hydrogenation under milder conditions, the thermody-
namic situation needs to be altered by the use of an auxiliary agent that can be easily
retrieved. Because amines easily form HCl adducts, they are a good choice for
shifting the dehydrochlorination equilibrium. An experiment using NMe3 was
carried out by Taylor and Dewing, who reported the hydrodechlorination of BCl3
at 200 �C at a pressure of 2000 bar with a 25% yield of BH3NMe3 [152]. Even under
these harsh conditions, the conversion to BH3NMe3 seems remarkable, since no
metal catalyst was used. It can be speculated, however, that the autoclave material

2) Results were obtained in the framework of the DOE Hydrogen Innovation Program. It can be
expected that they will be published in the program�s annual reports.

8.7 Recycling Strategies j241



may have provided some catalytic influence. The heterolytic splitting of molecular
hydrogenwithout ametal center bymain group elements has just recently become an
active field of research [103, 104]. It can be expected that by choosing an appropriate
catalyst and an optimized base the hydrodechlorination process can be carried out
under much milder conditions. In this case, an idealized self-contained recycling
scheme can be formulated (Scheme 8.6) [153].

Hydrodechlorination

   BNH-waste treament

BH3*NR3B2H6-Production

BCl3

BCl3*NR3

NH3-Production

NH4Cl

HCl

BH3NH3-Production

NH3

NR3
NR3HCl

HCl

B2H6

BNH-waste

1

2

6

5

H2

BH3NH3

BNHx + 3 HCl  =  BCl3 + NH4Cl + 1/2x H2

NH4Cl  =  NH3 + HCl BCl3 + BH3*NR3  =  BCl3*NEt3 +  1/2 B2H6

1/2 B2H6 + NH3  =  BH3NH3

BCl3
.NR3+

3/2H2 + 3NR3 =
BH3NR3 + 3NR3HCl

3

NR3HCl-Decomposition

NR3HCl  =  NR3 + HCl

4

Scheme 8.6 Proposed elements of a self-contained recycling scheme.

Table 8.7 DRH� and DRG� values for the three individual steps of BCl3 hydrodechlorination
calculated by DFT at the B3LYP/g-311þ þ (d,p) level.

Reaction DRH�/kJmol�1 DRG�/kJmol�1

BCl3 þH2 >BHCl2 þHCl þ 52.56 þ 43.15
BHCl2 þH2 >BH2ClþHCl þ 72.19 þ 67.14
BH2ClþH2 >BH3 þHCl þ 84.47 þ 81.38
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The outlined recycling scheme, however, can only be seen as a cartoon indicating
the route to a possible solution, sincemany challenges still need to bemet in order to
arrive at a practical recycling procedure. The fundamental problem of finding an
adequate digestionmethod is still unsolved because, so far, only conversions of BNH
waste to BX3 species somewhat higher than 60% have been achieved. The inhomo-
geneous nature of the pyrolytically dehydrogenatedmaterialmay even remain a block
to this regeneration strategy. If so, steering the dehydrogenation reaction to auniform
product may be an alternative way around the problem. As outlined before, decom-
position in organic solvents or molecular scaffolds may provide a possible means
for doing so. Steering the dehydrogenation reaction to an almost stoichiometric
conversion to borazine, for example, should initiate research activities for the
development of a direct hydrogenation procedure to cyclo trimeric borazane (CTB),
the BN analog of cyclohexane, and of digestion procedures with almost complete
conversion, in conjunction with the corresponding recycling strategies, in order to
arrive again at hydrogen-rich species.

With respect to the dehydrohalogenation of BX3 species as a likely digestion
product, much work remains to explore the wide range of options. Amines used as
thermodynamic drivers by binding the dehydrohalogenation product HX can
influence the reaction in different ways, depending not only on their base strength
but also on their steric influences.

For example, if theBNbondwere to break during the dehydrohalogenation process
amine bases could be chosen that selectively capture a proton while the halogenated
boron species remains uncoordinated due to steric hindrance. This concept is related
to the recently published frustrated Lewis pair concept used for hydrogen activation
by sterically demanding borane and amine species [104].

8.8
Summary

Ammonia borane as a very hydrogen-rich material with benign release properties
has attracted wide attention as a possible hydrogen source material. It has been
intensively investigated but remains, asBNHcompounds in general, an activefield of
research. The hydrogen release can be carried out in different ways and the
conditions chosen have a strong influence on the resulting product distribution.
For example, the thermal dehydrogenation of solid ammonia borane preferentially
leads to polymeric products while the non-hydrolytic decomposition in solution
results primarily in cyclic compounds. Mechanistic studies concerning the corre-
sponding decomposition pathways have been carried out and basic mechanistic
elements are identified but, due to the large variety of possible systems, there remain
many open questions, such as the relationship between the decomposition in diluted
systems and that in the solid phase. Ultimately, it could be assumed that a deeper
understanding of the decomposition mechanisms could be used to steer the
dehydrogenation reactions to selected products and to arrive at a more uniform
product distribution supporting different recycling strategies. Although, for the use
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of ammonia borane as hydrogen source material in large scale applications, the cost
and the unsolved recycling problem may be prohibitive, small scale applications
should, nevertheless, be further explored since the exceptionally high hydrogen
content and its release at low temperaturesmake ammonia borane a uniquematerial
for this purpose.
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9
Aluminum Hydride (Alane)
Ragaiy Zidan

9.1
Introduction

Aluminumhydride is a covalently bondedhydride that exists in ametastable state as a
solid at room temperature. It is a trihydride material (AlH3) with three hydrogen
atoms to every aluminum atom, giving rise to a large gravimetric and volumetric
hydrogen capacity (10.1wt% and 149 kgm�3, respectively), which makes it an
attractive material to be used in hydrogen storage. Discovering efficient and eco-
nomic means for storing hydrogen is critical to realizing the hydrogen economy.
Extensive research work has been conducted, worldwide, to develop newmaterials or
revisit known materials in an effort to achieve the material properties needed for
hydrogen storage. Unfortunately, the majority of these compounds fail to fulfill the
thermodynamic and kinetic requirements for an onboard storage system. However,
aluminum hydride not only has the required gravimetric and volumetric density but
also has thermodynamic and kinetic conditions of operation compatible with the use
of waste heat fromPEM fuel cells or hydrogen burning internal combustion engines.

The main drawback to using aluminum hydride in hydrogen storage applications
is its unfavorable hydriding thermodynamics. The direct hydrogenation of alumi-
num to aluminum hydride requires over 104MPa of hydrogen pressure at room
temperature. The impracticality of using high hydriding pressure has precluded
aluminum hydride from being considered as a reversible hydrogen storagematerial.
Alternate methods of making aluminum hydride are using chemical synthesis that
typically produces stablemetal halide byproducts thatmake it practically unfeasible to
regenerate the aluminum hydride. However, new economical methods and novel
techniques have been perused by a number of researchers to reversibly form
aluminum hydride and form aluminum hydride adducts. These methods will be
discussed in this chapter. Aluminum adducts are also of great interest because they
can be used as hydrogen storage compounds, for the formation of derivatives of other
metal complexes and as precursors for chemical vapor deposition of aluminum
meta1, especially in the electronic and optical industries. It is important to note that in
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this chapter the terms aluminum hydride, alane, AlH3 and aluminum trihydride are
used depending on the discussed source publication and reference, but all three
expressions are synonyms.

9.2
Hydrogen Solubility and Diffusivity in Aluminum

Understanding the solubility of hydrogen in metals is important because the
formation of a metal hydride from the elements starts with hydrogen solution in
the metal. In the aluminum industry, however, hydrogen solubility can be a problem
for aluminum and aluminum alloys casting. The growth of the aluminum industry
has been based on aluminum castings since its beginning in the late nineteenth
century. Commercial aluminum products, from cooking utensils to airplanes, are
modern daily life products, exploiting the novelty of the aluminum metal. Casting
processes were developed tomass produce aluminum and aluminum alloy products.
The technology ofmoltenmetal processing, solidification, and properties control has
advanced to awide range of applications.Hydrogen is the only gas that is considerably
soluble in aluminum and its alloys, for this reason the solubility of hydrogen in
aluminum has been studied. Hydrogen solubility is directly a function of temper-
ature and the square root of pressure. When molten aluminum starts to cool and
solidify, dissolved hydrogen in excess of the extremely low solid solubility will
precipitate in molecular form, resulting in the formation of primary and/or second-
ary voids. There are several sources of hydrogen from which hydrogen can dissolve
in aluminum during casting. Moisture in the atmosphere dissociates at the
moltenmetal surface, resulting in concentration of atomic hydrogen that can diffuse
into the melt. Although the barrier oxide of aluminum resists hydrogen solution by
thismechanism, the disturbances of themelt surface during casting breaks the oxide
barrier, allowing rapid hydrogen dissolution. Alloying elements such as magnesium
can affect hydrogen solution by forming oxidation reaction products that offer
reduced resistance to the diffusion of hydrogen into the melt. The disposition of
hydrogen in a solidified structure depends on hydrogen concentration and the
solidification conditions.Hydrogen porosity occurs as a result of diffusion-controlled
nucleation and growth. Therefore, by decreasing the hydrogen concentration and
increasing the rate of solidification, void formation and growth can be suppressed.
That explains why, when castings are made in expendable mold processes, they are
more susceptible to hydrogen-related defects thanwhenproducts are producedusing
permanent mold or pressure die casting.

Hydrogen solubility in solid aluminumhas also been studied from the perspective
of hydride formation. The solubility of hydrogen in ametal is essential for nucleation
and growth to occur, followed by hydride formation. The solubility of hydrogen in
metals cited by Smith [1] can be expressed as

ln S ¼ A�ðB=TÞþ 1
2
ln PH2 ð9:1Þ
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Smith�s expression is a combination of solubility�s laws; at isothermic conditions
based on Sievert�s law, ST¼ kP1/2

H2, and under the solubility isobaric condition by
Borelius law, Sp¼A exp(�b/T) [2]. The solubility of hydrogen in aluminum has been
studied for years, starting with the early work conducted by the Ransley and Neufeld
group [3], the Grant and Opie group [4], Sharov [5], and Eichenauer et al. [6]. These
groups found the solubility of hydrogen in aluminum to be very small and hydrogen
diffusion very slow. They reported that the solubility of hydrogen at room temper-
ature is negligible and it increases at higher temperatures becoming relatively
significant when aluminum melts.

The results obtained by Ransley and Neufeld were expressed in terms of
Eq. (9.1) as:

log S ðcm3=100 g AlÞ ¼ �0:652�2080=T þ 1=2 log Pmmðfor solid AlÞ
log Sðcm3=100 g AlÞ ¼ 1:356�2760=T þ 1=2 log Pmmðfor liquid AlÞ

The results obtained by Eichenauer et al. were expressed in terms of Eq. (9.1) as:

log Sðcm3=100 g AlÞ ¼ 0:521�3042=T þ 1=2 log Pmmðfor solid AlÞ
log Sðcm3=100 g AlÞ ¼ 1:356�3086=T þ 1=2 log Pmmðfor liquid AlÞ

The reported results on the solubility of hydrogen, in terms of cm3 of hydrogen per
100 g, reported by the above groups were similar. They found that the solubility can
change by an order of magnitude as the temperature increases. For example going
from10�8 at 300 �Cto 10�7 at 600 �Candbecoming10�5 when the aluminummelted.

These results were obtained, using hydrogen absorption into pure aluminum
between 300 and 1050 �C and were calculated by temporal process degassing.
Eichenauer et al. also reported that the square root Sievert�s law is satisfied within
the limit of error in the solid and in the liquid state. Utilizing the fact that diffusion in
the metal is responsible for the hydrogen degassing rate of the solid aluminum they
deduced the diffusion coefficient to beD¼ 0.11 exp (�9780/RT) cm2 s�1. The heat of
solution was calculated from these measurements by Birnbaum et al. [7] and
Ichimura et al. [8] and found to be in the range of þ 0.6 to þ 0.7 eV.

Later, Hashimoto and Kino [9] measured hydrogen diffusion in aluminum by
the permeation method, quadrupole mass spectrometry (temperature range
300–400 �C), and electrochemical methods at room temperature. An interesting
finding from this work was that the room temperature diffusivity was considerably
higher than extrapolated from high temperature measurements. This discrepancy
was attributed to a change in vacancy concentration as a function of temperature.
Dissolved hydrogen migrates through interstitial sites at room temperature where
the hydrogen concentration is much higher than that of the vacancies. However, at
high temperatures the number of vacancies becomes large enough to couple with
almost all of the dissolved hydrogen and then hydrogen diffuses together with a
vacancy due to a large binding energy between hydrogen and the vacancy. The
combination of hydrogen–vacancy would have a larger diffusivity than a vacancy
alone as result of lattice vibration enhancement around the vacancy due to the
existence of hydrogen.
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The diffusivity of hydrogen in aluminum was also studied, using first-principle
calculations, by Wolverton et al. [10]. They calculated the heat of solution of H in
preferred tetrahedral sites to be a large positive value (0.71 eV), consistent with
experimental solubility data. Their calculations of diffusion took into account the
influence of vacancies on diffusion and the binding energy between hydrogen and
vacancy. They performed the calculation for the H/vacancy in several different
positions (i) tetrahedral H, nearest neighbor to vacancy and (ii) octahedral H, nearest
neighbor to vacancy, (iii) octahedral H, next nearest neighbor to vacancy and
(iv) substation H (on the vacancy site). The results indicated that, even in the
presence of vacancies, the interstitial tetrahedral positions are favored over the
substitutional positions.However, they found that atomic relaxation and anharmonic
vibrational effects play a significant role in the preferred sites. In the case of unrelaxed
static calculation hydrogen prefers the larger octahedral sites. However, atomic
relaxation is larger in tetrahedral sites and when invoked it overwhelms the static site
preference and the tetrahedral sites become favored. The vibrational frequency in a
tetrahedral site is larger than in an octahedral site. When all these effects were added
up in this calculation a preference for hydrogen in tetrahedral sites was predicted and
was found to be consistent with experimental data.

9.3
Formation and Thermodynamics of Different Phases of Alane

Aluminum hydride (alane) has proved to be a very attractive compound for many
applications, such as in organic chemistry, and has been used as a rocket fuel for its
high hydrogen capacity. Several groups reported that alane can be formed as different
polymorphs: a-alane, a0-alane, b-alane, d-alane, e-alane, q-alane, and c-alane.
a-Alane is found to be the most thermally stable polymorph. b-Alane and c-alane
are the two other common types of alane. b-Alane and c-alane are transformed intoa-
alane upon heating. d, e, and q-Alane have been reported to be produced in different
crystallization condition. d, e, and q-Alane were described to be less thermally stable
and they do not convert into a-alane upon heating. However, it is important to note
that only a-alane, a�-alane, b-alane and c-alane have been synthetically reproduced.
Until its first synthesis, published in 1947 by Finholt, Bond and Schlesinger [11],
aluminumhydride (or alane) was known as an impure solvated solid complexed with
amine or ether [12]. The reaction reported by Finholt et al. involved ethereal reaction
of lithium aluminum hydride (LiAlH4) and AlCl3. The reaction yields an ether
solution-aluminum hydride, AlH3, Et2O, after precipitation and filtration of lithium
chloride.

3 LiAlH4 þAlCl3 ����!ether
4 AlH3 � Et2Oþ 3 LiCl ð9:2Þ

3 LiAlH4 þAlCl3 ����!ether
4 AlH3 � n½ðC2H5Þ2O� þ 3 LiCl

The ether solution of aluminum hydride, AlH3�Et2O, requires immediate use or
processing because aluminum hydride etherate solutions are known to degrade over
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a few days. Caution should be taken when attempting to remove the ether from the
complex since the product can decompose into ether, aluminum and hydrogen. The
nonsolvated aluminumhydridemay be prepared by precipitation of the solid hydride
etherate, AlH3�Et2O, from the solution, by adding pentane or ligroin, followed by a
vacuum treatment of the precipitate to remove the diethyl ether [13, 14]. Aluminum
hydride produced by this procedure was usually obtained as partially desolvated
product. It is important to note that the solid isolated at first is not alane but
aluminum hydride etherate, and needs to be converted into alane. The crucial issue
is separating nonsolvated alane from the AlH3�Et2O, without the formation of
decomposition products ether, aluminum, and hydrogen.

The preparation of crystalline phases of nonsolvated aluminum hydride by
desolvation of A1H3 etherate was reported by Brower et al. a-AlH3 phase, was
prepared both from the solid metastable phases and by crystallizing directly from a
refluxing diethyl ether–benzene solution in what is known as the DOW method,
published in 1975 as a contribution from The Dow Chemical Company [15]. Brower
et al. explained that diethyl etherate can be removed, without decomposition, to a
nonsolvated phase only in the presence of excess LiAlH4. They prepared the
nonsolvated metastable b- or c-phases by heating solid AlH3 etherate mixed with
excess LiBH4 or LiAlH4 in vaccuo. Thesemetastable phases, upon further heating, are
converted to the more stable a-phase. The a- AlH3 phase can be crystallized from a
diethyl ether and benzene solution if conditions are carefully controlled. Brower et al.
also reported that crystallined- and e-AlH3 can form in the presence of traces ofwater.
They claimed the nonsolvated phases, a0, d, and e did not convert to a-AlH3 and are
much less thermally stable than the a- phase. Ethereal solutions of AlH3 containing
excess LiAlH4 when heated between 70 and 80 �C yield a nonsolvated AlH3 phase
they designated as the a0-AlH3, structure [16, 17]. In their work they reported
the formation of an j-AlH3 phase that is either nonsolvated or slightly solvated
and was prepared from hot di-n-propyl ether. This phase was reported not to
convert to a -AIH3 and to be less thermally stable. Again, only a-alane, a0-alane,
b-alane and c-alane phases have been confirmed/reproduced by others.

More recently, the preparation and thermodynamics of different aluminum
hydride phases (a -AlH3, b-AlH3, and c-AlH3), prepared by means of the DOW
method, were reported by Graetz et al. Hydrogen capacities approaching 10wt% at
desorption temperatures less than 100 �C have been demonstrated with freshly
prepared AlH3 [18]. Alane was synthesized using ethereal reaction of AlCl3 with
LiAlH4 to produce an etherated compound of aluminum hydride, AlH3�0.3-
[(C2H5)2O]. The removal of the attached ether from the complex was achieved by
heating the solvated AlH3 in the presence of a complex metal hydride (e.g., LiAlH4

and LiBH4 depending on the desired phase) under vacuum. The synthesis is
described to be extremely sensitive to the desolvation conditions (e.g., temperature
and time). A small alteration can lead to the precipitation of a different AlH3

polymorph phase. c -AlH3 is formed in the presence of excess LiAlH4, while b-
AlH3 forms in the presence of excess LiAlH4 and LiBH4. Importantly noted is that
freshly preparednonpassivatedAlH3 is pyrophoric, reacts violently inwater andmust
be treated with caution.
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The identification of these phases is depicted by their structures, as shown in
Figure 9.1. The positions of the peaks (markers on graph) are compared to structures
reported by Brower et al. [15].

Graetz et al.�s results show that at around 100 �C the decomposition of the b- and c-
polymorphs occurs by an initial phase transition to the a-polymorph followed by
decomposition of the a-phase. Using a scanning calorimeter, the total heat evolved
during the transition from b- to a-phase is found to be 1.5� 0.4 kJ/mol.AlH3 and
2.8� 0.4 kJ/mol�AlH3 for the c- to a-phase transition [19]. The results of ex situ X-ray
diffraction of b- and c-AlH3, during thermal treatment, have shown that the
decomposition occurs via a transition to the more stable a-phase at around 100 �C
followed by decomposition of the a-phase to Al and H2. The enthalpies of phase
transformations of the polymorph are depicted in Figures 9.2 and 9.3. The decom-
position enthalpy for a -AlH3 was determined to be approximately�10 kJ/mol.AlH3,
which is consistent with other experimental and calculated results [19].

Kato et al. also described the formation of AlH3-etherate and its desolvation
reaction into AlH3 of different phases and the thermal relationship between these
phases [20]. AlH3-etherate was prepared based on the methods in [15]. Kato et al.
identified the XRD profile of the powder to be AlH3-etherate, as shown in Figure 9.4.
This work was focused on identifying different phases of alane, phase transforma-
tions and the stabilities of these phases. Their characterization effort started with the
AlH3-etherate, as shown in Figure 9.4 in order to identify the progression of alane at
different stages.

Figure 9.1 Powder XRD of AlH3 etherate ([(C2H5)2O]. AlH3), a-AlH3, b-AlH3, and c-AlH3 prepared
by organometallic synthesis. Markers indicate expected peak positions for each phase, Ref. [18].
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Figure 9.2 (a) Differential scanning
calorimetry plot of b-alane in the temperature
range 35–300 �C ramped at a rate of
10 �Cmin�1; (b) ex situ diffraction patterns

acquired at room temperature. (I) Before
thermal treatment; (II) after a temperature ramp
to 130 �C; (III) after a temperature ramp to
300 �C, Ref. [19].

Figure 9.3 (a) Differential scanning
calorimetry plot of c-AlH3 in the temperature
range 35–300 �C ramped at a rate of
10 �Cmin�1; (b) Ex situ diffraction patterns

acquired at room temperature. (I) Before
thermal treatment; (II) after a temperature ramp
to 130 �C; (III) after a temperature ramp to
300 �C, Ref. [19].
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They reported the presence of c-AlH3, (C2H5)2O and LiAlH4 based on Raman
modes, as shown in Figure 9.5. The data were compared and found to be in good
agreement with previous work [21, 22].

Phases and products resulting from heat treatment of AlH3-etherate in ex situ
measurementsofXRDandRamanspectrumat temperatures77, 100, 132, and172 �C
were identified in this work. The XRD profiles in Figure 9.6 show the presence of c-
AlH3andmetallicAlat132 �C(Temp.C)andanincrease intheamountofaluminumat
172 �C (Temp. D), respectively. The Raman spectra in Figure 9.7 correspond to the
XRD profiles (excluding the metallic Al). At 100 �C (Temp. B) only the CHmodes of
ether (around 3000 cm�1) wereweakened, indicating that AlH3-etherate was partially
desolvated into c-AlH3. At 132 �C (Temp. C) two modes were observed in the range
500–800 cm�1 and they were attributed to the presence of the a-AlH3 phase.

Adetailed decomposition processwas observedby in situXRDmeasurements at 76
and 87 �Cwhich depicts the conditions of phase transformation and decomposition.
The in situ X-ray diffraction measurements showed that AlH3-etherate formed
c-AlH3 upon desolvation with an endothermic reaction starting at 77 �C [20]. The
c-AlH3 was immediately transformed into a-AlH3 through an exothermic reaction
above 100 �C. The a-AlH3 was dehydrided, resulting in aluminum and hydrogen
through an endothermic reaction at 132–167 �C. These data provide information on

Figure 9.4 Powder X-ray diffraction identified as AlH3-etherate Ref. [20].

Figure 9.5 Raman spectra of samples compared to Ramanspectra of c-AlH3, (C2H5)2O and LiAlH4

for references. In this work the Raman spectrum of c -AlH3 was observed for the first time, Ref. [20].
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the conditions needed to obtain c- and a-AlH3 by restraining the occurrence of the
dehydriding reaction. The results of the in situ XRD measurements at 76 and 87 �C
are shown in Figure 9.8(a) and (b), respectively.

The results reported by Kato et al. can be summarized as follows; AlH3-etherate is
desolvated to form c-AlH3 (probably due to the similarity in the Al–H bonding
character between them), through an endothermic reaction starting at 77 �Cand then
c-AlH3 is immediately transformed into a-AlH3 in an exothermic reaction above
100 �C. The dehydriding of a-AlH3 proceeds together with an endothermic reaction
starting at 132 �C, producing aluminum metal.

Figure 9.6 Powder X-ray diffraction profiles of the samples that were heated to 77, 100, 132, and
172 �C (ex situ measurements), Ref. [20].

Figure 9.7 Raman spectra of samples that were heat treated corresponding to A–C (ex situ
measurements). Ramanspectrumat 132 �C is in good agreementwith that ofa-AlH3 reported in the
literature, Ref. [20].
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The transformation of different phases of alane and the effect of ball-milling on the
thermal stabilities of these phases were investigated by Orimo et al. [23]. Similarly to
pervious studies, three phases of AlH3 (a-, b- and c-) were prepared by the reaction
described before [15]. Orimo et al. investigated the thermal stabilities in relation to the
phase transformation of the various phases of AlH3. Figure 9.9 depicts the results of
the thermal gravimetric analysis (TGA) and differential thermal analysis (DTA)
under a helium flow. The TGA profile of the a-phase shows that the dehydriding

Figure 9.8 Powder X-ray diffraction profiles (in situmeasurements) at (a) 76 and (b) 87 �C. These
measurements were carried out under vacuum, Ref. [20].

Figure 9.9 Thermogravimetric and differential thermal analysis (TGA-DTA) of the three phases of
AlH3; a-phase (solid line), b-phase (dotted line) and c-phase (dashed line) Ref. [23].
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reaction started around 127 �C and the amount of hydrogen released was nearly 9wt
%, close to 10.1wt%, the theoretical amount of hydrogen in AlH3. The TGAprofile of
the c-phase was found to be similar to that of the a-phase. The b-phase, however, was
found to have a different TGA profile where a continuous dehydriding started at a
lower temperature, around 97 �C. The DTAprofile of the a-phase shows a single and
large endothermic peak at 147–177 �C, following a small exothermic peak which
could be attributed to the transformation of the c- into the a-phase, consistent with
early work by Claudy et al. [24]. A small exothermic reaction peakwas reported for the
b-phase at 107–167 �C,which can be attributed to a phase transformation fromb toa.
An exothermic reaction peak was also observed for c-alane in the range 107–167 �C
and was attributed to the transformation of the c- phase to the a-phase.

Phase transformation and hydrogen release were detected by DSC, as shown in
Figure 9.10. Mg2NiH4 was used as a reference.

The enthalpy values of dehydriding AlH3 have been determined. The a-phase
dehydriding reaction was found to be endothermic with 6.0� 1.5 kJ (molH2)

�1

consistent with values reported elsewhere of 7.6 kJ (molH2)
�1 [19]. Similar to early

reports, the c-phase showed exothermic transformation to the a-phase followed by
dehydriding to aluminum with a net endothermic heat of reaction of 1.0� 0.5 kJ
(molH2)

�1. The b-phase, however, was found to dehydride directly to aluminum,
which is a different result from results reported elsewhere [15, 16, 19].

Particle size, surface conditions, and defects in the structure of a hydride are
known to have great effect on its stability. Particle size and grain boundaries of
hydrides have been shown to affect the kinetics and diffusion of hydrogen in
hydrides [25–27]. Obtaining a smaller particle size, modifying the surface, and
creating defects in alane crystals can all be achieved by ball milling. Orimo et al.
showed that the thermal stabilities of AlH3 and phase transformation are affected by
mechanical milling. Mechanical milling methods were employed with each of the
three phases (a-, b- and c-) of AlH3. The effects of ball milling on the phase

Figure 9.10 Results of DSC; AlH3 a-phase (solid line) and AlH3 c-phase (dashed line). Mg2NiH4

(dotted line), used as a reference, Ref. [22].
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transformation and stability of AlH3 are shown in Figure 9.11 of the XRD profiles.
The a-phase was found to dehydride during mechanical milling, and only the
metallic Al remained after milling for 60min. The dehydriding reaction was also
observed for the c-phase. However, the a -phase transformed from the c -phase
remained in a hydride state after 60min of milling. There was almost no change in
the b-phase, even after 60min of milling.

It is important to note that the thermodynamic stability of alane is not the only
factor responsible for the stability of alane. Kinetics has the main role in producing
stable alane at room temperature. The value of the enthalpymeasured by researchers
is of the order of 8 kJ (molH2)

�1. This enthalpy value is not large enough to keep alane
from decomposing at temperatures below room temperature since the entropy is the
typical value, approximately 130 J (mol H2)

�1 K�1, of the difference between hydro-
gen in the solid and gaseous states. However, one of the main rate-limiting steps in
the hydrogen desorption process is the association of hydrogen atoms forming
hydrogen molecules at the surface. This step is dependent mainly on the type of
surface and its conditions. It seems that the surface of alane is very inactive, either
due to the presence of an oxide layer and/or an intact layer of aluminum hydride that
hinders the process of hydrogen atoms associating into molecules. This inactive
surface creates a high energy barrier, preventing alane from decomposing at low
temperature. This explains why ball milling causes alane to decompose at room
temperature, by breaking the protective surface layer and also by creating defects that
act as spots for localized electrons, assisting in associating hydrogen atoms into
molecules. Adding catalysts would also be helpful to lower the association barrier and
allow the alane to decompose at a lower temperature.

9.4
Stability and Formation of Adduct Organo-Aluminum Hydride Compounds

Alane adducts (AlH3-adducts) are of interest because they can store hydrogen, can be
utilized for the formation of derivatives of other metal complexes and can be used as

Figure 9.11 Powder X-ray diffraction profiles of the three phases of AlH3 before and after
mechanical milling. *¼a –phase, .¼Aluminum, &¼b-phase and ~¼ c-phase, Ref. [23].
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precursors for chemical vapor deposition of aluminum meta1. These areas of
aluminum hydride adduct applications require a detailed understanding of the
structure and properties of such adducts. When aluminum hydride is prepared
by the reaction shown in Eq. (9.2), and after the precipitation of lithium chloride,
the product is AlH3�Et2O, namely an ether solution-aluminum hydride adduct.
In ether solution aluminum hydride was reported to complex with the solvent
andwas determined to bemonomeric in ether before polymerization [28].However, a
stronger base such as tetrahydrofuran (THF) forms a more stable complex
with AlH3, hence polymerization of AlH3 is slowed in the THF solvent [29].
Other stable aluminum hydride adducts include 1: 1 and a 2: 1 complexes
with trimethylamine [30]. Several other 1:1 complexes with tertiary alkyl amines
have also been made [31]. Amine adducts of alane are usually prepared by a
reaction forming aluminum hydride in direct combination with the appropriate
amine.

Ruff et al. in a series of publications described the synthesis of amine complexes
of aluminum hydride [32, 33]. Their study investigated the reaction of these
materials with typical Lewis bases in order to define the conditions for the stability
of aluminum hydride derivatives in which the aluminum atom exhibits a coordi-
nation number of five. They first described methods for making tertiary alkyl amine
complexes of aluminum hydride utilizing lithium aluminum hydride and an amine
hydrochloride. A finely ground lithium aluminum hydride was placed together
with trimethylammonium chloride (ratio 1: 2). They prepared other trialkylamine
alanes and the N-dialkylaminoalanes, in a similar fashion. These adducts of alane
were found to sublime readily at temperatures up to 40 �C except for the tri-n-
propylamine alane, which sublimed very slowly and could also be recrystallized from
hexane at �80 �C.

Tertiary amine adducts of alane show a diverse range of structures based on four
and five coordinate species, hydride-bridging dimeric and polymeric species, and
ionic species.

Ruff et al. [32] described the formation of bis-trialkylamine alanes in solution and
discussed the stability of these complexes. The reactions of amineswith trialkylamine
alanes or dimethylamino alane could be categorized in two classes. The first is
secondary amines reacting predominantly as compounds containing an acidic
hydrogen. The second is tertiary amines reacting as Lewis bases, resulting in either
displacement or addition. The bond hybridization in the bis-amine alanes was
determined most likely to be sp3d with the nitrogen atoms bonded to the apices
of the bipyramid since this configuration was determined to be the one of least steric
hindrance. The support for their conclusion was based on earlier reported mea-
surement of the dipole moment of bis-trimethylamine alane, which gave a very low
value, as would be expected for the symmetrical structure [34]. Atwood et al. studied
the structure of tertiary amine adducts of alane [35], using X-ray diffraction. They
showed dimeric species with two bridging hydrides are a common solid state
structural unit among several alane adducts with unidentate tertiary amines, includ-
ing the well-known compoundH3AlNMe3. The structure of H3AlNMe3 was found to
be severely disordered, when compared to the well-behaved dimeric structures of the
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adduct [{H3Al(NMe2CH2Ph)}2] and [{H3Al(NMeCH2CH2CH¼CHCH2)}2]. These
two previous adducts were reported to start decomposing at 130 �C forming alumi-
nummirrors on the side of the vial. This decomposition temperature is higher than
those of other monodentate tertiary amine derivatives of alane, includingH3AlNMe3
(starts decomposing at 100). Atwood et al. also pointed out that polydentate tertiary
amines such as tetramethylethylenediamine (TMEDA) have a higher thermal
stability (TMEDA decomposes around 200 �C). Trimethylaluminum is reported to
bemonomeric in the vapor phase and dimeric in the solid, whichwas also reported in
other studies [36, 37].

Metalorganic chemical vapor deposition (MOCVD) is a very important tech-
nique for a variety of applications, including the fabrication of electronic devices.
This technique has been used in the fabrication of microelectronic devices to
deposit semiconductors, insulators, and metal layers. Frigo et al. examined
the properties of alane dimethylethylamine (DMEAl), with the chemical formula
AlH3.NMe2Et, specifically to be used as a precursor for the MOCVD of aluminum-
containing layers [38]. They reported that MOCVD of aluminum layers for
metallization was also achieved, using A1 trialkyls (R3Al) as precursor; where
R¼ i-Bu [39] and also R¼Me [40]. They reported a synthesis route of DMEAl not
involving ether solvents. They also described DMEAl to be a colorless volatile
liquid at ambient temperatures but to have limited thermal stability, slowly
decomposing to generate hydrogen. They explained that the use of ether in the
preparation of DMEAl would very likely result in contaminating the end product
with the ether, which could lead to incorporation of oxygen into the Al-containing
layers. The main advantage of making such compounds for use in MOCVD is that
they do not contain carbon directly bonded to the metal. The tertiary amine ligands
are thermally stable under the conditions of MOCVD and will not be sources of
carbon contamination [41]. Their synthesis method used only alkane solvents,
which are inert in the deposition processes, and are volatile enough to affect easy
separation from the product. They described the DMEAl adduct at ambient
temperatures as a crystal-clear colorless liquid with melting point of 5 �C and
density of 0.78 g cm�3 at 25 �C, as compared with 0.68 g cm�3 at 20 �C for the free
amine. The DMEAl adduct was found to be only moderately soluble in pentane or
hexane at room temperature but readily dissolved upon mild heating. Similar to
solid alane adducts with trimethylamine (TMAA1) with chemical formula AlH3-
NMe3, DMEAl decomposed very rapidly upon exposure to the atmosphere.
However, the exposure of small quantities of DMEAl to the atmosphere did not
result in spontaneous ignition, in contrast to most of the trialkyls. Ignition was
observed after about 1min when 6 cm3 of DMEA1 was dropped onto vermiculite
with a depth of 0.5 cm.

In 1964, Ashby reported the first successful direct synthesis of an amine
alane, triethylenediamine (AlH3 -TEDA) by direct reaction of aluminum and
hydrogen in the presence of triethylenediamine (TEDA, C6H12N2) using
activated aluminum powder and TEDA in THF under a hydrogen pressure of
35MPa [42].
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More recently, and in an attempt to obtain a compound useful for hydrogen
storage, direct and reversible synthesis of AlH3-triethylenediamine (AlH3-TEDA)
from Al and H2 was reported by Graetz et al. This work demonstrated that activated
aluminum doped with titanium Al(Ti) could be used to form AlH3-TEDA under low
hydrogen pressure of 3.6MPa. They started with Al(Ti) and TEDA in THF (or
undecane) slurry and the slurry reacted reversibly with H2 under mild conditions
of temperature and pressure to form AlH3-TEDA, which is much more stable than
crystalline AlH3 [43]. The activated aluminum was prepared in an argon-purged
drybox, adapting a doping procedure used to introduce Ti dopant to NaAlH4 [44].
They, first, prepared AlH3 using the DOW synthesis route mentioned above, which
involves reacting LiAlH4 with AlCl3 in ether [15]. In order to obtain Ti-doped
aluminum theymodified theDOWsynthesis to produce afinal product of Al0.98Ti0.02
ratio. They obtained pressure–composition isotherms in the temperature range
70–90 �C and they described a possible reaction mechanism. They demonstrated
hydrogenation and dehydrogenation reactions of a slurry of solid Al(Ti) and TEDA
dissolved in THF. A reference experiment was performed, using undoped Al at
3.6MPa to show the effect and the importance of the Ti dopant on the hydrogen
uptake and release by the Al(Ti)-TEDA/THFsystem.Hydrogen uptake and release did
not occur in the absence of Ti dopants. They also found that if there was no agitation
the systemapproached equilibriumvery slowly. Thiswas attributed to the fact that the
dense solid phases sink to the bottom of the liquid phase and diffusion of the H2

molecules in the still liquid is very slow. Since equilibriumwas attained very slowly in
the non-agitated slurry system, H2 could be introduced without any significant
dissolution in the liquid phase and the pressure could be recorded before and after
the reaction took place. When the appropriate rate of stirring was resumed,
equilibrium between the liquid phase and the gas phase was achieved very quickly.
That made it possible to estimate the amount of dissolved hydrogen in the liquid
phase. After hydrogenation and a relatively slow formation of amine-alane the solid
amine-alane was recovered in a drybox by filtration. Figure 9.12 shows the uptake of
hydrogen by a slurry of Al plus TEDA and THF, the plot demonstrates that AlH3-
TEDA can be readily prepared at room temperature and under hydrogen pressure
less than 3.6MPa, using Ti-doped Al, which is far below the 35MPa cited by
Ashby [42].

When the reaction reached completion the grayishwhite product was recovered by
filtration followed by drying. The product was examined using XRD and the obtained
pattern showed only the presence of AlH3-TEDA, as indicated in Figure 9.13. The
hydrogen content of the product of the experiment was determined using thermal
analysis. Graetz et al. obtained equilibrium pressure–composition isotherms (PCI)
for Al-TEDA/THF and hydrogen. A series of equilibrium absorption isotherms was
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Figure 9.12 (b)Uptake of hydrogen in a TEDA/THF solution þ Ti-dopedAl powder in suspension.
(a) Illustrates the absence of any reactivity using undoped Al powder. Note dissolution of H2 in the
liquid phase in both plots upon H2 addition, Ref. [43].

Figure 9.13 XRD of TEDA, Ti-doped Al, AlH3-TEDA reaction product compared to a standard
sample of AlH3-TEDA, Ref. [43].
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generated at 72, 80, and 86 �C, as shown in Figure 9.14. The pressure axis refers to the
partial pressure of hydrogen after correcting for the vapor pressure of the liquid phase
(THF þ dissolved TEDA). The vapor pressure of the liquid changes slightly as the
TEDA reacts with aluminum and hydrogen but this did not affect the determination
of the H2 partial pressure because a TEDA concentration well exceeding the
stoichiometric amount required was used.

Although TEDA is not completely soluble in n-undecane, nevertheless, they
observed the reactions proceeded without difficulty but at a slower rate than in
THF. The equilibrium isotherms were generated at 88 �C at which point the vapor
pressure of the solvent could be neglected. They used the results obtained from the
above equilibrium isotherms to calculate the heat (DH) and entropy (DS) of
formation. DH was determined to be �39.5� 4.1 kJ (mol H2)

�1 and DS to be
�117� 11 J (mol H2)

�1 K�1 resulting in DG298K(adduct)¼�4.63 kJ (mol H2)
�1.

Therefore, the stability of AlH3-TEDA is higher than the stability of a-AlH3

(DG298K(AlH3)¼ 32.3 kJ (mol H2)
�1) making it impossible to separate AlH3 from

the TEDA, instead AlH3-TEDA decomposes into aluminum hydrogen and TEDA. A
complete cycle of an equilibrium absorption–desorption isotherm was obtained
using n-undecane (C11H24) as the solvent and is shown in Figure 9.15. n-Undecane
was used to take advantage of its low solvent vapor pressure.

The titanium catalyst could be assisting the formation of AlxHy intermediates that
can be stabilized by binding with TEDA to formAlH3-TEDA, which was calculated to
be the most stable configuration. It was speculated that the product is not mono-
meric, because of the difunctional nature of the amine [42]. The easy formation of this
amine alane (TEDA-AlH3) from the elements, compared to the difficulty of preparing
monofunctional amine alanes, was attributed to the heat of polymerization (or
crystallization) of the product as well as to the basicity of the amine [42].

Figure 9.14 EquilibriumPC isotherms corrected for the THFvapor pressure andH2 solubility in the
solvent, Ref. [43].
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9.5
Phases and Structures of Aluminum Hydride

As previously discussed, non-solvated AlH3 was prepared by Brower et al. [15],
who reported the existence of at least 7 nonsolvated phases, namely a, a0, b, c, d, e,
and j. However only a-, a0-, b-, and c-phases have been synthesized reproducibly,
in contrast to the other structures that may have been identified as a result of
impurities.

Ke et al. conducted a study on the structural properties of AlH3 using density
functional theory (DFT) methods [45]. They reported that the a0-(orthorhombic) and
b-(cubic) modifications are more stable than a-(hexagonal) at 0 K (no phonons). The
finding is, however, in contrast to experimental results, which have shown that thea-
crystalline phase is the most stable phase at ambient conditions.

Early work by Turley et al. to study the structure of a-alane used powder X-ray and
powder neutron diffraction [46]. The A1–H (bridging) distance was reported to be
1.715Å, shorter than the 2.1 Å value for Al(BH4)3 [47]. Turley et al. described the
structure of a-AlH3 as having aluminum atoms surrounded by six hydrogen
atoms that bridge to six other aluminum atoms. The structure was identified with
space group R-3c, encompassing alternating planes of aluminum and hydrogen
atoms stacked perpendicular to the z-axis and spaced a distance z/12¼ 0.984Å apart,
center to center. Each aluminum is surrounded by six hydrogen atoms in an
octahedral structure, three in the plane above and three in the plane below,
participating in six three-center A � � �H � � �Al bonds. Such bonds are a consequence
of the electron deficiency of the elements of Group 3. This can be self-stabilized
by the formation of 3-center 2-electron bridge bonds as a covalent compound, in

Figure 9.15 Equilibrium absorption–desorption isotherms generated in C11H24 slurry, corrected
for H2 solubility in solvent, Ref. [43].
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which the aluminum is also surrounded by hydrogen atoms in an octahedral
assembly. However, the value 1.715Å of the A1–H (bridging) distance is larger than
the short-lived species Al–H (1.648Å) and longer than the distance found in lithium
aluminum hydride (1.547Å) in which each aluminum is assembled in a tetrahedral
fashion [46].

More recent work to determine the accurate structures of a and a0, by powder
neutron diffraction was reported by Brinks et al. [48]. AlD3 was synthesized by ball
milling 3LiAlD4 þ AlCl3. When ball milling was done at room temperature the
product was found to be a mixture of AlD3 (a and a0) and Al, in addition to LiCl.
However, when the ball milling was done at –196 �C the product was AlD3 and LiCl.
The AlD3 product was a mixture of about 2/3 a and 1/3 a0. Using powder neutron
diffraction the structure of a0 was determined to take the b-AlF3 structure with space
group Cmcm and a¼ 6.470(3), b¼ 11.117(5), and c¼ 6.562(2) Å. The structure is
arranged with corner-sharing AlD6 octahedra in an open structure with hexagonal
holes of radius 3.9 Å. They reported that a0 was found to slowly decompose when
heated to 40 �C. They described a -AlD3 to also be a corner-sharing AlD6 network but
in a more dense ReO3-type arrangement, see Figure 9.16. Both AlD3 (a and a0)
modifications have slightly shorter Al–D distances than Na3AlD6, Na2LiAlD6, and
K2NaAlH6.

The b-AlD3 detailed structure has also been determined by Brinks et al. using
combined powder neutron diffraction (PND) and synchrotron X-ray diffraction
(SRPXD) [49]. The b alane, b-AlD3, was synthesized by the method described by
Brower et al. [15]. The DFToptimized model reported by Ke et al. [45] was used as a
starting point for theRietveld refinements of b-AlD3. Theb-AlD3 structurewas found
to take the pyrochlore-type structure (space group Fd�3m), resembling FeF3.

Theb-AlD3 structure contains corner-sharingAlD6 octahedra, similar to thea- and
the a0-phases. It should be noted that a high purity b-AlD3 sample is difficult to
prepare [15]. However, the b-AlD3 sample studied by Brinks et al. was considered to

Figure 9.16 Crystal structure ofa-AlD3 (a) The unit cell ofa-AlD3, (b) illustration of the connectivity
of the octahedra. Eachoctahedron sharesone cornerwith oneother octahedron, building a distorted
primitive Al sublattice, Ref. [48].
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be of high purity and good crystallinity. The crystallite size, based on broadening of
SR-PXD reflections, was estimated to be 175 nmandhad an isotropic strain of 0.04%.
Based on Rietveld refinements, the sample was found to contain 89.5mol% b-AlD3,
9.4mol% c-AlD3, 0.9mol% a-AlD3 and 0.1mol% Al. The structure consisted of
corner-sharing AlD6 octahedra where all octahedra are connected to two of the
neighboring octahedra. The surrounding octahedra form two groups of three
octahedra that are interconnected. They indicated that a0-AlD3 can be regarded as
an intermediate betweena -AlD3 and b -AlD3. They explained that the connectivity of
the octahedra results in an open framework, leading to the formation of channels
in several directions. The diameter of the channels is about 3.9 Å (see Figure 9.17).
The volume per formula unit of b-AlD3 is larger (45.6 Å

3) than a-AlD3 (33.5Å
3) and

a0-AlD3 (39.3Å
3).

The structure of c-alane was studied by two different groups; Yartys et al. using SR-
PXD and Brinks et al. using combined PND and SR-PXD [50, 51]. In both cases,
samples were prepared following the methods described by Brower et al. [15]. The
space group of c-alane was determined to be Pnnm. A structure with corner-sharing
AlD6 in c-AlD3, similar to the a-, a-0, and b-alane phases, and containing edge-
sharing octahedra was reported. Two types of Al in the structure were described as
one sharing corners only and one sharing both edges and corners. The crystal
structure may be described as chains formed by pairs of edge-sharing octahedra
connected via corner sharing in the chain and with octahedra with corner-sharing
only connecting the different chains. The average Al–D distance was found to be
1.71Å. This value is similar to the Al–Ddistance in the other structuremodifications
of alane [51]. Another feature of the crystal structure of c-alane is the formation of
large cavities between the AlH6 octahedra. Strands of Al2H6 are always separated by
differently oriented Al1H6 octahedra, resulting in a packing structure of c-AlH3 that
has a smaller density than a-AlH3 (by 11%) [50]. Tabulated structure data are shown
in Table 9.1 (Figure 9.18).

Figure 9.17 The framework of AlD6 octahedra for b-AlD3, depicting the channels through the
structure, Ref. [49].
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9.6
Novel Attempts and Methods for Forming Alane Reversibly

The direct hydrogenation of aluminum to AlH3 (alane) requires over 105 bar of
hydrogen pressure at room temperature. The impracticality of using high hydriding
pressure has precluded alane frombeing considered as a reversible hydrogen storage
material. For these reasons, development of a novel cycle to cost effectively regenerate
AlH3 under practical conditions is needed.

The typical formation route for alane is through the chemical reaction of lithium
alanate with aluminum chloride in diethyl ether:

3 LiAlH4 þAlCl3 ����!ether
4 AlH3 � Et2Oþ 3 LiCl

This reaction yields dissolved alane etherate, AlH3�Et2O, and precipitates lithium
chloride. Alane can then be separated from the ether by heating in vacuo. The
synthesis of AlH3 by thismethod results in the formation of alkali halide salts such as
LiCl. The formation of alkali halide salts is, however, a thermodynamic sink because
of their stability. For a cyclic process, lithium metal must be recovered from lithium
chloride by electrolysis of a LiCl/KCl melt at 600 �C, requiring at least�429 kJmol�1

of energy equivalent to satisfy the LiCl heat of formation and heat of fusion. The large
amount of energy required to regenerate AlH3 from spent aluminum and the alkali
halide makes this chemical synthesis route economically impractical for a reversible
AlH3 storage system.

Graetz et al. suggested that since direct formation of amine-alane such as alane
triethyldiamine (AlH3-TEDA), works well but forms a strong Al�N bond [43], it may

Figure 9.18 Structures of different phases compared. a0-AlH3 [101], Ref. [48], b-AlH3 [101],
Ref. [49], c-AlH3 [010], Ref. [51].

Table 9.1 Different aluminium hydride structures and their space groups and unit cell parameters.

Structure Space group a (Å) b (Å) c (Å) Ref.

a-AlD3 R-3c 4.4364(3) 11.7963(10) [48]
a0-AlD3 Cmcm 6.470(3) 7.3360(3) 6.562(2) [48]
b-AlD3 Fd-3m 9.0037(1) [49]
c-AlD3 Pnnm 7.3360(3) 5.3672(2) 5.7562(1) [51]
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be possible to form a less-stable amine alane such as triethylamine (AlH3-TEA) [52]
and eventually separate AlH3 from the adduct.

They proposed a route of regeneration of alane that involves the use of LiAlH4

3 LiAlH4 þ 2 NR3 ! 2 NR3 �AlH3 þ Li3AlH6 ð9:4Þ
Where NR3 represents an amine that forms a weak Al�N bond, such as triethy-

lamine (NEt3)
The goal is to form amine alanes with a weak Al–N bond because that can be easily

separated to recover pure AlH3. A complete regeneration scheme for AlH3 can be
envisioned as:

LiHþAlþ 3
2
H2 ! LiAlH4 � 4 THFþ 2 NR3 ! 2 NR3 �AlH3

þ Li3AlH6#!AlH3 þ 2NR3" ð9:5Þ
In the proposed scheme depicted by reaction (9.5) Li3AlH6 will precipitate in

solution to befiltered out and the alanewill be recovered from the alane amine adduct
by heating under vacuum.

The second possible route that was suggested by Graetz et al. [53] makes use of two
reported reactions using trimethylamine (TMA) [54].

Alþ 3
2
H2 þNðCH3Þ3 !ðAlH3Þ �NðCH3Þ3 ð9:6Þ

ðAlH3Þ �NðCH3Þ3 þNR3 !ðAlH3Þ �NR3 þNðCH3Þ3 ð9:7Þ
The final step is expected to be

ðAlH3Þ �NR3 !AlH3 þ 2 NR3" ð9:8Þ

Zidan et al. developed and demonstrated a cycle that uses electrolysis and catalytic
hydrogenation of products to avoid both the high hydriding pressure needed for
aluminum to form aluminum hydride and the formation of stable by-products such
as LiCl [55]. The cycle, shown in Figure 9.19, utilizes electrochemical potential to
drive the formation of alane and alkali hydride from an ionic alanate salt. The starting
alanate is regenerated by reacting spent aluminumwith the by-product alkali hydride
in the presence of titanium catalyst under moderate hydrogen pressure.

The electrolysis reaction is performed in an electrochemically stable, aprotic, polar
solvent such as THF or ether. NaAlH4 is dissolved in this solvent, forming the ionic
solution (Naþ /AlH4

�/THF) which is used as an electrolyte. Though not directed at
the regeneration of alane, elaborate research and extensive studies on the electro-
chemical properties of this type of electrolyte have been reported [56, 57]. Although
attempts in the past were made to synthesize alane electrochemically [58–60] none
have shown isolated material or a characterized alane product.

The thermodynamic properties of the NaAlH4/THF electrolyte, together with the
cyclic voltammetry of the electrochemical cell were the basis for performing this
electrochemical process [55]. Thermodynamic calculations were made to determine
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the reduction potentials of the possible electrochemical reactions of NaAlH4 in an
aprotic solution (THF) with an aluminum electrode. From the half-reaction poten-
tials, the cell voltage for alane formation was calculated and a theoretical cyclic
voltammagram was constructed (see Figure 9.20)

In the electrochemical cell two separate reactionmechanisms can produce alane at
the aluminum electrode, as shown in Figure 9.20. One possible mechanism is the
oxidation of the alanate ion to produce alane, an electron, and hydrogen, as shown in
Eq. (9.9):

AlH4
� !AlH3 �nTHFþ 1

2
H2"þ e� ð9:9Þ

Another possiblemechanism is the reaction of AlH4
�with the aluminumanode to

form alane. In this reaction route, the evolution of hydrogen is suppressed and the
reaction is expected to consume the Al electrode, as in Eq. (9.10):

3 AlH4
� þAl! 4 AlH3 �nTHFþ 3e� ð9:10Þ

Zidan et al. have reported dissolving of the aluminum electrode when the
conditions for reaction (9.10) were applied [55]. In addition to determining
the electrochemical processes for producing AlH3, recovering AlH3 from the THF
solution was a major step of this cycle. Although the separation of alane from
AlH3�Et2O is well established and affords pure AlH3 [11, 15, 20] the separation of
alane from the AlH3�THF adduct is more complicated because it can easily decom-
pose, when heated under vacuum, to THF, aluminum and hydrogen. Therefore, in

Figure 9.19 Reversible cycle for alane generation. All components of the electrochemical process
can be recycled to continually afford a viable solid state storage material, Ref. [55].
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Figure 9.20 Theoretical and experimental
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this electrochemical cycle adducts such as TEAwere added to the reaction product to
stabilize the alane during purification. Adduct-free alane is recovered by heating the
neat liquid AlH3�TEA in vacuo.

Alane recovered from the electrochemical cells was characterized by powder X-ray
diffraction, Raman spectroscopy, and TGA. Powder X-ray diffraction patterns for two
different separation methods are shown in Figure 9.21. When AlH3�THF product
was heated without adding TEA a noticeable amount of aluminum was present with
the a-alane (Figure 9.21a). Separation using the TEA yields only a-alane
(Figure 9.21b). The unrefined unit cell parameters from indexing of this pattern
were a¼ 4.446Åand c¼ 11.809Å.Based on the systematic absences, the space group
was assigned as R-3c and is consistent with a-alane [46].

Raman spectra and TGA data collected for AlH3 isolated from the electrochemical
cell are shown in Figures 9.22 and 9.23 respectively. Raman modes present at 510,
715, 1050, and 1515 cm�1 are consistent with the literature values for a-alane [61].
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Figure 9.21 XRD patterns for products
recovered from an electrochemical cell.
(a) Alane separated from reaction mixture
as the THF adducts. When heated under
vacuum to remove THF, the solid partially

decomposes, losing hydrogen and affording
aluminum. (b) Alane is separated using
triethylamine to stabilize the adduct,
prevent polymerization, and increase the yield,
Ref. [55].
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As part of this work [55] it was also possible to produce AlH3-TEDA, described
previously, using the electrochemical method without the use of catalysts. Producing
AlH3-TEDA was originally used as a mean to confirm the formation of AlH3

molecules in the electrochemical cell. Although AlH3 cannot be separated from
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Figure 9.22 Raman spectrum of alane isolated from an electrochemical cell, Ref [55].

Figure 9.23 Thermal gravimetric analyzer (TGA) decomposition of electrochemically generated
alane, releases almost full H2 capacity expected in AlH3, Ref [55].
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AlH3-TEDA it was selected because it precipitates as a white solid and its formation
can be observed visually. The visual observation of the high rate of formation of
relatively large quantities of AlH3-TEDAwas a good qualitative indication of the high
rate of producing AlH3 in the electrochemical cell. The formation of the AlH3-TEDA
adduct indicates that a whole range of other adducts could be formed, using the
electrochemical route.

9.7
Conclusion

In this chapter the potential of using aluminum hydride as a hydrogen storage
material has mainly been emphasized. Other applications of aluminum hydride and
aluminum hydride adducts were mentioned. The main thrust behind the use of
aluminum hydride for hydrogen storage is it capacity of 10.1wt% hydrogen and the
mild conditions of hydrogen release. The thermodynamic properties of different
phases of alane and the transformations and stabilities of these phases were
discussed, which can be useful when matching a specific application. It was
emphasized that the stability of alane at room temperature and higher is due to
hindered kinetics, possibly the inhibited hydrogen association at the surface. The
structure and phases of alane are not only of great importance for understanding the
thermodynamics and kinetics of alane but also for understanding a whole class of
aluminum-based compounds such as alanates. The existingmethods tomake alane –
either by direct hydrogenation or by chemical means – are not practical for hydrogen
storage applications. If alane is to be used as a hydrogen storage medium new and
novel methods of regenerating alane must be found. In this chapter a proposed
method by Graetz et al. was shown. Our method (Zidan et al.) of generating alane
using electrochemistry in conjunction with direct hydrogenation was reported. The
characterization methods and results of alane product from the electrochemical cell
were also described. However, more work in the areas of chemical regeneration and
electrochemical regeneration is ongoing and is planned to continue to achieve higher
yields and better efficiency. The alane research effort is predicted to grow and attract
the interest of many researchers and more innovative ideas for forming alane are
expected to emerge.
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10
Nanoparticles and 3D Supported Nanomaterials
Petra E. de Jongh and Philipp Adelhelm

10.1
Introduction

Many lightmetal hydride systems are discussed in this book. However, none of them
is currently able to meet all the demands for practical on-board hydrogen storage:
high volumetric and gravimetric density, reasonably high hydrogen equilibrium
pressure at room- or fuel cell operating-temperature, fast kinetics for both loading
and unloading and ample reversibility. A variety of strategies is being pursued to
meet these goals: ball-milling to improve the kinetics and add catalysts, searching
for new yet unknown material compositions, and mixing several different com-
pounds (�reactive hydride composites� or �destabilized hydrides�) [1–6]. Some
approaches are remarkably successful, such as ball-milling in general to improve
the kinetics [2, 3], and the addition of a small amount of a Ti-based catalyst to
improve the kinetics of both hydrogenation and dehydrogenation of NaAlH4 [1].
However although steady progress is reported, we are still far from meeting
simultaneously all criteria for on-board storage.

In this chapterwediscuss an alternative approach: altering the properties of a given
material by nanosizing and/or supporting the material. Although this approach is
relatively new for hydrogen storage applications, it has been known for a long time in
other fields such as heterogeneous catalysis, where a high surface/volume ratio is
essential. Interesting material classes are unsupported clusters, nanoparticles and
nanostructures, and 3D supported (or scaffolded) nanomaterials. In general the
crystallite size of the materials discussed is below 10 nm. This is a clear distinction
from materials prepared by ball-milling, presently the most common processing
technique, by which crystallite sizes of 10–30 nm or above (depending on the
material) are achieved. Furthermore, in general (though not always) the alternative
preparation techniques used to obtain these nanosized materials (gas-phase depo-
sition, melt infiltration, or solution-based synthesis techniques) allow a much better
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control over morphology and particle size than ball-milling. However, most impor-
tant is that entering this size regime, one can expect important changes in hydrogen
sorption properties, such as improved kinetics and reversibility, and, possibly, a
change in thermodynamics. The study of unsupported clusters, nanoparticles and
nanostructures is mostly aimed at advancing the fundamental knowledge and
understanding of how these effects may be used to the benefit, involving studies
on relatively simple binary ionic or interstitial hydrides. However, supporting or
confining the materials might be especially relevant for the recently developed more
complex systems. These bring new challenges such as slow kinetics and lack of
reversibility due to phase segregation for multiple component systems, and the
release of unwanted gasses such as NH3 and B2H6 for novel compositions that have a
high hydrogen content, but also contain nitrogen or boron.

Wewill start this chapter by discussing the potential impact of size on the hydrogen
sorption thermodynamics and kinetics for metal (hydride) nanoparticles. We will
then turn to the experimental results, and, first, treat the literature that deals with the
production of unsupported metal (hydride) clusters, nanoparticles and nanostruc-
tures and their hydrogen sorption properties. Small particles of light metals are
especially difficult to prepare and stabilize, as the sensitivity to oxidation is enhanced
by the large volume to surface ratio.Wewill briefly report on size effects for clusters of
transition metals. Then we discuss in more detail Pd(H) nanoparticles. Although
strictly speaking not a light metal hydride, extended research has been performed on
Pd(H), and it is, hence, an interesting model system to illustrate size effects in
metallic (or interstitial) hydrides. As the last type of materials we will treat the ionic
hydrides, formed from alkali and alkaline earthmetals. In detail we will show results
on preparation strategies and first hydrogen sorption results for magnesium-based
compounds, being the most investigated example of an ionic binary hydride. Until
now, as far as we are aware, it has not been possible to prepare clusters or
unsupported nanoparticles (<10 nm) of more complex materials such as alanates
and boronates.

Recently much interest has been aroused by materials that we will denote as �3D
supported nanomaterials�. An alternative term that is used, and that denotes roughly
the same class of materials is �scaffolded materials�. The term �nanocomposites� is
also found in the literature, but it is confusing as it is used for several quite different
classes ofmaterials. Thefield is relatively new, and notmany experimental results are
available yet.Wewillfirst discuss which effectsmight be expected due to addition of a
support. This comprises both fundamental effects (such as influence on the particle
shape and electronic interaction) as well as more practical implications (such as
potentially improved thermal and mechanical properties of the hydrogen storage
system). Of course a disadvantage is the weight penalty due to the presence of the
support, which can be minimized by using light and highly porous materials. The
characteristics of the two most commonly used supports (nanoporous silica and
carbon) and the deposition of an active material onto these supports are discussed in
detail. Finally, we will turn to experimental results for different supported nanoma-
terials: ammonia borane, sodium alanate, magnesium-based materials and lithium
boronate, and end this chapter with a short outlook.
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10.2
Particle Size Effects

10.2.1
Thermodynamics

It is well known that the fundamental physical and chemical properties of materials
can change drastically when entering the nanosize regime (usually regarded as below
100 nm).A famous illustration is gold,which uponnanosizing shows different colors
(due to plasmon resonance light absorption), a strong reduction in melting temper-
ature (657 �C for 2.5 nm particles compared to 1063 �C for bulk gold) and increased
chemical reactivity (with gold nanoparticles being an efficient oxidation catalyst, for
instance for the epoxidation of propene) [7]. Formetal nanoparticles these changes in
properties upon decreasing the feature size are relatively well understood. However,
for metal hydride nanoparticles, both theoretical and experimental data are scarce. It
is not possible to sketch the full picture, as we are interested in reversible hydrogen
sorption, and, hence, in the difference in thermodynamics of the metal hydride with
respect to the metal upon nanosizing. Nevertheless, it is useful to briefly discuss
general trends and concepts. The changes that can be observed when progressing
from bulk to nanosized materials can be schematically divided into two types (or two
size regimes). For small clusters (roughly below 104–105 atoms, so, depending on the
type ofmaterial, up to�5 nm) the number of atoms and valence electrons per cluster
is countable. This leads to profound effects of the exact cluster size on the electronic
and structural properties, andhence stability. At larger sizes these effects become less
significant, and an impact on stability is observed which scales smoothly with the
particle size, and is related to the surface to volume ratio of the particles. These effects
are significant up to roughly 10–30 nm, depending on the material.

Starting with the smallest sizes, a first important parameter determining
the stability is the total number of valence atoms in a cluster or nanoparticle.
In a series of seminal experiments in the 1980s, Knight et al. [8] measured clearly
periodic abundance patterns in themass spectrumwhen generating gas-phase alkali
metal clusters (see Figure 10.1). Increased stability was observed for metal clusters
containing 2, 8, (18), 20, 34, 40, 58, and so on, valence electrons. The occurrence of
these so-called magic numbers is an electronic effect, which can adequately be
described by a simple physical model (the Jelliummodel) which assumes a uniform
background of positive charges and a delocalized cloud of valence electrons. The
magic numbers are due to the electronic shell filling of the orbitals with increasing
number of cluster valence electrons, similar to the stability effects observed for the
elements when progressing through the periodic table. These effects are particularly
strong and well understood for the alkali metals. Alkaline earth metals, such as
magnesium, in which also van der Waals bonding between the atoms contributes
significantly, are less well understood, but still show relatively strong effects exper-
imentally. For the transition metals (including the noble metals) which possess
strongly oriented and partly filled d-type orbitals with relatively small differences in
energy levels, electronic effects are much less pronounced and quantitative under-

10.2 Particle Size Effects j281



standing is still under development, although clearly increased stability for clusters
with an even number of electrons is observed for Cu, Ag, Au, V and Cr [9].

A second important effect for small clusters is a geometrical effect. A large fraction
of the atoms resides at the surface, and has a lower coordination number than bulk
atoms. As a result, the average bonding energy per atom, and hence the thermo-
dynamic stability of clusters, is strongly influenced by the surface atoms. The most
stable cluster sizes are those corresponding to geometrically closed shells (shell
number given by n), hence minimizing the number of surface atoms. For instance,
for particles with an icosahedral shape, the most stable configurations are given for
atoms numbers N satisfying the formula

N ¼ 1þ
Xn
1

10n2 þ 2 ð10:1Þ

This effect on the stability of clusters is also experimentally observed for alkali
(earth)metals (see Figure 10.2) and, in general, extends up to larger cluster sizes than
the electronic magic numbers.

For metal hydride clusters, much less is known about electronic and geometrical
size effects, except for very small clusters that can be relatively easily traced with
computational methods. Results on other ionic compounds, such as ZnS clusters,
indicate less well defined size effects, and only for small cluster sizes [11]. As the size
dependencewill be clearly different than formetal clusters, potentially there is a large
influence of size on the stability differences between small hydride and the corre-
sponding metal clusters. However, the practical impact of these effects is probably
limited, as in the bulk experimental preparation of light metal (hydride) clusters,
generally, polydisperse samples are obtained, and hence pronounced effects of

Figure 10.1 Illustration of electronic magic
numbers: abundance of sodium clusters as a
function of size measured by mass
spectrometry in a molecular beam of sodium
seeded in Ar. Relatively high stability is found for

cluster sizes corresponding to filled electron
shells such as those containing 8 (1p), 20 (2s),
34 (1f), and 40 (2p) valence electrons. Reprinted
with permission from [8]. Copyright (1984) by
the American Physical Society.
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an exact given number of atoms or electrons will not be significantly observed.
Furthermore, the geometrical magic numbers are valid for clusters with the ther-
modynamically most stable shape. However, in practice, particle shapes vary sub-
stantially, as they are also determined by the presence and local nature of supports or
stabilizing agents, or related to an intrinsic nonequilibriumnature of the preparation
method (and usually the kinetic barriers to change the particle shape are large).

As a result of surfaceminimalization, small nanoparticles can have different crystal
shapes than bulk crystals. A commonly observed shape is the icosahedron, but
cuboctahedral, truncated decahedra, and other more complicated geometries are also
observed.However, some of these crystal shapes, like the icosahedronwith its fivefold
symmetry, are not space-filling symmetries, causing additional internal strain in the
particle.When theparticles grow larger the stability loss due to internal strainbecomes
larger than the energy gain due to surfaceminimalization, and a transition to the bulk
crystal lattice (formetalsmostly fcc or bcc) is observed. The size atwhich the transition
takes place depends on the material; for instance 1 nm gold particles are polytetrahe-
dral, while 1 nm Pt particles have an fcc structure, and the transition is at around 100
atoms forAl, but at tens of thousands of atoms forNa [11]. One of the fewmaterials for
which the impact of particle shape on the hydrogen sorption properties has been
investigated experimentally is palladium (see Section 10.3.2). It should be noted that,
in practice, the surface energy (and hence nanoparticle shape) is also strongly
influenced by surface stabilization effects due to surfactants or ligands in solution,
passivation of the surface, or the presence of a substrate.

Although the exact number of atoms, and hence shell filling effects, becomes less
important for larger particles, Figure 10.3(a) illustrates that the fraction of atoms at
the surface (the so-called dispersion) remains an important factor up to relatively

Figure 10.2 Illustration of geometric magic
numbers: (a) mass spectra indicating
abundance of Mg clusters in the gas
phase, maxima indicate the most stable
clusters. Reproducedwith permission from [10],

published by Elsevier, 1991; (b) mass spectra of
photo-ionized Na clusters, minima indicate
the most stable structures, shell closings
listed at the top. Reproduced with permission
from [11], published by Elsevier, 1996.
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large sizes. Figure 10.3(b) shows the experimental melting point depression of gold
nanoparticles scaling inversely with the nanoparticle size. The overall contribution of
the surface energy remains significant up to sizes of 10–30 nm, and in the simplest
approximation (assuming an incompressible spherical particle) the decreasing
thermodynamic stability can be described as [12]:

m ¼ m1 þ 2c
rr

ð10:2Þ

where r is the radius of a spherical particle, m the chemical potential, c the surface free
energy and r the specific mass.

To evaluate whether the hydrides become relatively less stable with decreasing
particle size, the important factor is the difference in surface energy between the
metal and the hydride phase (while taking changes in molar volume into account). If
the surface energy of the hydride is larger than that of the corresponding metal, this
will generally result in higher hydrogen equilibrium pressures for smaller particles,
and vice versa if the situation is reversed.

The energies of several bulkmetal surfaces have been experimentally determined,
either in the liquid phase near the melting temperature, or for the solid phase. In
general the values are 20–30%higher for the solid than for the liquid [13]. The surface
energies for metals directly correlate with the heat of evaporation (respectively,
sublimation for solid metals). This can be readily understood: if you assume you
could perfectly cleave a metal without any energy change (neglecting surface
reconstruction), the resulting energy of the two surfaces should be the same as the
work needed to break the bonds. Very schematically, for the alkali metals small
surface energies are found (ranging from 0.5 Jm�2 for Li to 0.1 Jm�2 for Cs), for the
alkaline earth metals somewhat higher values (0.8 Jm�2 for Mg to 0.4 Jm�2 for Ba),
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Figure 10.3 (a) Theoretical dispersion as a
function of the number of atoms for different
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particle sizes (based on 3Å atoms). (b) Melting

temperatures for gold nanoparticles as a
function of size (points¼ experimental values).
Reproduced with permission from [12],
published by Elsevier, 1981.
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for the transition metals typically 1.5–2.5 Jm�2, with the exception of the noble
metals which have somewhat lower surface energies (1.0–2.0 Jm�2) [13–15].

Unfortunately, for the hydrides virtually no experimental data for the surface
energies are available. Assuming again a direct correlationwith the cohesive energies,
thesurface energies for the ionichydrideswouldbeexpected tobemuch larger than for
the corresponding metals (as these hydrides are much more stable than the corre-
sponding metals), while for the interstitial hydrides, such as palladium hydride,
smaller differences would be expected.However, the simple approximation to directly
link the surface energy to the cohesive energy is expected to break down for the hy-
drides, as it is also very relevant how the surface is terminated, and surface recon-
struction plays an important role. For ionic compounds very different effective surface
energies can be found for compounds with similar cohesive energies, as illustrated
by the example of anatase TiO2 (0.7 Jm

�2) and rutile TiO2 (2.2 Jm
�2), for which the

cohesive energy difference is less than 10%. The surface energies also depend on the
exact exposed crystallographic plane. Although, as far as we are aware, no reliable
experimentaldata for the surface energies ofhydridesare available, thereare somedata
on other ionic compounds, such as metal oxides, which have widely different surface
energies in the range of 0.5–3 Jm�2. Some data for the hydrides have recently become
available from density functional calculations, such as 0.1–0.3 Jm�2 for LiBH4 [16]
and 1.8 Jm�2 and 0.5 Jm�2 for the (101) and (110) surfaces of MgH2 [17].

Generally stating, itwouldbe expected that formetals thatmore readily formsurface
hydrides than bulk hydrides (such as palladium) the hydride would be expected to
becomerelativelymorestablewhendecreasing theparticle size,while formetalswhich
more readily form bulk hydrides than surface hydrides (such as magnesium) a
destabilization of the hydride with decreasing particle size would be expected. As a
rough indication: if the surface energy of thehydride is assumed tobe 1.5 Jm�2 higher
than that of the correspondingmetal, and considering ahydride that has anenthalpy of
formation of 75 kJmol�1, and shows 20–30% volume expansion on hydriding, the
enthalpy of formationof thehydride couldbe20% lower forparticleswith radii smaller
than 5nm compared to the bulk, if we assume that no surface reconstruction takes
place [18]. It does not seem very useful to attempt similar calculations for complex
hydrides, as in this case the situation is complicated by thepresence ofmultiple phases
with unknown crystallite sizes upon dehydriding.

An important drawback of the macroscopic surface energy approach to calculate
the relative stability of small particles is that the effective surface energies of bothmetal
and hydride will depend on particle size, at least for particles smaller than 10 nm. For
instance for Pd, Au and Pt nanoparticles, surface energies of about 20–80% higher
are reported for the metal nanoparticles than for the bulk [19, 20]. This is in line with
expectation. An important assumption in this macroscopic approach is that the
particles are spherical, but this spherical drop model seriously underestimates the
real surface area for small particles (see Figure 10.3(a)). Furthermore, for small
particles edge, kink and step atoms are also amajor fraction of the surface atoms, and
having a lower coordination number than an atom in a perfect surface theywill have a
much higher �effective surface energy�. Another major problem is that surface
reconstruction upon decreasing the particle size is not taken into account.
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A different approach to the stability of hydride nanoparticles is bottom-up, using
computational techniques to construct equilibrium (lowest energy) configurations
for the clusters, nanoparticles or thin films of the metal and corresponding hydride,
and evaluate the difference in stability between the two as a function of particle size.
Although the possibilities are rapidly increasing, these calculations are still limited to
small cluster sizes due to computational restraints. As a relevant examplewewill only
briefly discuss various types of calculations for the case of the ionic hydrides MgH2

and NaH.
Magnesium hydride is cheap and contains 7.7wt% hydrogen,making it one of the

most attractive hydrogen storage materials. However, one of the fundamental
problems is that thermodynamics dictate that hydrogen desorption from bulk
magnesium hydride only takes place at or above 300 �C for 1 bar H2, which is a
major impediment for practical application. Hence, an interesting question is
whether, for nanoparticles or clusters, the hydride might thermodynamically be
destabilized with respect to themetal compared to the bulk compounds. Figure 10.4,
showing the thermodynamic stability of the hydride as a function of cluster size,
illustrates the results of calculations on small clusters [21, 22]. Although different
computational approaches were used to address the issue (Goddard et al. developed a
reactive force field for magnesium and magnesium hydride from quantum me-
chanical data onmagnesium clusters, whileWagemans et al. used density functional
calculations) in both cases a clear relationship was found between the cluster size of
MgH2 and the heat of formation. The stability of the hydride decreased rapidly for
particle sizes below 1.0 nm, and a convergence to bulk stability values for particle
sizes above 2 nm was observed. It might be relevant to state that these results for the
stability as a function of particle size cannot be fitted by just assuming a fixed
difference in surface energy betweenmagnesium andmagnesium hydride spherical
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particles, indicating that the simple surface energy approach falls short in this size
region. Other groups also did calculations for Mg(H2) thin films and nanowires with
DFT [23] and the project augmented plane wave method [17] and obtained similar
results. Recently, calculations were also performed for NaH cluster sizes up to 400
atoms. In this case also, a clearly lower thermodynamic stabilitywas found for smaller
clusters than for the bulk hydride [24].

Giving only the average value for the dehydriding enthalpy is not accurate in the
case of clusters, as it will depend on the amount of hydrogen left in the sample. In
general, the first hydrogenmolecules are easy to extract from a fully hydrided cluster,
but the last hydrides are significantly more difficult to extract. It is remarkable that
both for MgH2 and NaH, calculations indicate that specific hydride clusters inter-
mediate between very small clusters and bulk seem more stable than the bulk
hydride [21, 24]. Although the details of the stability of even small hydride clusters are
not yet well understood, computational methods at least predict that, up to the size of
1–2 nm, the thermodynamics of hydrogen sorptionwill be different from that of bulk
hydrides, which might be very relevant for the application of these ionic hydrides as
hydrogen storage materials.

10.2.2
Kinetics

Not only thermodynamic factors, but also the slow kinetics of hydrogen sorption
are a barrier to practical application for many materials. In this section we will
briefly discuss the expected impact of the particle size on kinetics. First, it is important
to realize which step in the hydrogen sorption process is rate limiting, which depends
not only on the type of material, but also on the specific experimental conditions.
Taking the absorption of hydrogen (which is usually slower than the desorption at a
given temperature) as an example, the following steps can be discerned:

1) hydrogen physisorption at the surface
2) dissociation of the hydrogen molecule/chemisorption
3) surface penetration of the hydrogen into the material
4) diffusion through the hydride layer to the interface with the metallic phase
5) conversion of metal into metal hydride

In some cases the situation can be further complicated, for instance by the
presence of subsurface sites with distinctly different absorption energies, such as
for PdHx (see Figure 10.9). For amathematical analysis of the different steps we refer
to the literature [25, 26]. Hydrogen physisorption (step 1) is a fast process, and hence
generally not rate limiting. Hence, an equilibrium concentration at the surface
(depending on the heat of adsorption and the hydrogen pressure) can be generally
assumed. Also steps 3 and 5 are rarely rate limiting. The rate-limiting step for
absorption of hydrogen is usually either the dissociation of hydrogen at the surface
(which depends on the surface concentration and, hence, indirectly on the physi-
sorption parameters), or the diffusion of hydrogen through the hydride to themetal/
hydride interface, or a combination of both. Which step dominates also depends on
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the stage in the hydriding process: upon increasing hydride layer thickness (assum-
ing hydriding from the outside to the core of the particles), rate limitation due to
diffusion through the hydride layer will gradually become more important [27]. For
hydrogen desorption analogous steps can be discerned.

When considering the potential impact of decreasing particle size on these
properties, two major factors are important: a decrease in solid state diffusion
distances, and enhanced hydrogen dissociation and association rates (due to an
increase in specific surface area, and to the fact that step, kink and corner atoms are
present in higher concentrations in nanoparticles, and are more reactive than atoms
in a perfect,flat, surface). In specific cases other factorsmight play a role. For instance
it is possible thatmechanical strain in the bulkmaterial poses an activation barrier for
hydriding. This strainmight be absent in small, freely expanding nanoparticles, but it
might also be enhanced due to boundary conditions. It is also possible that phase
conversion depends on nucleation of the hydride phase in the metal, which is
determined by defects. Nucleation rates might be enhanced in small particles due to
nucleation at the surface, but, on the other hand, diminished due to a lower
concentration of defects. These specific cases will not be discussed in detail in this
section.

So far, a major step forwards in the processing of hydrogen storage materials was
the application of ball milling in the 1990s [2, 3]. It can also serve as an illustration of
the impact of particle (or more accurately grain) size on the kinetics of hydrogen
sorption. For magnesium (hydride) the absorption is significantly slower than the
desorption of hydrogen. Figure 10.5 shows the impact of ball-milling, which can
reduce the crystallite size down to 30 nm, on hydrogen sorption. For mm-sized
particles the absorption is so slow that it is negligible even after 2 h, while for 50 and
30 nm-sized crystallites 80% of the hydrogen content is attained in 70 and 30min,
respectively.

Figure 10.5 Effect of crystallite size reduction by ball-milling on the hydrogen desorption rates in
vacuum at 300 �C. Reproduced with permission from [2], published by Elsevier, 1999.
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Let us consider movement of hydrogen in the solid state. Following Fick�s
diffusion laws an estimate of the diffusion time t for hydrogen to diffuse over a
distance x is:

t ¼ x2

2D
ð10:3Þ

where D is the effective diffusion coefficient for a given temperature and
hydrogen concentration. The real situation is more complicated than this 1D
situation due the particle shape and other factors. However, the diffusion time is
expected to scale roughly with the square of the distance (which is related to the
particle radius), which is not in disagreement with the results shown in Figure 10.5.
Unfortunately, it is not straightforward to use ball-milled samples to investigate
particle size effects. A problem is that not only the average crystallite size is reduced,
but also the effective diffusion coefficient might be altered by, for instance, the
introduction of metastable phases (such as c-MgH2 instead of b-MgH2) or high
defect densities due to the amount of mechanical energy added. Furthermore, for
materials that are easily passivated in air, like magnesium, breaking up of the
passivating oxide layer can also play an important role, especially for the first
hydrogen absorption run.

In general, the diffusion of hydrogen inmetals, and in interstitial hydrides such as
Pd, is relatively fast, as the lattice is essentially not changing, and the neutral
hydrogen atom can move from one interstitial position to another [28]. However,
for the ionic hydrides the situation is quite different, as themobility of theH�anion is
much lower, especially in the hydride phase, and the metal phase typically has very
limited hydrogen solubility. It is difficult to reliablymeasure diffusion coefficients, as
they depend strongly onmorphology (grain boundaries). Varying values are reported,
but, for instance, for the b-phase MgH2 diffusion coefficients are of the order of
10�14–10�13m2 s�1 at 300 �C, while being 3–4 orders of magnitude faster in the
metallic a-phase [29–31]. This means that diffusion into particles of 1mm or larger
will take more than a few minutes. Hence, decreasing the effective diffusion
distances, and hence crystallite size, is essential for ionic hydrides to achieve
acceptable hydrogen release and uptake rates.

Another rate-limiting step can be the hydrogen dissociation/absorption at the
surface [32, 33]. This is generally not expected to be a problem for compounds
involving transition metals (including noble metals such as Pd and Pt) that are
classical (de)hydrogenation catalysts. The oriented d-electron orbitals have a strong
interaction with hydrogen molecules and atoms, resulting in ready adsorption, and
destabilization of the bond between the two hydrogen atoms in the molecule, and
hence acceptable hydrogen association and dissociation rates. However, the alkali
and alkaline earth (or the s-type)metals generally do not chemisorb hydrogen. Due to
the limited interaction, for well-defined flat surfaces the association and dissociation
of hydrogen is very slow. In practice, the rate is often determined by defects, kink and
step sites, or contamination in the samples. Bringing the particle size into the low
nanometers regime is expected to result in a strong increase in surface reaction rates,
not only due to an increase in effective surface area, but probably even more
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importantly due to an increase in the average reactivity of the surface atoms.
However, it should be realized that, in several cases, it is more practical to use
catalysts at the surface to increase these reaction rates, although effective and
compatible catalysts have not been identified for all metal hydrides.

For alanates, boronates and systems combining several compounds, the situation
is much more complex. The determining step for the kinetics and reversibility in
these systems is usually poorly understood. Probably solid-state transport in het-
erogeneous phases and phase segregation play an important role. Some complex
systems start with a mixture of compounds, and, generally, on dehydrogenation
several different solid phases are formed (for instance NaH and Al in the case of
NaAlH4). Classical hydrogenation catalysts usually do not work, pointing towards the
fact that the association or dissociation of hydrogen is not the rate-limiting factor in
these cases. This is also illustrated by the fact that Ti-based catalysts are the best
known today for NaAlH4, greatly improving both the hydrogenation and dehydro-
genation rates, while the addition of Pd or Ni has no large effect. However, in most
cases the slow reaction kinetics seem related to diffusion or transport in the solid
phases, and for these complex systems it has already been experimentally shown
that bringing down the effective crystallite size can have a large impact (see
Section 10.6).

10.3
Non-Supported Clusters, Particles and Nanostructures

Metal or metal oxide nanoparticles and colloids are widely used for catalytic,
electronic, optical and magnetic applications, and hence an extended range of
preparation techniques is available [34–36]. Direct preparation of metal hydride
nanoparticles or colloids is rare. The preparation techniques can roughly be divided
into three categories: gas-phase preparation, liquid-based syntheses and solid-state
reactions. For nanoparticles the gas-phase and solution-based techniques are the
common ones, as solid-state synthesis (except ball-milling) usually involves high
temperatures and hence larger crystallite sizes. In general, gas-phase techniques only
produce small quantities of metal nanoparticles, which are mostly used for funda-
mental studies and specialty applications. It is relatively easy in the gas phase to grow
small clusters, and have adequate control over the number of atoms in a cluster. Also,
it is possible to have controlled reaction in the gas phase, for instance by adding small
amounts of hydrogen or oxygen. The growth of nanoparticles in solution is also
widely used. Especially, noble metal nanoparticles can been grown in solution with
good control over size and shape. However, in general, the growth of light metal
hydrides such asmagnesium or lithium in solution is cumbersome, asmost of them
react very readily with common solvents.

In this part of the chapterwewill discuss the preparation and available information
on the hydrogen sorption properties of both nanoparticles and nanostructures,
classified according to the type of material. We will first brieflyly discuss very small
clusters (generally not more than a few 100 atoms) produced in the gas phase. This
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comprises both metallic hydrides, and metals that only form surface hydrides.
Nevertheless, also for the latter, the hydrogen sorption capacity of nanoparticles
can be appreciable due to the large surface to volume ratio. The second part will deal
with interstitial hydrides, discussing palladium (hydride) nanoparticles as the most
prominent example. The last part discusses ionic hydrides, focussing onmagnesium
hydride, which so far is themost widely studied nanosized alkaline (earth) metal that
is relevant for hydrogen storage. For magnesium, both growth in solution and using
gas- and liquid-based techniques have been experimentally demonstrated. However,
understanding the influence of the particle size onhydrogen storage properties is still
in its infancy, as only very recently were the first results on the hydrogen sorption
properties reported.

10.3.1
Transition Metal Clusters

Gas phase clusters of almost any metal can be conveniently formed using so-called
cluster sources. Metal atoms in the gas phase can be created, for instance, by laser
ablation, evaporation or ion- or magnetron-sputtering of a target. Clusters are then
formed either by spontaneous nucleation and growth, or the supersaturation is
increased by an adiabatic expansion. Typically, a molecular beam is created in which
the metal particles are entrained in an inert gas flow. Depending on the source,
neutral and/or charged clusters are produced. In addition, it is possible tomanipulate
the charge state of clusters after production and to mass select them. The (mass-
selected) clusters can then be characterized or deposited using soft-landing techni-
ques. A wide range of characterization techniques is available, such as mass
spectroscopy, photoionization spectroscopy, and optical spectroscopy (IR, Raman
or UV), and, after deposition, diffraction experiments, scanning tunneling micros-
copy and electron microscopy.

It is expected that the applicability of this type of clusters for practical hydrogen
storage applications is limited. It is difficult to envision how the gas-phase
method of cluster generation could be upscaled to produce clusters in industrial
quantities and become cost-effective. Furthermore, gas phase clusters are present
in relatively low concentrations, and increasingly tend to sinter when the concen-
tration is increased. However, stabilization might be achieved by condensation in a
cooled liquid, or by capturing the clusters in a support material. The unique
control over the size and the ample characterization possibilities make small
metal (hydride) clusters very important for fundamental research on size effects.
For the smallest sizes direct comparison with DFT-based calculations is possible.
However, such calculations become prohibitively expensive for systems containing
more than 10–20 transition metal atoms. This might be resolved by using semi-
empirical potentials and/or molecular dynamics to assess the somewhat larger sized
clusters.

The reactivity of the smallest clusters towards hydrogen molecules is directly
related to the stabilityfluctuations discussed in Section 10.2.1. Formetal clusterswith
open d-shells (most of the transitionmetals) such as Ni, Co and Fe, large variations in
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cluster reactivity are observed, which are related to the valence electronic structure of
the specific cluster sizes. Although the kinetics of reaction are strongly dependent on
the exact cluster size, for clusters larger than about 10 metal atoms the binding
energies show only a weak size dependence [9, 37]. For closed shell systems, for
instance, for Cu, Ag, and Au, a clear correlation between the stability predicted by the
electronic and geometrical magic numbers, and the experimental reactivity towards
small molecules is observed [38].

Even for metals that do not form bulk hydrides, very appreciable hydrogen
storage capacities might be achieved due to their high surface/volume ratio.
In several studies of transition metal clusters loadings much higher than one
hydrogen (or deuterium) atom per metal have been reported, as illustrated in
Figure 10.6 [39, 40].

It is clear that Ni, Pt and Rh clusters containing less than 50 atoms can be
significantly enriched in hydrogen compared to flat surfaces, containing up to 8, 5
and3deuteriumatomsperRh,PtandNimetal atom, respectively. This canprobablybe
ascribed to a combinationof enriched stoichiometry of the corner andedgemetal ions,
a preference ofhydrogen tobind tobridge and face sites instead ofhigher coordination
sites, and, in some cases, a contribution of subsurface hydrogen sorption. Further-
more, certain small metal clusters can bind hydrogen molecularly with appreciable
binding energies. The high hydrogen coordination number raises the question
whether very highly dispersed (either very small clusters or even monoatomically
dispersed) transitionmetals on carbon might be suitable as hydrogen storage materi-
als, as proposed by Yilderim et al. [41].
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10.3.2
Interstitial Hydrides, Focussing on Palladium Hydride

Several transitionmetals such as V, Nb, Ta, and Pd can form stable bulk hydrides, so-
called interstitial hydrides; the bonding in the hydride phase is not ionic but mostly
metallic in character, and the hydrogen to metal ratio is not necessarily stoichio-
metric. Especially, nanoparticles of noble metals such as Pd are relatively easy to
prepare by various methods, such as vapor phase deposition on substrates, reduc-
tions of salts in solution (electrochemically or electroless), and the inverse micelle
templated growth. They are not easily oxidized, and, in recent years, several methods
have been developed to precisely control the size of the particles or clusters.
Furthermore, growth in solution in the presence of surfactants and stabilizers allows
control over the shape of the final particles [35, 36, 42].

Palladium nanoparticles with a size of a few nanometers supported on carbon are
widely used as catalysts, for instance in three-way automotive exhaust catalysts and
fuel cells, and can easily be prepared by impregnation of a porous support bodywith a
precursor solution, followed by drying, decomposition of the precursor and, if
necessary, reduction. It is well-known that the activity and selectivity of these catalysts
for hydrogenation reactions depend on the palladiumdispersion for particles sizes in
the range 1–10 nm. It is, hence, not surprising that the interaction of Pd with
hydrogen, and the influence of nanosizing, have been widely studied.

Palladium is a special case in the Group 10metals: in contrast to Ni and Pt it forms
bulk hydrides under mild conditions. The schematic Pd-H phase diagram is shown
in Figure 10.7. At low hydrogen concentrations the atoms occupy a small fraction of
the interstitial octahedral positions in the palladium fcc lattice (the diluted PdH or a-
phase), up to about 0.015 H per Pd atom at room temperature. With increasing
hydrogen gas pressure (and below the critical temperature Tc, which is 295 �C for

Figure 10.7 Pd–H phase diagram, isotherms are indicated (after [43]).

10.3 Non-Supported Clusters, Particles and Nanostructures j293



bulk Pd), the concentration of the hydrogen in the palladium increases, and
nucleation of a second phase occurs (the concentrated or b-phase) which contains
hydrogen in an H/Pd ratio up to 0.6–0.7. This non-stoichiometric amount is not
determined by the lattice symmetry (only some of the octahedral sites are filled), but
by the electronic interaction; the energy gain is due to sharing of the electron density
of the hydrogen atom with the s and d-band electron density of the palladium.

The a-phase to b-phase transition is accompanied by a lattice expansion of
approximately 3.5%. A large two-phase region exists, in which the a- and b-phases
are in thermodynamic equilibrium. If, at relatively high pressures, all PdHx is
converted into the b-phase, the incorporation of further small amounts of extra
hydrogen is associated with rapidly increasing hydrogen pressures and a slight
further expansion of the Pd fcc lattice. The coexistence of two phases (a hydrogen
diluted and concentrated phase) is a common feature ofmostmetal-hydride systems.
Diffusion of hydrogen in palladium is relatively fast at room temperature, and the
heat of absorption of hydrogen in palladium is slightly less than 40 kJ (mol H2)

�1,
both very favorable for on-board hydrogen storage applications. However, palladium
is a relatively heavymetal and the bulk hydride contains less than 1wt%hydrogen. As
it is also very expensive, it is not of practical relevance as a bulk hydrogen storage
material. Nevertheless, it is one of the most important model systems for hydro-
gen–metal interaction. An extensive review of the effect of the crystallite size on the
interaction between palladium and hydride has been recently published by Pundt
et al. [44].

Figure 10.8 gives an overview of some hydrogen sorption measurements for
nanoparticles of different sizes and shapes. Two striking observations are that there
are important differences between nanoparticulate palladium and bulk palladium,
and that the scatter in the data for the palladium nanoparticles is very large. All
nanoparticulate samples have a few characteristics in common compared to the bulk:
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. higher hydrogen uptake at low pressures

. a lowering of the hydrogen uptake in the beta phase

. a decrease in the width of the two-phase coexistence region

. a slope in the isotherm in the coexistence region

To explain the different behavior for nanoparticles, it is important to realize that for
palladium not only absorption in the bulk of the material is important, but also the
sorption of hydrogen near the surface should be considered. It is known that
palladium forms surface hydrides, with about 1 H per Pd surface atom. However,
sorption in subsurface sites is also important, as evidenced by studies on (flat (110)
surfaces [45]. Figure 10.9 shows a schematical representation of the energy levels for
the hydrogen atom at the surface, in subsurface sites, and absorbed in the bulk.

Many of the experimental observations can also be explained by considering that
hydrogen sorption near to the surface is more favorable than absorption in the bulk.
The significant surface chemisorption and subsurface absorption explain the ap-
parent increased solubility of hydrogen in the a-phase (the increase in hydrogen
sorption at low pressures) as this is due to the relatively large surface/volume ratio.
Similarly, the decreased absorption in the bulk b-phase can be explained, as there are
simply less bulk absorption sites available per mole palladium in nanoparticles
compared to the bulk. A combination of these two factors results in a decrease in the
width of the two-phase coexistence region. The sloping isotherm in the two-phase
region is still under discussion. Itmight be related to a distribution in particle sizes or
geometries, strain, or an intrinsic property of nanoparticles [42, 44].

A very interesting question is what the influence is of particle size on the relative
stability of the hydride. As indicated before, it is not really useful to talk about �the�
heat of sorption, as there is a clear distribution in energies. Nevertheless, very
generally speaking, one would expect the stability of the hydride to increase with
decreasing particle size, due to the higher stability of the (sub)surface hydride.
However, as can be seen there is a very large scatter in the data obtained experi-
mentally. Pdnanoparticles as such are not stable at elevated temperatures as they tend

Figure 10.9 Energy levels for hydrogen at the surface of and in palladium ([44] redrawn from [45]).
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to sinter, especially when hydrogen is present. A support material can prevent
sintering by stabilizing the particles and inhibiting coalescence. For particles in
solution, they have to be stabilized with a soft or harder matrix, for instance by
employing surfactants or polymers. The scatter in the results ismost likely due to the
effect of the different supports, matrices and stabilizers present. It is theoretically
well-known that internal stress due to clamping or confinement, or interfacial
tension between particles and stabilizing polymers or surfactants has a large
influence on the thermodynamics of hydrogen sorption. Furthermore, depending
on the presence of stabilizers, the particle shape can be different from that of bulk
crystals up to relatively large particle sizes.

10.3.3
Ionic Hydrides, Focussing on Magnesium Hydride

The binary metal hydrides that are most interesting for practical application in
hydrogen storage are those of the lightmetals,more specifically the alkali and alkaline
earth metals such as lithium, magnesium, and sodium. Unfortunately, these binary
hydrides are all very stable, resulting in low hydrogen equilibrium pressures at room
temperature. Magnesium hydride is the most relevant one as it is cheap and
abundantly available and the least stable hydride of the series. It is also the only
one for which the hydrogen sorption properties of nanoparticles or structures have
been studied in somewhat more detail.

Unfortunately all alkali (earth) metals have low reduction potentials, whichmeans
that they react readily not only with oxygen and water, but also with many other
compounds containing oxygen or nitrogen atoms. Due to their large surface to
volume ratio the nanosizedmaterials are especially reactive, hence the synthesis and
handling is amajor challenge. Furthermore bulk metals can often be �passivated� by
the formation of a protecting oxide layer (typically one to a few nanometers thick),
which, for materials with dimensions of only a few nanometers, would mean that
most of the material is lost.

Knowledge of the synthesis, handling, and properties of alkaline (earth) nano-
particles and compounds in solution traditionally comes from two areas: organo-
metallic chemistry and batteries. Li-ion batteries are an important class of recharge-
able and lightweight batteries [46], and magnesium-based batteries are under
development [47]. For these applications the low reduction potential and reactivity
of nanoscale lithium and magnesium are an important challenge, which led to the
development of specialized solvents and electrolytes, often based on carbonates or
ethers [48, 49]. Lithium and magnesium compounds are also commonly used
reactants for organometallic synthesis (the so-called Grignard reagents) while the
hydrides of sodium, magnesium, potassium, and also aluminum hydrides such as
NaAlH4 and LiAlH4 and boron hydrides such as NaBH4 and LiBH4 are in common
use as reductants.

Already since the 1960–1970s itwas known that Li,Na andMg could behydrided in
solution under verymild conditions (typically 1 barH2 and room temperature or 0 �C
in the presence of a catalyst). Using this type of reaction, finely divided and very
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reactive LiH,NaHandMgH2 could be prepared in solution [50, 51]. One of the first to
realize the potential of these chemically-prepared light metal hydrides for hydrogen
storage was Bogdanovi�c [52, 53]. He preparedMgH2 by combiningmagnesiumwith
anthracene in THF solution (forming a magnesium-anthracene complex), and then
hydriding this complex in the presence of halides of chromium, titanium at room
temperature at 1 barH2 pressure, or in a faster process at 60–65 �Cunder 1–80 barH2

pressure. The finely divided MgH2 was isolated from the solution as a powder.
Testing showed that it decomposed at 330 �C and rehydrided at 230 �C under
atmospheric hydrogen pressure, much milder conditions than previously reported
for hydrogen (see Figure 10.10). Furthermore, high pressure cycling experiments
were performed, showing no significant loss of capacity over 30–50 cycles (using
99.9%pureH2). Thematerial showed a fractal-likemorphology, with agglomerates of
500 nm and 50 nm crystals, and a specific surface area of 70–130m2 g�1.

The hydrogen sorption properties were further investigated by Zidan et al. [54],
who confirmed the rapid uptake and release of the hydrogen (>80% in 10min uptake
at 330 �C and 8 bar H2 pressure) with an improvement by a factor of two in the
presence of a Ni catalyst. The rapid kinetics were mostly attributed to shorter
diffusion distances of the hydrogen in the solid (hydride) material, although a
contribution from enhanced hydrogen dissociation due to the large specific surface
area was also likely. Equilibrium sorption measurements showed that the thermo-
dynamics were similar to those of bulk magnesium hydride, with an enthalpy of
formation of the hydride of 75 kJmol�1 derived from the absorption isotherms at four
different temperatures. This is in agreement with what would be expected for
particles with a minimum size of 50 nm.

From research into battery applications its is known that magnesium salts are
unstable in most polar aprotic solvents, such as esters, acetonitrile, and the standard
alkyl carbonate lithium-battery electrolyte solvents. In the literature it is reported that
it is possible to have magnesium in liquid ammonia solutions, either prepared
electrochemically [55] or by trappinggas-phasenanoparticles by co-condensation [56].
It is known that alkalimetals can be dissolved in liquid ammonia, resulting in cations

Figure 10.10 Hydrogen desorption at 330 �C, 1 bar, and rehydrogenation at 230 �C, 1 bar for (a)
and (b) commercial MgH2 powder, and (c) and (d) chemically prepared MgH2., either without, (a)
and (c), or in the presence of a Ni catalyst, (b) and (d). With permission from the IAHE [52].
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associated with solvated electrons (leading to blue solutions).However, a problem for
magnesium solutions is that they are intrinsically unstable, due to the formation of
the amide:

½2e�;Mg2þ �þ 2NH3 !MgðNH2Þ2 þH2

which upon further heating, or evaporation of the ammonia, might be expected to
react toward the more stable nitride:

3MgðNH2Þ2 !Mg3N2 þ 4NH3

Imamura et al. claimed that this reaction could be avoided by evacuating the
solution at low temperatures (< �45 �C) and adding THF to the solution. They
obtained relatively large (17–23 nm) magnesium nanoparticles after removal of the
solvent. However, if this was done in the presence of activated carbon much smaller
crystallites (below the XRD diffraction limit) were obtained. The first hydrogen
desorption measurement was complicated by the potential reaction of the magne-
sium with the strongly bound ammonia upon heating (also yielding hydrogen), and
sample changes upon heating were not clear. However, the particles could be
rehydrided quickly under mild conditions, especially in the presence of 1% Ni on
carbon (>80% within 5 h at 0.5 bar and 200 �C) [56, 57].

Apart from liquid ammonia, only ethers have been proposed as suitable solvents
for magnesium salts [48]. Electrochemical growth of magnesium from these elec-
trolyte solutions leads to relatively large scale, dendritic nanostructures, and is not
suitable for the production of significant amounts of nanoparticles. However,
recently, Gedanken et al. [58] reported the combination of electrochemical deposition
with ultrasonicmethods to facilitate the formation of small particles. Precursorswere
theGrignard reagents EtMgCl andBuMgCl, whichwere dissolved in tetrahydrofuran
(THF) or dibutyldiglyme. To increase the conductivity of the electrolyteAlCl3 could be
added, leading to the formation of electrochemically activeMgClþ species. Electrical
current pulses (forming a high density of fine metal nuclei) were followed by
ultrasonic pulses that removed these metal particles from the electrode. XRD (via
applying the Debye Scherrer equation) yielded average crystallite sizes of 20–30 nm,
while transmission electron microscopy showed that 4 nm particles were present in
the sample (see Figure 10.11). Hydrogen sorption properties were not reported [58].

Very recently Aguey-Zinsou et al. [59] prepared 5 nm magnesium particles in
solution using tetrabutylammonium as a capping agent and stabilizer. The magne-
sium was generated electrochemically using a magnesium anode and cathode. The
nanoparticles were separated from the solution by centrifugation, washed with THF
and dried under vacuum at 50 �C. The particles were hydrided in 5 h using 20 bar H2

at 60 �C. The thermal desorption and DTA spectra were complicated by a phase
transition, melting and decomposition of the TBA upon heating (also releasing
hydrogen). However, comparing the hydrided colloids to the non-hydrided ones, an
extra hydrogen release starting at 100 �Cwas observed, and amore endothermic peak
in the DTA spectrum around 165 �C. The extra amount of hydrogen released agreed
with that expected for full hydrogenation of the Mg colloids. Furthermore, the
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thermodynamic stability seemed different than that of bulk MgH2, as dehydriding
was possible at 85 �C and 3mbar H2 pressure (while for bulk MgH2 this would need
pressures below 0.1mbar assuming 74 kJ (mol H2)

�1 enthalpy of formation). The
decrease in stability could be due to the high surface/volume ratio, but might also be
induced by the stabilizer [59]. In an alternative approach Aymard et al. first
electrochemically deposited Li on (ball-milled) MgH2/C electrodes, which led to the
formation of 10–50 nmMg particles embedded in a LiHmatrix. Subsequent removal
of the LiH (leaching with a 1M triethylborane in THF solution) led to nanosized Mg
which could be fully hydrided at 100 �C under 10 bar of H2 in 1 h [60].

Several groups reported the gas-phase growth of magnesium nanoparticles in a
vacuumor inert atmosphere [61–64]. Particle sizes ranged from1.4 to 100nm.Usually
a hexagonal platelet shape was found, and if no special measures were taken, the
particles were passivated by the base pressure of oxygen, growingMgO shells of about
3 nm[63, 64]. The shapewas clearly influencedby thepassivatingoxygen layer.Kimura
et al. [62] protected the metal particles by trapping them in a matrix of hexane at
cryogenic temperatures. Synthesis was performed by subliming a Mg tip in an
atmosphere of 6N He gas. Mg particles with different sizes, ranging from 1.4 to
40nmwere formed.Theparticleswere then transferred to anitrogenatmosphere, and
magnetic susceptibility measurements were performed in a glove box in a quartz cell.
Excellent control over the particle sizes for the smaller particleswas obtained (1.4� 0.3
nm, 1.7� 0.3 nm), 2.5� 0.8nm, 5.2� 2.9nm, and 40� 25nm), with the 1.4 nm
particles containing about 60 atoms. The authors state that the measurements were
not hampered by significant oxidation of the nanoparticles. Clear quantumsize effects
of the small magnesium particles were observed (enhancement of the paramagne-
tism), which could be ascribed to the importance of the electronic state of the corner
atoms of the particles. Unfortunately, hydrogen sorption properties were not reported.

Recently, several authors have reported first results on the hydrogen sorption
properties of magnesium (hydride) nanostructures with different shapes, such as
wires, platelets and spheres grown from the vapor phase [65–67]. In general, the
hydrogen sorption kinetics were very fast compared to bulk, non-catalyzed magne-

Figure 10.11 Bright field (a) and dark field (c)
electron micrographs of part of Mg
nanocrystallites; (b) shows the particle size
distribution as derived from electron

micrographs. The crystallite size derived from
XRD was 20–30 nm [58]. Reproduced with
permission of The Royal Society of Chemistry.
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sium (hydride), and no activation cycles were needed. A note of caution is that it
might be difficult to excludemetal contamination during growth, as the investigators
typically used stainless steel or Inconell sample containers and substrates, which
contain high amounts of different metals, most notably nickel. The XRD charac-
terization generally shows onlymagnesium (hydride) as a crystalline phase.Often the
wires disintegrated due to mechanical strain on cycling more than 5–15 times, and
hence might be used as a source to generate nanoparticles [65, 67].

Materials with a relatively well-defined morphology were obtained by Chen
et al. [65] Commercial Mg was evaporated in a stainless steel tube, and deposited
on a cooler (300 �C) stainless steel substrate. The morphology of the deposits was
tuned by varying the Ar flow (400–800mlmin�1), temperature (750–950 �C), and
heating time. At 950 �CMg nanowires were formed predominantly, and their aspect
ratio could be tuned by varying the flow rate. The hydrogen sorption properties of
nanowires with diameters of 30–50, 80–100, and 150–170 nm were measured (see
Figure 10.12) The activation energies for hydriding/-dehydriding were dependent on
the nanowire diameter, and were for the smallest diameter only 33.5/38.8 kJmol�1

Figure 10.12 Scanning electron micrographs
(a) and hydrogen sorption properties (b) for
MgH2 nanowires with diameters of 30–50,
80–100, and 150–170nm (decreasing size

indicated with arrow). Hydrogen pressure
4–20bar for absorption, and 0.2–6 bar for
desorption. Reprintedwithpermission from[65].
Copyright (2007) American Chemical Society.
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(compared with that of catalyzed and ball-milled MgH2/Nb2O5 of 63–65 kJmol�1).
Furthermore, the formation enthalpy for the hydride depended on the nanowire
diameters, and was 63.3, 65.9 and 67.2 kJ (mol H2)

�1 for the 30–50, 80–100 and
150–170 nm diameter wires, respectively. This suggests a lower enthalpy of forma-
tion than that of bulk MgH2 (74 kJmol�1) [65].

In conclusion,we can say that bothwith solution-based and vapor-basedmethods it
is possible to preparemagnesium (hydride) nanoparticles and structures. In solution
the synthesis is complicated by the low reduction potential of the magnesium, while
in the gas phase preventing the oxidation of the nanoparticles is a major challenge.
Reports on the relation between size and structure and hydrogen sorption properties
are still scarce, but fast kinetics and low activation barriers are clearly proven, and
there are indications of a change in thermodynamic stability. We are still far from a
fundamental understanding of these effects, as different factors such as not only size,
but also shape, oxidation and mechanical stress in the nanostructures might play a
role. Given the rapid progress in recent years, it will be very exciting to see how the
field develops in the future.

10.4
Support Effects

The idea of using porousmaterials as a support for nanosized active species is widely
used in the field of catalysis. Depending on the application, a support material can
fulfill a number of different purposes, of which Figure 10.13 gives a schematic
overview. It is very difficult to separate all these effects and in a practical experiment
one will always end up with a combination of factors, depending on the system
(choice of metal hydride, support and synthesis conditions).

We will now briefly discuss all the different effects, first those that affect the
intrinsic hydrogen sorption properties of the active phase deposited on the support

Nanometer sized particles: 

- stabilization of particle size 

- change in thermodynamics 

- faster kinetics

Active hydrogen storage 
compound

Porous support

Active phase confinement 
 and anchoring: 

- prevention of sintering 

- limiting phase segregation  

- change in thermodynamics

Deposition

Macroscopic support bodies: 

- improved thermal management

- mechanical system stability

- tuning accessibility active phase

Figure 10.13 Schematic illustration of the potential impact of using nanoporous supports for
hydrogen storage materials.
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(like the influence on particle size or physical confinement) and then those related to
impact on the overall system characteristics (such as overall thermal conductivity or
mechanical stability of the material packed into the hydrogen storage tank).

10.4.1
Stabilization of Small Particle Sizes

In heterogeneous catalysis, porous support bodies are widely used to obtain a good
dispersion of the nanosized activemetal. Only the surface of themetal is active and as
often expensivemetals of limitedworldwide resources are involved (Pd, Pt, Rh, Co), it
is essential to maximize the surface to volume ratio. Metal surface atoms gain
significant mobility at temperatures of roughly half the melting temperature (the
�Tamman temperature�). Due to the large surface energy contribution, small metal
particles have a strong tendency to sinter at around this temperature or above. To
prevent sintering, the nanoparticles are anchored on a support, usually either an
oxide such as SiO2, Al2O3 ZrO2, or MgO, or porous carbon materials. The support
plays multiple roles: it facilitates the preparation of very small particles, prevents
sintering during catalytic activity that is often taking place at relatively high tem-
peratures and under chemically reactive atmospheres, and also improves the overall
mechanical properties and stability of the system, allowing packing in large reactors.
Furthermore, there are several examples in which the support–metal interaction also
influences the catalytic activity of the metal nanoparticles.

Figure 10.14 shows two examples of supported nanoparticles from heterogeneous
catalysis. A 20wt% loading of 4 nm NiO particles has been deposited inside the
mesopores of SBA-15, an ordered mesoporous silica. Reduction results in highly

Figure 10.14 Two examples of <10 nm
particles deposited on supports: (a) 4 nm NiO
nanoparticles inside the mesopores of SBA-15
SiO2. Reproduced with permission from [68].
Copyright Wiley-VCH Verlag; (b) 2 nm Pt

particles on carbon nanofibers, after heating for
2 h to 700 �C in flowing N2. Reproduced with
permission from [69], published by Elsevier,
2004.
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dispersed Ni nanoparticles of the same size, which are an active catalyst in hydro-
genation reactions. The NiO is formed by impregnation of the porous silica with an
aqueous precursor solution containingnickel nitrate, followedbydrying and a special
heat treatment [68]. The presence of a nanoporous support facilitates the preparation
of small particles: if the solution is dried and the precursor is decomposed in the
absence of a support, significantly larger NiO crystallites result.

An example showing the influence on size stability is the 5wt% loading of 2 nmPt
particles deposited on carbon nanofibers (Figure 10.14 (b)). The platinum was
deposited on the fibers by precipitation from an aqueous Pt(NH3)4(NO3)2 solution,
where the deposition was controlled by a gradual pH change due to the decompo-
sition of urea. After heat treatment for 2 h at 700 �C in N2 flow, only a very modest
increase in average particle size was observed (from 1.4 to 2.3 nm) which illustrates
the stabilizing influence of the support on the particle size. [69]. Apart from the
stabilization of particle sizes by anchoring, stabilization by confinement or trapping
can also play an important role.One of themost logical examples of this phenomenon
is that of metal clusters in zeolite cages [70].

In general, the active metal particle size is influenced by the experimental
preparation procedure, the pore size and chemical nature of the support, and the
loading of the active phase. Impregnation of a porous support with a precursor
(solution) of the active phase is the most widely used method in catalysis to prepare
supported nanoparticles. However, other methods, such as deposition precipitation,
ion-exchange and melt-infiltration have also been developed. In the past few years
these types of methods have also begun to be explored for the preparation of
nanosized metals for hydrogen storage. An additional complication is that the
relevant light metal hydrides are not easily reduced from the oxidic state while
for catalysts first forming the oxide, and then reducing it to metal nanoparticles
is a common approach. Furthermore, (the precursors of) most of the light
metals are not compatible with the aqueous solutions widely used in the preparation
of catalytic materials. Nevertheless the experience and insight developed in the
preparation of supported nanoparticles in heterogeneous catalysis can serve as a
useful basis for the preparation of light metal (hydride) nanoparticles for hydrogen
storage.

10.4.2
Limiting Phase Segregation in Complex Systems

A second type of effect is that restricting mobility by anchoring onto a support, or
confining in the pores of a support, can limit macroscopic phase segregation.
This effect is related to the particle size stabilization but is especially relevant in
more complex systems involving multiple phases. In the quest for the optimum
thermodynamic properties for a hydrogen storage system, increasingly complex
systems are studied, basically moving from binary hydrides such as PdH andMgH2,
via complex hydrides such as NaAlH4 or LiBH4, to even mixed systems (so-called
�reactive hydrides� or �destabilized hydrides�) such as LiBH4 þ MgH2 [4, 5]
and MgH2 þ LiNH2 [71, 72]. For these systems it is increasingly difficult to achieve

10.4 Support Effects j303



ready reversibility of the hydrogen sorption, even if the thermodynamics are
favorable. Macroscopic phase segregation probably plays an important role. For
instance when dehydriding NaAlH4, in the first step two different solid phases are
formed:

NaAlH4 !NaHðsÞþAlðsÞþ 3
2
H2ðgÞ

Electron microscopy elemental analysis shows that upon dehydriding phase
segregation indeed occurs in mm-sized domains containing preferentially Na or Al,
as illustrated in Figure 10.15.

Thismeans that during the reverse reaction both components have to diffuse back
to the interfacial region, and interdiffuse to again form one single alanate phase. In
general, the diffusion of solids over mm-distances is very slow. Confinement of the
phases in small pores, or anchoring of the phases to restrict theirmobilitymight be an
important factor in improving the reversibility.

Another effect is that confinement in poresmight influence the phases formed for
complex systems. Although not completely understood this is found experimentally,
for instance, by Autrey et al. for the confinement of ammonia borane in mesoporous
SiO2 and carbon (see Section 10.6.1) [74]. For complex materials often not only
thermodynamic considerations but also kinetics have an import influence on which
phases are formeduponhydriding or dehydriding. For instance, ondecomposition of
LiBH4 the thermodynamically most favorable reaction is:

LiBH4 ! LiHþBþ 2H2

Nevertheless, in the decomposition of boronates, the formation of B2H6 and other
boron hydride species is also often observed.

Figure 10.15 Scanning electronmicroscopy (a) combined with elemental analysis, (b) of Ti-doped
NaAlH4 after dehydrogenation, showing the about 3 mm-sized Na- and Al-rich regions (black
areas). Reproduced with permission from [73], published by Elsevier, 2000.
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2LiBH4 ! 2LiHþB2H6

This probably proceeds via the formation of BH3 for kinetic reasons. Another well-
known example is the decomposition of LiNH2, which usually results in the
formation of significant amounts of ammonia:

2LiNH2 ! Li2NHþNH3

This reaction path changes completely, and the formation of ammonia is sup-
pressed if the LiNH2 is in close contact with an equimolar amount of LiH [71]:

2LiNH2 þ LiH! LiHþ Li2NHþH2

In these examples the formation of unwanted gaseous products can only be
prevented if the kinetics for the desired reaction path are favorable, and intimate
contact between the relevant reactants is ensured. Confining the material in
nanopores might be very useful for increasing the effective contact area and time.

10.4.3
Metal–Substrate Interaction

From catalysis it is well-known that the metal–substrate interaction influences
the reactivity of supported nanoparticles. For instance, for noble metal particles on
oxidic supports, the hydrogenation and hydrogenolysis activity is much greater
if the support has a higher acidity (high concentration of acidic �OH groups at
the surface) than for neutral or alkaline oxidic supports. The influence of the
presence of a support on the catalytic activity of metal nanoparticles has been
ascribed to [70, 75–79]:

. variations in metal nanoparticle shape and structure due to the support

. electronic support effects

. specific sites at the metal–support boundary and spill-over effects

The impact of the presence of a support on the stability and reactivity of the
nanoparticles is greater if the bonding between nanoparticle and substrate is strong,
and if the nanoparticle is small. The nature of the bonding depends on the type of
metal. Free-electron metals, like the alkali and alkaline earth metals and also
aluminum, bind to the surface of an oxide through the Coulomb interaction between
the surface ions and their screening charge density in themetal. Transitionmetals on
the other hand can form quite covalent bonds across the interface, by intermixing of
themetal 3dwith theO 2p orbitals of the oxidic substrate. For noblemetals with filled
d-shells the binding is of an intermediate nature. The interaction with carbon
supports is usually weaker than that for oxidic supports due to the absence of
polarity [79–82]. Completewetting of a support, or totalflattening of thenanoparticles
seldom occurs. Nevertheless, a distortion of the isolated 3D particle shape is usually
observed [82, 83]. Equilibrium particle shapes are hard to predict computationally, as
it is intrinsically difficult to couple cluster calculations for the small metal (hydride)
cluster to periodical calculations for the support. The shape is most strongly
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influenced for covalently binding metals on polar supports. The interaction and,
hence, influence on the particle shape is expected to be smallest for filled-shellmetals
on carbon supports. As an example Figure 10.16 shows the calculated structures for
13 atom Pd and Pt clusters on an extended graphene sheet [84]. Binding energies of
1.2 eV for the Pd and 0.7 eV for the Pt cluster are found. The difference between the
two noblemetals can be ascribed to weakermetal–metal bonds within the Pd cluster,
which result in a more open structure and more adaptation to the support structure.
In this case only a slight deformation of the clusters, and a slight elongation of the
bond lengths were predicted.

Calculations give information about the thermodynamically most favored mor-
phology. However, these morphologies can only be expected to be observed for pure,
uniform and well-defined support and cluster combinations, and after heating to
temperatures high enough to allow the atoms of the nanoparticles to gain enough
mobility to attain the equilibrium position. In practice, particle shapes are typically
not determined purely by thermodynamics, but are strongly influenced by the
preparation or deposition procedure [78]. Furthermore, defects and contamination
often play an important role in particle anchoring, and temperature and gas
atmosphere are also factors determining the particle shape. Techniques like STM
and high-resolution TEM give experimental information about the morphologies on
flat model substrates, while for 3D nanoporous supports the particle shapes can be
derived from TEM or indirectly from EXAFS. A variety of particle shapes is reported
for given nanoparticle–support systems, sometimes even within one sample [85]. In
general, rather flat particle shapes are observed, for instance for Pt/Al2O3 and Pd/
Al2O3 [79]. Even for systems for which theoretically almost spherical particle shapes
are predicted, like Pt or Pd on carbon, experimentally clearly flattened particles are
often observed, such as for the Pt/C system [86].

The changes inmetal nanoparticle reactivity due to a support are often explained in
terms of electronic effects. Experimentally a shift in electronic levels, especially

Figure 10.16 Calculated structures for 13 atom Pd and Pt clusters on an extended graphene sheet,
binding energies 1.2 eV for Pd and 0.7 eV for the Pt cluster. Reproduced with permission from [84],
published by Elsevier, 2004.
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around the Fermi level, is observed by XPS, for instance for Pd/SiO2 [78]. However,
the exact nature of this electronic effect is a matter of debate. Several models
propose the transfer of electron density between metal and oxidic support. For
instance, for acidic oxide supports it is proposed that the support withdraws electron
density from the metal nanoparticle, leaving it electron deficient [87, 88]. Other
models do not involve electron transfer between metal and support but assume that
the primary interaction is a Coulomb attraction between metal particle and
support oxygen ions [89]. This then leads to a redistribution of the electron density
within the metal nanoparticle, leaving the surface furthest away from the
support electron deficient, and, hence, more reactive than for an isolated metal
nanoparticle. In general carbon support materials are considered to be neutral
carriers. As carbon has such as low surface polarity, the presence of defects is often
crucial for anchoring nanoparticles. These defectsmight be unintentional: structural
defects or caused by contamination. Also, intentional modification of the surface
(for instance introducing carboxylic groups by oxidation with aqueous HNO3

solution) will significantly increase the possibility to anchor active materials to the
support [90, 91].

A third factor to be considered is whether there is the possibility of reaction
between the active hydrogen storage phase and the support. Especially for oxidic
supports, compounds (silicates, titanates, zirconates, etc.) can often be formed. On
the one hand this reduces the amount of activematerial present in the system.On the
other hand, if the reaction is limited to an interfacial layer, it might present an
effective strategy for strong bonding of the active phases. Carbon is generally not
reactive, although carbides or intercalation compounds can be formed for certain
metals.

The presence of hydrogen and the formation of hydrides will influence the surface
energies, and hence the equilibrium shape of themetal particles [83]. Themobility of
the nanoparticle atoms is also changed by the presence of hydrogen. In general, for
the alkali and alkaline earthmetals, a lowermobility of themetal hydride compared to
themetal would be expected, while, for instance, for the noblemetals the hydrides are
usually significantly more mobile. Catalytically active metals such as Ni on carbon at
higher temperatures are a special case where entire crystallites have been observed to
�float� over the carbon substrate. This is due to reaction of hydrogen with the carbon,
with the methane formation being catalyzed by the Ni nanoparticles. Effectively, the
carbon is etched, lifting entire crystallites [92]. However, this phenomenon is
generally expected to occur at temperatures >300 �C, higher than that relevant for
reversible on-board hydrogen storage.

10.4.4
Physical Confinement and Clamping

The (de)hydrogenation process involves a change in volume, and, hence, the
boundary conditions at the interface of the nanoparticles are expected to have an
influence on the relative stability of the hydride with respect to the metal. For thin
films it is known that 2D clamping at the thin film/substrate interface can lead to very
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drastic changes in, for instance, ferro-electric properties [93]. For strongly adhering
Nb films on Al2O3 substrate, it has been shown that hydrogenation can lead to a
highly anisotropic stress build up of several GPa [94]. As a result the hydrogenation
properties of thin films can differ strongly from those of bulk compounds, generally
showing smaller absolute values for the desorption enthalpy, a sloping plateau in the
isotherm, and a large hysteresis between absorption and desorption. If, due to the
mechanical strain, the film is delaminated from the substrate, the stress is released
and hydrogen sorption properties close to those of the bulk materials are ob-
served [95–98]. Also for 2D clamped nanoparticles stresses might have an influence
on the hydrogen sorption properties. However, the stresses are expected to be less
severe, and it is unlikely that they will exceed the limit above which the nanoparticle
will detach from the substrate.

More relevant for nanoparticles might be the possibility of confinement in three
dimensions. 3D boundary conditions can have a dramatic impact on hydrogen
sorption properties. For instance Liang et al. used density functional theory to
calculate the impact of physical confinement in a (10,10) single-walled carbon
nanotubeon the thermodynamical stability ofmagnesiumhydride (seeFigure 10.17).
They predicted that confinement could lead to a large reduction in decomposition
enthalpy of up to 50% [99]. However, it should be remarked that in these calculations
it was assumed that the carbon nanotube was completely rigid. In practice, the effect
achievable will also depend on the mechanical strength of the porous support of
matrix.

Figure 10.17 (a) schematic representation of
Mg/MgH2particles confined in a carbon
nanotube and (b) calculated hydrogen sorption
energy at 0 K for a confined (curve a) and non-
confined system (curve b) as a function of

increasing confinement (here represented as
the increasing number of Mg atoms in the
confined phase). Reprinted with permission
from [99]. Copyright (2005) American Chemical
Society.
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10.4.5
Thermal Properties of the System

Hydrogenation/dehydrogenation reactions involve the release/uptake of a large
amount of heat and the transport of heat can be a limiting step during reaction.
Heat transfer issues are less relevant for small �laboratory size� sample quantities,
but they are of great importance when up-scaling a system to an actual tank size. In
particular, during hydrogenation, the heat transport must be fast and efficient since
�refilling of the tank� should be possible withinminutes. For example, around 4 kg of
hydrogen needs to be stored in a fuel-cell powered car with an average cruising range
of 400 km [100]. Assuming amagnesium hydride tank, this would amount to 52.5 kg
MgH2. With an enthalpy of �75 kJmol�1, the total amount of heat released during
hydrogenation is around 150.000 kJ, corresponding to a power of�500 kW (refilling
in 5min). In the case of insufficient heat transport, the resulting temperature
increase could cause serious safety issues or inhibition of the hydrogenation reaction,
that is, the refilling process would be prolonged.

Formetal hydride powders, effective thermal conductivities of only�0.1Wm�1 K�1

are found [101]. It is obvious that there is need for an additional conducting agent
in a metal hydride tank. However, there is always a weight penalty that has to be
paid for such systems. Possible solutions are for example the use of metallic foams
[102, 103] ormetal wires [104] with high thermal conductivity. Also, a supportmaterial
could contribute considerably to a better heat exchange. In particular, carbon-based
support materials show high thermal conductivities (the thermal conductivity of
graphite is found to be around 12–175Wm�1 K�1 [105]. Though the thermal
conductivity depends onmany parameters (particle size, porosity, tank design etc.),
it was shown that the addition of even small amounts of expanded graphite
significantly improved the effective thermal conductivity in metal hydride com-
pacts. Kim et al. found a thermal conductivity of >3Wm�1 K�1 for compacts of
LaNi5 containing 2% graphite) [106]. Sanchez et al. found the thermal conductivity
of metal hydride/expanded graphite compacts to be higher than when aluminum
foams were used as conducting agent [103].

10.4.6
Mechanical Stability and Pressure Drop

The use of powders in a metal hydride tank is limited by the fact that the
development of mechanical stresses during cycling (due to the different densities
of themetal and the correspondinghydride) can affect the stability of the tank system.
The mechanical stability of macroscopic support bodies can prevent mechanical
stress and significant overall changes in shape and size, as is well known from
catalytic reactors.

Another practical advantage of using a support material is that the pressure
drop over a column can be significantly reduced. This is especially relevant during
the hydrogenation reaction, which is usually conducted at high hydrogen pressures
(>10 bar) to promote hydride formation. The pressure drop over a column can be
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calculated using the Ergun equation [107] and increases significantly with decreasing
particle size (Figure 10.18a). As an example from catalysis (assuming a gas hourly
space velocity of 2000 h�1, a reactor of 2m in diameter and 0.5m in height, spherical
particle shape, 25 �C, air as mobile phase and 1 bar pressure at the bottom of the
column), the pressure drop over the column for particles of 1mm in diameter is
0.59 bar. If 10mm-sized particles are used instead, the pressure drop increases to
1000 bar, that is, a pressure of 1001 bar has to be applied to reach 1 bar at the bottomof
the reactor. Even though the conditions in this example are different from refilling a
metal hydride hydrogen storage tank (non-static conditions), it is obvious that onehas
to take potential pressure drops into account when going from laboratory size
experiments to actual metal hydride tank size (especially when working with
nanoparticles). In catalysis, the problem of pressure drop is solved by using highly
porous supportmaterials (�carrier bodies�).Mechanically stable,macroscopic carrier
bodies can be produced in almost any form and shape for example, by extrusion or
granulation. In this way, the active phase remains finely dispersed inside the support
material, while the macroscopic shape of the support keeps the pressure drop at low
levels. Figure 10.18(b) shows a collection of oxidic carrier bodies of different shapes.
For hydrogen storage purpose, carrier bodies could be tailored to combine good
thermal conductivity and minimal pressure drop at the same time. In this way, the
refilling time of the tank could be effectively reduced.

The support could also prevent large scale phase segregation that might occur
when the hydrogen storage compound decomposes into phases of different densi-
ties. For example, accumulation of Al (r¼ 2.7 g cm3) andNaH (r¼ 1.39 g cm3) at the
bottomof the tank during decomposition ofNaAlH4 (r¼ 1.24 g cm3). Suchprocesses
are especially problematic when liquid phases occur during the hydrogenation/
dehydrogenation process, since they strongly enhance the mass transport. A porous
support could prevent such phase segregation due to anchoring, and in the case of
liquid phases additionally by capillary forces.

Figure 10.18 (a) Pressure drop Dp over a
column for different particle sizes using the
Ergun equation (GHSV¼ 2000 h�1, reactor
diameter¼ 2m, reactor height¼ 0.5m,

spherical particle shape, 25 �C, air as mobile
phase, static conditions) (b) Examples for
shaped carrier bodies used as catalyst
support.
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Counterbalancing these advantages, the support adds weight and volume to the
system and hence decreases the overall system capacity (hydrogen content perweight
and volume). The following example illustrates the weight penalty that has to be paid
whenusing a support. Assuming amaterialwith a total porosity of 1.5 cm3 g�1 is used
as a support for MgH2 (rMgH2

¼ 1:45 gcm�3, 7.7wt%H) and the pore filling is 80%.
Then, the total weight per gram storedMgH2 would be 1.57 g and the capacity would
drop from 7.7 to 4.9 wt%. Thus, a high weight loading of the active phase on the
support is crucial in order to meet the requirements for on-board hydrogen storage.
However, the beneficial effects of the support material on the overall system
performance (as described above) could more than compensate for the additional
weight and volume.

10.5
Preparation of Three-Dimensional Supported Nanomaterials

Three-dimensional supported nanomaterials basically consist of an active, nanosized
species that is deposited on a three-dimensional support material exhibiting a
large surface area. The final properties of such supported nanomaterials are
determined by the nanoparticle species itself, the support material and the interac-
tions between them. Depending on the support, these interactions can be physical
and/or chemical in nature. In the first part of this section, the most commonly
used support materials in the field of hydrogen storage, namely carbon and silica,
are introduced in terms of their relevant properties. In the second part, the
different synthesis strategies for the preparation of 3D supported nanomaterials
are discussed.

10.5.1
Support Materials

For a support material that is suitable for use in hydrogen storage systems, the
following key requirements have to be considered:

. light weight (keeping the weight penalty low)

. chemical inertness (avoiding unwanted side reactions with the active phase)

. porosity (to maintain small particle size and allow a high loading of the active
phase)

. mechanical stability (compensating stress/strain during cycling)

. low price

The economic importance of catalysis led to the development of a large variety of
support materials with different properties. Most frequently, alumina, silica, zeolites
and carbon-based materials are used for this purpose [91, 108]. Taking advantage of
this large pool of possible supports and by adopting the synthesis strategies from
catalyst preparation, a simple and cost effective way of nanosizing materials for
hydrogen storage could be feasible.
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IUPAC defines pores according to their diameter d as

. Macropores (d> 50 nm)

. Mesopores (2 nm < d< 50 nm)

. Micropores (d< 2 nm)

Obviously, the presence of micro- and meso-pores generates large surface areas
whereas macropores strongly increase the total porosity of the material. Pores in the
mesopore range are often desired since they combine large surface areas and good
accessibility. Here, we focus on silica and carbon as support materials, since they are
comparatively light and are produced on a large scale. A summary of possible
supports and their key properties is given in Table 10.1.

10.5.1.1 Silica
Silica (SiO2) is themost abundant inorganic compoundwithin the earth�s crust and is
used (as a constituent or in its pure form) in many applications. Amorphous silica
materials of commercial relevance are fumed silica and silica gel and they are widely
used as filler material, thickening agent, desiccant, catalyst support or as a stationary
phase in chromatography. By using synthetic SiO2 precursors, both types can be
produced in high purity. The porosity can also be adjusted over a wide range by
changing the synthesis parameters. Fumed silica (e.g., Aerosil�, Cabosil�) is
synthesized by vapor-phase hydrolysis of silicon tetrachloride in a flame (flame
hydrolysis)

Table 10.1 A selection of support materials and their key properties.

Surface
area (m2 g�1)

Predominant
porosity

Purity Price

Fumed silica 50–400 micro, meso high high
Silica gel based on
alkali silicates

100–800 micro, meso medium low

Silica gel based on
metal-organic precursors

100–800 micro, meso high high

Templated silica
(e.g., SBA-15)

200–1000 meso, (micro) high very high

Aerogels 250–2000 micro, meso, macro high high
Activated carbon 500–1200 micro, (meso) poor low
Carbon Black 10–400 micro, meso high low
Multiwall carbon
nanotubes, carbon
nanofibers

100–400 micro, meso high-medium very high

Templated carbons
(e.g., CMK-1)

200–1500 meso, micro High very high

Zeolites 100–300 micro high low
c-Alumina 15–300 micro, meso medium low
Metal Organic
Frameworks (MOF)

500–4500 micro high/medium medium
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SiCl4 þO2 þ 2H2 ! SiO2 þ 4HCl

Commercial products typically exhibit surface areas between 50 and 400m2 g�1.
Fumed silica is comparatively expensive but exhibits a high purity [109]. Silica gel is
synthesized by sol–gel methods using aqueous silicate solutions [110]

Na2SiO3 þ 2Hþ ���!H2O SiO2 þH2Oþ 2Naþ

After drying, thematerials usually exhibit large surface areas, typically between100
and 900m2 g�1 due to a highmicropore content and large total porosities. Compared
to fumed silica, the obtained material is cheaper but less pure. Silica gel of higher
purity can be obtained by hydrolysis and condensation using metal-organic pre-
cursors as the silica precursor [111]

SiðORÞ4 þ 4H2O!SiðOHÞ4 þ 4ðROHÞ

and

SiðOHÞ4 !SiO2 þ 2 H2O

An advantage of the sol–gel method is that it allows casting of the sol intomolds to
obtain monolithic materials directly. After casting the sol and its gelation, the final
properties of the material depend strongly on the drying procedure. Drying at
atmospheric pressures leads to a large volume shrinkage and so-called xerogels are
obtained [111]. Removal of the solvent by freeze drying gives rise to cryogels. Aerogels
are obtained by drying under supercritical conditions inhibiting the volume shrink-
age, thus exhibiting large total porosities (up to 98%) [112].

Silicamaterials with highmesopore content can be obtained by sol–gel techniques
using surfactants and polymers as additional templates. Surfactant self-assembly
during condensation of the silica precursor allows the synthesis of ordered meso-
porous materials (OMS) with its most prominent members MCM-41 (Mobil Com-
position of Matter) [113] and SBA-15 (Santa Barbara Amorphous) [114]. Both
materials exhibit one-dimensional mesopores of defined size which are aligned in
a hexagonal structure, although different pore symmetries can be obtained. The pore
size of these materials can be tuned between 2 and 30 nm, making them ideal
materials to study nano-confinement effects. However, it should be mentioned that
these materials are model supports and so far not applied on a larger scale.
Hierarchical macro-/meso-porous silica materials with defined pore sizes can also
be obtained via the Nakanishi process [115]. This process takes advantage of spinodal
decomposition between polymer and silica precursor. The resulting material can be
synthesized in monolithic form and exhibits a disordered but interconnected pore
structure with excellent pore accessibility. A commercial version of such a material
(Chromolith�) exhibits pore sizes in the range of 13 nm to 2 mm and a surface area
around 300m2 g�1. SEM and TEM images of some silica materials can be seen in
Figure 10.19.

Silica materials are thermally stable and exhibit ample chemical stability. They
dissolve in strongbasic solutions andhydrofluoric acid. The surface chemistry of silica
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materials mainly depends on the presence of silanol groups (�Si(OH)x). The higher
their concentration, the more hydrophilic the surface. The hydrophilic character can
be reduced by removal of the hydroxy groups by thermal treatment. The hydrophilic/
hydrophobic character of the support surface is an important parameter since it
determines for example, thewettingbehavior and the interactionwith theactivephase.
In this respect, carbon materials complement silica materials because of their
hydrophobicity. As possible reactions between the active phase and the silica support,
formation of oxides, silicates or silicides have to be considered. For example, it is
known from catalyst preparation that nickel and cobalt form unwanted silicates when
depositedon silica supports. Inprinciple, allmetalswithhigh reductionpotential (e.g.,
alkali, alkaline earth) can reduce Si4þ with formation of Si and the corresponding
metal oxide. Thus, the number of possible reactions between silica and the active
phase might favor carbon materials as support.

10.5.1.2 Carbon
Carbonmaterials arewidely used in industry in formof for example, porous powders,
fibers, fabrics, pellets, extrudates or composites for very different purposes. This is
because carbon materials can, depending on their structure, exhibit very different
properties.

Figure 10.19 Examples of porous silica
materials. (a) TEM image of rhodium
nanoparticles deposited on fumed silica.
Reproduced with permission from [116],
published by Elsevier, 1990; (b) SEM image of
a porous silica network (Chromolith) [117].

Copyright Wiley-VCH Verlag. Reproduced with
permission; (c) TEM image of ordered
mesoporous silica. Reprinted with permission
from [118]. Copyright (2005) American
Chemical Society.
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Forexample, diamond isusedas anabrasivedue to itshardness and is electronically
insulating. In contrast, graphite is very soft and can be used as dry lubricant or as
conducting agent.However,most of the carbonmaterials used are noncrystalline and
are so-called nongraphitic (or turbostratic) carbons. Compared to the crystalline
forms of carbon, theirmicrostructure is quite complex. Briefly, nongraphitic carbons
consist of graphene sheets that pile up to form stacks of a few nanometers in size. It is
important to note that the graphene sheets are onlymore or less parallel packed upon
each other. Only in graphite, a regular hexagonal stacking and larger stack sizes are
found. Small stacks of high polydispersity give rise to a very disordered carbon
material (larger porosity), whereas large stacks of small polydispersity increase the
degree in order (less porosity). Figure 10.20 gives an overview of the structure of
different carbon materials.

Activated carbons are themost prominent example of disordered carbonmaterials.
Usually, they are synthesized by heat treatment of organic matter in an inert
atmosphere. The use of natural materials such as coal, wood or coconut shell as
the carbon source allows a low cost production and is the reason for their widespread
use in purification applications. The high porosity is obtained by activation processes
(e.g., steam activation) giving rise to surface areas typically between 500 and 1200m2

g�1 (the properties vary widely depending on the carbon precursor and treatment).
Due to their disorder, activated carbons have a large number of inherent slit-shaped
micropores.

Synthetic carbon precursors are used if a high purity is required. Carbon black is a
colloidal carbon consisting of spheres and their fused aggregates synthesized by
thermal decomposition of hydrocarbons [119]. Carbon blacks can be synthesized

Figure 10.20 Structure model of different
carbon materials. (a) nongraphitic carbon
exhibiting inherent slit-shaped micropores,
(b) multiwall carbon nanotube (MW-CNT),

(c) fishbone-type carbon nanofibers (CNF),
(d) SEM and TEM images of carbon nanofibers
(courtesy Harry Bitter/Krijn de Jong).
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with surface areas up to 1500m2 g�1 and are used industrially as pigments, for
example, in toners, or as conducting agent.

Besides the large amount of industrially produced carbon materials, there are
several more that are produced on a small scale. For example, more recent devel-
opments are carbon nanofibers (CNF) and carbon nanotubes (CNT). Both can be
synthesized by the catalytic decomposition of carbon-containing gases (e.g., CH4,
CO, C2H4) on small metal particles. Using different synthesis conditions, the
structure can be parallel (multiwall-CNT) or fishbone type with typical surface areas
between 10 and 400m2 g�1 and diameters between 10 and 200 nm [110, 120]. As can
be seen from the illustration in Figure 10.20(b–d), their surfaces exhibit either basal
planes or edge planes. As their surface energy differs, the interaction with other
phases (e.g., wetting behavior) will be different from each other. For graphite, for
example, a surface energy of 0.077 Jm�2 was found for the basal planes (at 970 �C)
whereas 4 Jm�2 were found for the edge planes [121]. Ordered mesoporous carbon
materials can be synthesized by using ordered mesoporous silica materials such as
SBA-15 as template. The porous silica template is first impregnated with a carbon
precursor. After carbonization of the precursor and dissolution of the silica template,
a mesoporous carbon replica is obtained [122]. Depending on the template, carbon
replicas with different pore size can be synthesized. Recently, (ordered) mesoporous
and hierarchical porous carbon materials could also be synthesized in less elaborate
processes using polymers as porogen [123, 124].

Another class of highly porous carbon materials is the carbon aerogels. They are
synthesized by sol–gel polymerization of resorcinol/formaldehyde or phenol/furfu-
ral solutions, followed by gel drying under supercritical conditions and subsequent
pyrolysis. Similar to silica, different types of materials (e.g., carbon cryogel) can be
obtained by variation in the dryingprocedure. Average pore sizes smaller than 50 nm,
high total porosities (>80%) and surface areas between 400 and 1200m2 g�1 are
typically found for these materials [125]. The large porosity of carbon aerogels gives
rise to very low total densities, usually between 0.05 and 0.8 g cm�3 (2.06 g cm�3 for
the carbon skeleton) [126].

Carbonmaterials are often used as supportmaterials due their low price, chemical
inertness, high thermal stability in inert atmosphere and low weight. Additionally,
their ability to conduct heat effectively is an important advantage over other inorganic
support materials. Carbon is useful because most of the light metals will not react
with the support. The few possible reactions between active phase and the carbon
matrix involve the formation of carbides, intercalation compounds and reactionswith
residual oxygen (e.g., reactions with terminating carboxylic groups on the carbon
surface). Also, methane formation might occur under the presence of hydrogen gas
and catalytic species, but it is generally not expected at temperatures relevant for
hydrogen storage. The inertness is somewhat ambivalent since anchoring of the
active phase on the support is only possible when sufficient interaction is present, so
surface modification might be necessary.

10.5.1.3 Other Support Materials
Other industrially applied materials that might be used as a support in hydrogen
storage are zeolites and alumina. Zeolites are crystalline aluminosilicates with the
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general composition My/z[(SiO2)x(AlO2)y]nH2O where M is an exchangeable uni- or
bivalent cation (valence z) or Hþ . The crystal structure of zeolites is based on SiO4

4�

and AlO4
5� tetrahedra that are connected by oxygen bridges. Due to their crystalline

nature, zeolites exhibit a defined pore structure consisting of interconnected pores in
the micropore range giving rise to large surface areas (typically >200m2 g�1 with
pore volumes between 0.1 and 0.5 cm3 g�1). Since the pores are molecular in
dimension, zeolites are also referred to as molecular sieves. Even though their
defined pore sizemakes zeolites an interesting supportmaterial to study size effects,
their use as a support for hydrogen storage compounds has not yet been reported.
This is very likely due to their very high reactivity, making deposition difficult and
unwanted side reactions probable. Because the walls have uniform thickness (<1
nm), zeolites have been used as a template for the synthesis of ordered microporous
carbon materials [127–130] and they are tested for hydrogen physisorption [131].

Alumina (Al2O3) is also a widely used catalyst support and is produced at low cost
with different porosities. Mostly, c-Al2O3 with typical surface areas between 15 and
300m2 g�1 is used for this purpose. The structure of c-Al2O3 can be described as a
defective spinel type structure, with oxygen forming an fcc structure and aluminum
occupying partly the tetrahedral and octahedral positions. Compared to silica, c-
Al2O3 shows a higher reactivity for unwanted side reactions (formation of alumi-
nates) between the active phase and the support. c-Al2O3 can be transformed by heat
treatment to the less reactive a-Al2O3 but at the cost of much lower porosity [109].

Metal organic frameworks (MOFs) exhibit the highest surface areas among all
classes of porous materials [132]. MOFs are crystalline materials consisting of metal
complexes (nodes) linked together by rigid organic molecules (linkers), forming a
mechanically robust, highly porous framework (�0.8–2.5 cm3 g�1 [133]). By varying
the chemical composition of nodes and linkers, nearly 5000 differentMOFstructures
with a large variety in pore size and structure have been synthesized. The most
prominent MOF is �MOF-5�, consisting of Zn4O

6þ clusters connected with ben-
zene-1,4-dicarboxylate as linker, forming a three-dimensional cubic network with
interconnected pores with a diameter of 1.2 nm and a surface area of 2900m2

g�1[132]. The highest pore volume and surface areas so far were found for MOF-177
exceeding 0.6 cm3 g�1 and 4000m2 g�1, respectively. MOFs are investigated for
hydrogen storage using physisorption [134–136] (see Chapter 2 by Michael
Hirscher), but can also be used as a support for metal nanoparticles [137, 138].

10.5.2
Preparation Strategies

Due to the widespread application of heterogeneous catalysis in industry, many
strategies for preparing nanosized particles on porous support materials have been
developed. The final result (e.g., particle size, particle distribution, activity, stability,
loading, etc.) depends on many parameters of which only the most important ones
will be addressed here. Especially, when catalytic materials are synthesized on an
industrial scale, the exact synthesis procedures are based on experience and opti-
mization rather than on fundamental understanding. In heterogeneous catalysis, the
main preparation techniques used are impregnation, ion exchange, homogeneous
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deposition precipitation and coprecipitation. Gas-phase deposition techniques
(CVD) can also be used, as demonstrated, for example, with Pd on MOFs [137].
Most relevant for hydrogen storage materials are solution impregnation and melt
infiltration.

10.5.2.1 Solution Impregnation
In solution impregnation, a porous support is infiltrated with a solution of the active
phase or its precursor. After careful removal of the solvent, a high dispersion of the
active phase over the whole support is obtained (if a precursor of the active phase is
used, a conversion step after drying is necessary). The basic principle of the process is
shown in Figure 10.21.

There are two possible ways of impregnating a porous supportwith a solution.One
is to add a volume of the solution that equals (or is less than) the pore volume of the
support. This technique is called incipient wetness (also known as dry impregnation or
pore volume impregnation). In practice, the solution is gradually added to the support
until the powder gets somewhat sticky, that is, thewhole pore volume isfilledwith the
solution.Due to the large capillary forces present, this process is rather fast, usually in
the range of seconds. If an excess of solution is used and the support is soaked in the
solution, the term wet impregnation is used instead. The final result will depend on
many parameters, so a careful choice of appropriate solvent, support, infiltration
procedure and drying procedure is necessary. In the following, the main aspects of
solution impregnation are discussed, as thismethodwas already successfully used to
synthesize 3D supported nanomaterials for hydrogen storage. Figure 10.22 illus-
trates the required and unwanted interactions between support, solvent and active
phase.

First, it is crucial that the active phase shows reasonable solubility in the solvent
and sufficient interaction with the support. If the interaction with the support is too
strong, there is a risk that most of the active phase will be deposited on the outer part
of the support particle. If the interaction is tooweak, there is a risk of redistribution of

Figure 10.21 Schematic illustration of solution impregnation used to synthesize highly dispersed
nanoparticles on a porous support.
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the active phase during drying (as described later) or further processing (e.g., during
heat treatments). If the solubility of the active phase is low, only a small quantity of the
active phase can be deposited at once, making repeated infiltration and drying
procedures necessary if higher loadings are needed. On the other hand, highly
concentrated solutions can lead to an unwanted increase in viscosity, making
infiltration more difficult. Also, the wetting behavior of the support by the solvent
is very important. One can imagine that, due to their hydrophobicity, carbon supports
are easily infiltrated by nonpolar solvents. In contrast, polar solvents wet silica-based
supportsmore easily. If the wetting behavior is not sufficient, surfacemodification of
the support is an option to improve the impregnation process. For example, carbon
supports can be slightly oxidized (by acid treatment) to increase the number of
surface carboxyl groups, thus reducing their hydrophobic character and providing
more anchoring places for the active phase. On the other hand, silica supports can be
heat treated in order to reduce their number of hydroxy groups.

The wetting behavior of a solid by a liquid can be described using the Young
equation

cos q ¼ cSV�cSL
cLV

ð10:4Þ

where cSV, cSL, cLV, are the interfacial tensions between solid (S), liquid (L) and vapor
(V) and q is the contact angle, or wetting angle (see Figure 10.23a). Depending on the
magnitude of the interfacial tensions, cosq can be either positive and wetting occurs
(i.e., q< 90�), or negative and wetting does not occur (i.e., q> 90�).

Another important factor is capillary forces. The pressure increase Dp across the
liquid–vapor meniscus in a cylindrical pore of radius r is described by the Young–
Laplace equation.

Dp ¼ 2cLV � cos q
r

¼ 2
r
ðcSV�cSLÞ ð10:5Þ
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Figure 10.22 Interactions during solution impregnation between support, solvent and active
phase.
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Depending on the contact angle, the capillary pressure can either promote
(q< 90�) or suppress (q> 90�) the pore filling, as illustrated in Figure 10.23b.
Especially for small nanopores, the capillary pressure can easily reach hundreds of
bars. However, the contact angle of a liquid in a pore depends on the curvature,
making quantitative use of Eq. (10.5) difficult.

Solution impregnation can be used for both powdered supports and industrial
carrier bodies (e.g., extrudates). The use of a powder usually leads to a homogeneous
distribution of the active phase, whereas the use of larger carrier bodies can,
depending on the interaction between active phase and support, lead to a more
inhomogeneous distribution. As mentioned before, the solution has to be carefully
removed after impregnation, since the drying process can lead to a redistribution of
the active phase. Looking at a support particle, one can assume that the evaporation of
the solvent starts at its outer part. Imagine that the outer part exhibits small pores
which are connected to larger pores towards the inner part of the particle. Then, the
capillary force leads to transport of the solution towards the outside of the particle. If
in this case, the interaction between active phase and support is too weak, the active
phase is transported towards the particle surface and thus a so-called egg-shell
distribution is obtained. To overcome this problem, one can use high drying rates, or
solvents with higher viscosity [139]. Also, if the interaction between solvent and
support or solvent and active phase is too strong (for example complex formation
between NaAlH4 or LiBH4 and THF), onemight not be able to remove all the solvent
during the drying procedure. The residual solvent can then undergo unwanted
reactions with the active phase during dehydrogenation, complicating accurate
hydrogen sorption measurements.

10.5.2.2 Melt Infiltration
In catalysis expensive noble metals are usually used as the active phase. Thus,
solution impregnationmethods are optimized onmaximumutilization, that is, small

Figure 10.23 Schematic illustration of the wetting behavior of a solid by a liquid (a) liquid on a
planar surface and (b) liquid in a cylindrical pore (with contact angle q and cSV, cLV,cSL being the
interfacial tensions between solid, liquid and vapor (courtesy Rudy Wagemans).
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particle size and low weight content. However, for hydrogen storage a high weight
loading of the active phase is necessary in order to keep the weight penalty of the
support small. A method that allows easy preparation of samples with higher weight
loading is infiltration of the support by a melt of the active phase (or its precursor).
Once impregnated, the supported nanomaterial is simply obtained by cooling/
solidification (or by conversion, if a precursor is used). The feasibility of melt
infiltration for hydrogen storage materials was recently demonstrated by synthesiz-
ing nanosized Mg nanoparticles using carbon as support [140]. By selecting carbon
materials with different porosity,magnesiumnanoparticles of different size could be
prepared. For example, the use of a microporous carbon allowed the synthesis of
particles smaller than 2 nm, a regime where significant changes in kinetics, and
eventually thermodynamics, can be expected.

It depends on the nature of the active phase, whether the hydrogenated form (i.e.,
metal hydride) or the dehydrogenated form (i.e., metal) is more suitable for the
synthesis. In thefirst case, it has to be considered that hydrides candecompose before
or during the melting process (e.g., NaAlH4), so it might be necessary to conduct
the infiltration process under hydrogen pressure. For a successful melt infiltration,
the following key requirements should be met:

. no reaction between support and active phase

. thermal stability of the support under the conditions used

. good wetting behavior (i.e., contact angle <90�)

. low viscosity of the molten phase

. preferably low melting point and low vapor pressure of the active phase.

Thewetting behavior can be describedwith Eqs. (10.4) and (10.5).However there is
only a little information about the contact angles between molten metals/metal
hydrides and support materials. Compared to liquids used in solution impregnation
(e.g., THF, H2O), the surface tension of liquid metals is high. For example, surface
tensions between 0.855 and 0.873 Jm�2, and 0.525 and 0.583 Jm�2 are found for
aluminum and magnesium at their melting point [141]. Generally speaking, large
values for cLV will not favor wetting of a surface (as is illustrated for mercury,
cHg,20�C¼ 0.425 Jm�2). Dujardin et al. found that carbon nanotubes can only be
wetted/filled by elements exhibiting surface tensions below�0.1–0.2 Jm�2, such as
Rb and Cs [142]. However, the surface tension, and hence the wetting properties,
depends also on the gas atmosphere. Under wetting conditions, the use of porous
supports with small pore sizes is advantageous to promote pore filling by capillary
force. For the magnesium–carbon system, the few reported contact angles are just
below 90�, that is, the wetting behavior is poor but the capillary force would still
promote wetting. An example for molten magnesium (assuming cylindrical pores,
q¼ 85�, cLV¼ 0.581Nm�1 and Tm¼ 667 �C), the capillary pressure reaches up to
�1000 bar for a pore radius of 1 nm. Obviously, capillary forces of such magnitude
can strongly enhance the infiltration process. Since pore filling is only promoted in
the case of q< 90�, specific surface modification might be essential for a successful
melt infiltration process.
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10.6
Experimental Results on 3D-Supported Nanomaterials

This chapter gives an overview of the progress that has beenmade in recent years on
the synthesis of 3D-supported nanomaterials for hydrogen storage. Even though the
research field is relatively new, the examples clearly prove that the concept of using
supported nanomaterials is a powerful tool to improve certain key properties of
hydrogen storage compounds. A summary of the compounds discussed in this
chapter can be found in Table 10.2.

Table 10.2 Key properties of compounds discussed in this chapter and themain issues for practical
application.

Compound Hydrogen
content (wt%)

Enthalpy of formation
DH (kJ (mol hydride)�1)

Main issues

NH3BH3 12 (19.6) �115.06 decomposition
exothermic
irreversible
formation of borazine

NaAlH4 5.6 (7.4) �112.9 low hydrogen content
1/3 Na3AlH6 þ 2/3 Al þ H2 ! NaAlH4 �36.7a) medium reversibility
3 NaH þ Al þ 3/2 H2 ! Na3AlH6 �69.6b)

1/2 H2 þ Na ! NaH �56.4

MgH2 7.7 �75.7 high thermodynamic
stability
relatively slow
absorption

Mg2NiH4 3.6 �128c) low hydrogen content

LiBH4 13.9 (18.5) �190.46 high stability
LiH þ B þ 3/2 H2 ! LiBH4 �52–76d) poor reversibility
1/2 H2 þ Li ! LiH �90.5 formation of diborane

PdHx <1 �40e) low hydrogen content
high price

a) Enthalpy of formation from the elements taken fromHSC chemistry database. For compounds
decomposing into their elements (MgH2), the absolute value corresponds to the enthalpy
of decomposition. Complex hydrides decompose in several steps, thus the enthalpy of
decomposition depends on the reaction step. More detailed information about the
thermodynamic behavior of complex hydrides can be found for example, in [143].

b) Calculated values [144].
c) [145].
d) [143].
e) per mole H2.
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10.6.1
Ammonia Borane (NH3BH3)

Ammonia borane is a classical chemical hydride, thus hydrogen is released via an
exothermic chemical reaction and off-board regeneration using energy intensive
chemical processing is necessary. This is in contrast to metal hydrides, where the
dehydrogenation is an endothermic process and reversible dehydrogenation/hydro-
genation is achieved by changes in temperature and hydrogen pressure. Neverthe-
less, ammonia borane is discussed here as it was the first example of a supported
nanomaterial reported in the open literature.

The N–B-unit in ammonia borane is isoelectronic with C–C and thus ammonia
borane can be also seen as an inorganic analog of ethane. It exhibits a theoretical
hydrogen content of 19.6wt% but the decomposition is complex and full decom-
position is not obtained until high temperatures. For example, heating to 200 �C
releases�14.3wt%of hydrogen [146]. Ammonia borane decomposes in several steps
involving polymerization to polyaminoborane (NH2BH2)n and polyiminoborane
(NHBH)n, cross-linking and finally decomposition to boron nitride:

nNH3BH3 !ðNH2BH2Þn þðn�1ÞH2 < 120 �C
ðNH2BH2Þn !ðNHBHÞn þH2 � 150 �C
2ðNHBHÞn !ðNHB�NHBÞx þH2 � 150 �C
ðNHB�NHBÞn !BNþH2 > 500 �C

Beforepolymerization, ammoniaboranemelts at around112–114 �C.The reactions
are exothermic, thus the release of hydrogen is accompanied by the evolution of heat.
For example, a reaction enthalpy of DH¼�21.7� 1.2 kJ (mol (NH3BH3))

�1 was
found for thefirst decomposition step [147]. Adrawback ofusingammoniaboraneas a
hydrogen storage material is the possible formation of volatile products during
dehydrogenation, such as borazine (B3N3H6), that can damage the PEM fuel cell.

In 2005, Autrey and coworkers reported significant improvements in the hydrogen
sorption properties when ammonia borane was deposited in ordered mesoporous
silica (SBA-15, pore diameter 7.5 nm, surface area �900m2 g�1, total pore volume
1.2 cm3 g�1) [74]. Samples containing 50wt% ammonia borane were prepared by
solution impregnation using methanol as solvent. Figure 10.24 a shows the desorp-
tionprofile ofhydrogenandborazine forpureandsupportedNH3BH3.PureNH3BH3

releases hydrogen in two steps, corresponding to the formation of the two
different polymeric compounds. The decomposition of ammonia borane is accom-
panied by not only the release of hydrogen, but also the release of large amounts of
borazine, in particular during the second polymerization step. The supported
NH3BH3 shows two significant differences compared to the reference. First, the
hydrogen is released at lower temperatures. Secondly, the evolution of unwanted
borazine is suppressed, indicating that the decomposition reaction is altered. A
possible change in the reaction pathway was further supported by DSC and NMR
measurements. It was found that hat the reaction enthalpy is significantly reduced
from 21� 1 kJ (mol (NH3BH3))

�1mol�1 (pure NH3BH3) to �1� 1 kJ (mol
(NH3BH3))

�1 (supported NH3BH3). Also, NMR measurements showed different
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Figure 10.24 (a) Combined TPD/MS
measurements of pure NH3BH3 (denoted as
neat AB) and silica-supported NH3BH3

(denoted as AB: SBA-15, 50wt% loading),
(1 Kmin�1, Ar atmosphere) [74]. Copyright
Wiley-VCHVerlag. Reproduced with permission.

(b) Combined DTA/MS measurements of pure
NH3BH3 and carbon-supported NH3BH3

(denoted as C-AB, 24wt% loading) (1Kmin�1,
atmosphere unknown). Reprinted with
permission from [148]. Copyright (2007)
American Chemical Society.

decomposition products (heat treatment at 85 �C led to the formation of polyamino-
borane for the supported NH3BH3 whereas three additional boron compounds were
detected for the pure NH3BH3).
Isothermal kinetic measurements showed that the hydrogen release from sup-

ported NH3BH3 was much faster than from pure NH3BH3 (e.g., 50% reaction
conversion at 80 �C in less than 10min for supportedNH3BH3, compared to 290min
for pure NH3BH3). Also, a much lower activation energy was found for the hydrogen
release from supportedmaterial (Ea¼ 67� 5 kJmol�1 compared to 184� 5 kJmol�1

for the reference), however, the total amount of hydrogen released from the samples
wasnot specificallymentioned.Although therewas strong indicationof porefilling, it
could not be elucidated whether all ammonia borane was deposited within the pores
or if a fraction remained on the outside.
In a following study, mesoporous carbon cryogel was used as support (pore

diameter 2–20nm, surface area 300m2 g�1, pore volume 0.7 cm3 g�1) [148]. Samples
with a NH3BH3 loading of 24wt%were obtained using wet impregnation and THFas
solvent. Nitrogen physisorption revealed a pore volume loss of �30%. For different
weight loadings, the loss in pore volume correspondedwell to the amount ofNH3BH3

added. Interestingly, the pore size distribution was found to be independent of the
loading. Figure 10.24b shows the DTA/MS results for the pure and carbon-supported
(C-AB) NH3BH3. Carbon as a support has an even larger influence than SBA-15. The
desorption maximum shifts to even lower temperatures and borazine formation can
be completely prevented. However, the amount of hydrogen released from supported
NH3BH3 was significantly less than from the NH3BH3 reference (9wt% compared
to 13wt%). Surprisingly, the reaction enthalpy was measured to be �120kJ
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(mol (NH3BH3))
�1 (compared to�21 kJmol�1 for pureNH3BH3and�1� 1 kJmol�1

for SBA-15-supported NH3BH3). NH3BH3 underwent the expected dehydrogenation
reactions when confined in the carbon cryogel, thus which process caused the change
in reaction enthalpy remains so far unexplained. The authors suggest that their
findings (for both SiO2 and carbon support) are due to the nano-confinement (change
in surface energy of NH3BH3, higher number of defects) and/or catalytic effects
(induced by the terminating hydroxy groups in silica and carboxylic groups in carbon
supports), however it remains difficult to discriminate between the effects. If using
carbon cryogel as support, a smaller pore size correlated with a shift towards lower
dehydrogenation temperatures. Further research on pore size effect and structural
characterization is currently being pursued in order to understand the findings. The
experimental results are a strong example of the fact that the nature of the support can
influence the dehydrogenation behavior of a hydrogen storage compound.

10.6.2
Sodium Alanate, (NaAlH4)

Sodium alanate (NaAlH4) remains so far the most studied complex hydride. It is
found that NaAlH4 decomposes in several steps:

3NaAlH4 !Na3AlH6 þ 2Alþ 3H2

Na3AlH6 !Alþ 3NaHþ 3
2
H2

NaH!Naþ 1
2
H2

Also, Na3AlH6 undergoes a phase transformation at 252 �C [149, 150] (monoclinic
a-Na3AlH6 to fcc b-Na3AlH6). Since decomposition of NaH occurs at temperatures
above 300 �C (under Ar atmosphere), the last step is not considered and thus the
hydrogen content of NaAlH4 is 5.6wt% for practical application instead of 7.4 wt%.
Even though NaAlH4 should decompose in equilibrium conditions already at low
temperatures (e.g., 33 �C for NaAlH4 and 110 �C for Na3AlH6 at 1 atm H2, see
Figure 10.25), its decomposition is kinetically hindered and substantial dehydroge-
nation only starts (even under Ar atmosphere) around itsmelting point (Tm¼ 180 �C,
DmH¼ 23 kJmol�1).

An important improvement to the NaAlH4 system was the discovery in 1997 that
Ti species are effective catalysts [1]. Compared to pure NaAlH4 the decomposition
of Ti-catalyzed NaAlH4 shifted by �80–85 �C towards lower temperatures (heating
rate of 4 Kmin�1) and reversibility of the system was achieved.

The advantages of combining NaAlH4 with a porous support were first mentioned
in a patent dating from 2004 [151]. Several samples of Ti-doped NaAlH4 on different
carbon aerogels (pore sizes of 15 and 23 nm) were synthesized using solution and
melt infiltration. Compared with non-infiltrated Ti-doped NaAlH4, the patent states
an improvement in the kinetic behavior, better safety, improved cycling behavior and
even alteration in the thermodynamics. The described samples contained up to
�50wt% NaAlH4. However, the exact measurement conditions and particle dimen-
sions are not mentioned.
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Figure 10.25 Phase diagram of NaAlH4 and its decomposition products. Reproduced with
permission from [154], published by Elsevier, 2002.

In 2006, the hydrogen desorption characteristics were reported for nanosized
NaAlH4 deposited on fishbone-type carbon nanofibers (CNF) using solution
impregnation and THFas solvent [152]. The carbon nanofibers used were 20–50 nm
in diameter and exhibited a surface area of 130m2 g�1 and a total pore volume of
�1 cm3 g�1. The surface of the carbonnanofiberswas oxidized byHNO3 treatment in
order to improve the anchoring and wetting (CNFox). The weight loading of NaAlH4

on the carbon nanofibers was around 9wt%.
Figure 10.26 a shows the first dehydrogenation curves (room temperature to

160 �C) of the supportedNaAlH4 in comparison to a physicalmixture (NaAlH4mixed
with carbon nanofibers). As can be seen, dehydrogenation of the supported NaAlH4

(denoted asNaAlH4/CNFox) starts already at around 40 �Ccompared to 150 �C for the
physical mixture. 2.9 wt% H2 is desorbed from the supported NaAlH4 compared to
only 0.15wt% for the physical mixture. In order to study the effect of surface
modification, NaAlH4 was also deposited on carbon nanofibers that were not surface
oxidized (CNFas). The results shown in Figure 10.26a indicate that the surface
oxidation of the carbon support was not beneficial since the shapes of the dehydro-
genation curves are very similar.However, it can be seen that the amount of hydrogen
released from the non-oxidized sample is higher (3.7wt%), probably due to fewer
side-reactions betweenNaAlH4 and the support. Also, the supportedNaAlH4 showed
partial rehydrogenation under relatively mild conditions (48 h, 115 �C, 90 bar H2).
Using the same deposition technique, a relation between particle size and the
activation energy of the NaAlH4 decomposition was recently reported [153]. NaAlH4

particles of different sizesweredeposited onCNFby varying the totalNaAlH4 loading
and drying conditions. For example, using a NaAlH4 loading of 2wt% and drying at
low temperatures (�40 to �15 �C), particles between 2 and 10 nm were obtained.
Figure 10.26b shows the first dehydrogenation curve for CNF-supported NaAlH4 of
different particle sizes. Clearly, the temperature of maximum desorption correlates
inversely with the particle size. Using Kissinger analysis, an activation energy of
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Figure 10.26 (a) Temperature programmed
desorption of carbon nanofiber-supported
NaAlH4 (denoted as NaAlH4/CNFas, NaAlH4/
CNFox) and physical mixture. (Ar atmosphere,
2 Kmin�1) [152]. Copyright Wiley-VCH Verlag.
Reproduced with permission; (b) Particle size
effect on temperature programmed desorption

of NaAlH4/CNFas (Ar atmosphere, 5 Kmin�1

(c) Relation between particle size and activation
energy for the decomposition of supported
NaAlH4 (using Kissinger analysis). Reprinted
with permission from [153]. Copyright (2008)
American Chemical Society.

58 kJmol�1 was found for particles in the range 2–10 nm, whereas �120 kJmol�1

was found for bulk NaAlH4, thus a smaller particle size correlates with a decrease in
activation energy (Figure 10.26c). It is worth noting that, for the smallest particles, the
activation energy was even lower than that of ball-milled titanium doped NaAlH4

(�80 kJmol�1 [154]). The authors explain their findings with possible changes in the
NaAlH4 structure when the particle size is reduced to the nanosize [155], or shifts in
the rate-determining steps due to the shorter diffusion lengths. Also, the larger
surface/volume ratio of the NaAlH4 particles could cause the shift towards lower
desorption temperatures.
Using this synthesis, only small weight loadings have been achieved so far. Also,

the desorption measurements were performed under argon atmosphere and no
thermodynamic data were reported. Despite the finding, that the first rehydrogena-
tion already starts at comparably low pressures (20 bar H2), the synthesized samples
showed poor reversibility, probably caused by the phase separation of NaH and Al on
the surface of the carbon nanofibers (elemental mapping of Na and Al after
dehydrogenation indicated that Al segregated into nanometer-sized domains where-
as Na was found to be well dispersed). It should be noted that in this work, NaAlH4

was deposited on the outside of the carbon nanofibers, that is, on a convex surface.
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Confinement in a nanopore might be more reasonable, that is, deposition on a
concave surface.

The idea of using nano-confinement for stabilization was recently adopteded by
Zheng et al. [156]. They synthesized nanosized NaAlH4 by solution impregnation
using THF as solvent and ordered mesoporous silica (SBA-15) as support. The
reaction between the silicamatrix andNaAlH4 is thermodynamically favored, leading
to, for example, formation of Al2SiO5. Prior to impregnation, the silica surface was
modified with methyl groups in order to reduce unwanted side-reactions between
NaAlH4 and residual silanol groups. This approach had already been used success-
fully for the synthesis of TiNnanoparticles in SBA-15 by solution impregnation using
Ti(NMe2)4 as precursor and toluene as solvent [157]. However, it was not further
reported to what extent this treatment suppressed unwanted side-reactions between
NaAlH4 and the support. A total weight loading of 20wt% NaAlH4 was obtained by
multiple impregnations. ThemaximumNaAlH4 particle size was limited by the pore
diameter of the support to approximately 10 nm. Using TEM, it was shown that the
pores of the support were partially filled with NaAlH4 and the ordered mesoporous
structure was maintained after synthesis and dehydrogenation, indicating sufficient
stability of the support. Figure 10.27 a shows the dehydrogenation curve of SBA-15-
supported NaAlH4 and pure NaAlH4 for comparison, monitored by DSC and TG.
The DSC traces for both samples show basically three peaks. The first peak can be
assigned to the melting of NaAlH4, followed by decomposition over a wide temper-
ature range to Na3AlH6 (second peaks marked by arrows). The last peak can be
attributed to the decomposition of Na3AlH6 to NaH. Obviously, a shift towards lower
temperatures and peak broadening is observed for supported NaAlH4. The total
hydrogen loss is comparable for both samples (�4.8wt%) but is less than the
theoretical value (5.6wt%).

Figure 10.27b compares the dehydrogenation behavior of NaAlH4 and supported
NaAlH4 at constant temperature. Clearly, pure NaAlH4 decomposes very slowly until
reaching the melting temperature, whereas the supported NaAlH4 sample shows

Figure 10.27 (a) DSC and TG curves for
supported NaAlH4 (NaAlH4/OMS) and pure
NaAlH4 (5 Kmin�1, Ar atmosphere). (b)
Dehydrogenation curves for NaAlH4 and

NaAlH4/OMS at 150 �C and 180 �C (10 Pa back
pressure). Reprinted with permission from
[156]. Copyright (2008) American Chemical
Society.
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much higher hydrogen release rates. No large particles of the decomposition
products (Al, NaH) were detected by XRD and TEM after dehydrogenation, support-
ing the concept that large-scale phase segregation was prevented by the nano-
confinement. Also, the rehydrogenation process was found to be strongly facilitated.
The amount of hydrogen absorbed under the given conditions (3 h at 180 �C and
55 bar H2) was around nine times higher than the non-supported sample, however
full rehydrogenation was not obtained.

Comparing both supports, carbon seems to affect the dehydrogenation behavior
much more strongly than silica. Even for larger particle sizes of NaAlH4 on carbon
(e.g., 19–30 nm), dehydrogenation starts at much lower temperatures compared to
SBA-15-supported NaAlH4 (measurement conditions are comparable). A synergetic
or catalytic effect of the carbon cannot be excluded. However, the loading of NaAlH4

on carbon nanofibers wasmuch smaller. The theoretical hydrogen content (5.6wt%)
was not reached for either support, but it is interesting to note that the use of silica
yielded a higher hydrogen content and also showed better reversibility (samples were
one time rehydrogenated), probably due to the higher loading. Oxidation and phase
segregation of carbon nanofiber-supported NaAlH4 might be facilitated due to the
smaller particle size and the lack of confinement but also the surface modification of
SBA-15 might have reduced the number of unwanted side-reactions.

10.6.3
Magnesium Hydride (MgH2)

Magnesium hydride is one of the most promising hydrogen storage materials and
has already been extensively studied due to its low price and high hydrogen content
(7.7wt%, 110 g l�1). However, the Mg/MgH2 system suffers from slow kinetics and
unfavorable thermodynamics that hamper its use in practical application for auto-
motive purposes. For example, the enthalpy of formation of the hydride (DH¼�75
kJmol�1) corresponds to an equilibrium temperature of �300 �C (at 1 bar H2

pressure). In practice, dehydrogenation temperatures well above 400 �C are found.
The kinetic constraints can be improved by ball-milling or use of suitable catalysts [2],
however the dehydrogenation temperature still remains too high.

In an earlier work of Imamura et al., solutions of magnesium in ammonia were
used for impregnation of activated carbon (1040m2 g�1) [56]. In this synthesis,
magnesium is first evaporated under vacuum and condensed in ammonia matrices
at �196 �C. Melting of the ammonia resulted in a blue solution of dissolved
magnesium (proposed dissolution reaction: Mg þ nNH3 ! Mg2þ þ 2e(NH3)n

�),
and impregnation of the carbonwas conducted at�75 �C, followedby drying. Studies
on the hydrogenation behavior of the prepared material (at 200 �C) showed little
hydrogen uptake under 0.53 bar hydrogen pressure (below 20% of the theoretical
capacity after 5 h). Deposition of nickel as catalyst on the carbon prior to impreg-
nation (1wt% Ni) resulted in a much faster hydrogen uptake (more than 80% of the
theoretical capacity within 5 h) compared to the unsupported references with much
higher nickel fraction. This suggests that nickel as catalyst in combination with the
carbon support was effective regarding the hydrogenation kinetics. However, no

10.6 Experimental Results on 3D-Supported Nanomaterials j329



Figure 10.28 (a) TEM images of magnesium
nanoparticles on carbon support, left bright
field and right dark field [140]. (b) Thermal
programmed desorption (TPD) heating with

5 �Cmin�1 in argon flow comparing a 10wt%
MgH2 with carbon physical mixture, 10wt%
MgH2 melt-infiltrated into carbon, and 50wt%
MgH2 on carbon containing 5 atom%Ni [158].

absolute values of the hydrogen uptake, comparison with bulk Mg or the size of the
supported magnesium particles were reported.
Using melt infiltration, 2–5 nm Mg/MgH2-nanoparticles were recently synthe-

sized using micro-/mesoporous carbons as support [140]. Starting point was a
physical mixture of mm-sized MgH2 particles and carbon. In a first step, full
dehydrogenation of the MgH2 was ensured by heating up to 600 �C. In this way,
Mg of high purity was obtained. In a second step, themelt infiltration was conducted
at 667 �C, slightly above themelting point of Mg (Tm¼ 650 �C). Figure 10.28 a shows
TEM images of the nanoparticles that are distributed over the carbon support.
Because of their similar atomic weight, the nanocrystallites are hardly visible in
brightfield TEM.However, due to the diffraction contrast they can be seen in the dark
field micrograph as bright spots. The crystallites are well separated from each other,
which could help to avoid unwanted phase segregation during cycling of thematerial.
The size of the nanoparticles was influenced by the pore size of the different carbons.
Using microporous carbon, nanoparticles smaller than 2 nm could be synthesized.
The carbon matrix was not damaged by the melt infiltration, as evidenced by N2-
physisorption after leaching out the activematerial. Above a certain loading (10–15wt
% for a specific porous carbon material) not only nanocrystalline, but also larger
crystallites were formed outside the pores, as shown byXRD and physisorption [140].
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Hydrogenation of the supported Mg nanoparticles was performed in an autoclave
(2 h at 325 �C, 85bar). Figure 10.28b shows the dehydrogenation behavior of a
hydrided 10wt% Mg/carbon sample, a 50 wt% Mg/carbon sample doped with
5 atom% Ni, and a reference physical mixture. The 5 atom% Ni (with respect to the
amount of magnesium) was added by first depositing nickel nanoparticles on the
carbon support by impregnation, drying and reduction, followed by melt infiltration
with Mg. The reference (a physical mixture consisting of mm-sized MgH2 particles
(�50mm) and carbon), starts desorbing above 400 �C. Nanosizing and supporting
clearly influences the desorption since, for the 10wt% MgH2 on carbon, decompo-
sition already starts around200 �C,withdecompositionover awide temperature range
following. Since the pore size and shape of the carbon support are not well defined, the
decomposition of the MgH2 nanoparticles over a larger temperature range could be
explained by variations in particle size and confinement. Up to 80% of the theoretical
hydrogen capacity was released. For the nickel-doped sample all hydrogen is released
below 350 �C. Even though the stoichiometric ratio between Mg and Ni is 17: 1, this
release behavior is similar to that of pureMg2NiH4. It was already reported before, by
Zaluska and coworkers for ball-milled samples, that Ni-doped MgH2 can release
hydrogen at temperatures similar to that for Mg2NiH4, even if the nickel content is
significantly lower than that corresponding to stoichiometric Mg2NiH4 [159]. No
thermodynamic sorption measurements have been reported so far for these systems.

Recently, intriguing results on the hydrogen sorption properties of Mg/C thin
filmswere reported. XRD-amorphousmagnesium/carbon thin films (50: 50 atom%)
with 25 nm thickness were deposited by co-sputtering [160]. The films were covered
with a 5 nm layer of Pd to prevent oxidation and enhance the absorption of hydrogen.
Nevertheless, the films exhibited an oxygen content of �10 atom%. Hydrogen
absorption/desorption experiments were conducted by measuring the electrical
resistance of the film. The kinetics of hydrogen uptake were much faster than for
pure Mg films, which might be explained by faster diffusion along the Mg/C/Mg
interface, smaller domain size and/or clamping effects. The authors report the
measurement of reversible hydrogen switching at 70 �C, at which temperature the
hydride is formed at pressures between 0.2 and 7.5mbar. This would suggest that the
stability of themagnesiumhydride phase formed is significantly less than that of bulk
MgH2. However, the authors also report that it is difficult to measure sorption
properties reproducibly, and that it is not possible to measure full isotherms and
obtain thermodynamic information from van t� Hoff plots.

10.6.4
Lithium Borohydride (LiBH4)

Lithiumborohydriderecentlygainedmuchattentiondueto itshighhydrogencontent.
Theoretically, LiBH4 contains 18.5wt% of hydrogen but forms, similar to NaAlH4, a
stable hydride during decomposition. Thus, its decomposition yields a hydrogen
content of 13.9wt% according to the following reaction: LiBH4 ! LiHþBþ 3

2H2.
The decomposition reaction also includes several intermediate steps, however, the

exact details are not known [161]. When heated, the crystal structure of LiBH4
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changes from orthorhombic to tetragonal (at 108 �C), before reaching its melting
point at 278 �C. Even though LiBH4 starts to decompose around its melting point,
most of the hydrogen is released above 400 �C [161]. Rehydrogenation is difficult and
high pressures and temperatures are needed, that is, at 600 �C under 155 bar
hydrogen pressure [162]. Another problem for practical application is the formation
of volatile and poisonous diborane (B2H6) during dehydrogenation. Z€uttel et al.
found that the dehydrogenation temperature of LiBH4 is greatly reduced by the
addition of SiO2 [163].

Lohstroh and coworkers investigated the thermal decomposition of LiBH4/silica-
gel mixtures. Samples containing 50wt% LiBH4 were prepared by simply mixing
LiBH4with silica gel (3 nmpores) in amortar [161], followed by TG-MS experiments.
The authors report a very efficient wetting of the support by molten LiBH4 (or its
reaction products). Thus it can be assumed that the porous support was effectively
infiltrated during heating, even though no further information about pore filling was
given. Compared to pure LiBH4, the use of silica-gel as support led to a strong
decrease in the dehydrogenation temperature, starting even below themelting point.
For example, using a heating rate of 5 Kmin�1 andHe atmosphere, a 5%weight loss
was obtained at 300 �C. However, unwanted diborane was released during the whole
dehydrogenation process. The authors found that by using LaCl3 and TiCl3 as
additive, diborane formation was significantly reduced above 350 �C. Thus, diborane
formation might be suppressed by the right additive.

Vajo et al. demonstrated the possibility of infiltrating melted LiBH4 into carbon
aerogels [164]. In their work, carbon aerogels of different pore size (exhibiting a pore
sizes of 13 and 25 nm and surface areas of 770 and 810m2 g�1, respectively) and
activated carbon (microporous, 1200m2 g�1) were infiltrated by heating at
280–300 �C under an Ar atmosphere. For the aerogels, weight loadings up to
50% were obtained, corresponding to a maximum pore filling of 90%. After melt

Figure 10.29 TGA data for LiBH4 supported by
different carbon supports. (a) LiBH4 mixed with
nonporous graphite. (b) LiBH4 incorporated
into activated carbon. Curve (c) and (d) LiBH4

incorporated into carbon aerogel with average

pore size of 13 and 25 nm. The total amount of
weight losses scale with the LiBH4 loading.
(heating rate 10 Kmin�1, Ar atmosphere).
Reprinted with permission from [164].
Copyright (2008) American Chemical Society.
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infiltration, no additional phases were detected, indicating that LiBH4 does not react
with the carbon matrix. Figure 10.29 shows the thermal decomposition of LiBH4

incorporated into the different carbons. The use of a nonporous carbon reference
shows decomposition similar to pure LiBH4, whereas the use of porous carbon as
support significantly lowers the dehydrogenation temperature. The activation energy
was also found to be smaller for the infiltrated samples. For example, an activation
energy of Ea¼ 146� 3 kJmol�1 was found using non-porous carbon as support
whereas 103� 4 kJmol�1 was found for the aerogel with 13 nm pores. Also,
dehydrogenation rates up to 50 times faster than those for bulk LiBH4 were
measured. Preliminary tests on the evolution of unwanted side-products showed
no diborane formation during dehydrogenation, although small amounts of meth-
ane were detected during hydrogenation. Improved cycling behavior (hydrogenation
at 400 �C, 100 bar H2) was reported.

A direct comparison between porous carbon and porous silica supports is difficult
since the measurement conditions are different. In the case of silica the hydrogen
release temperature is lower but a possible chemical reaction between the silica and
the LiBH4has to be considered. It is interesting that the porous carbon support seems
to suppress the formation of diborane.

10.6.5
Palladium

The use of Pd as a hydrogen sorbent itself is restricted because of its high price and
low hydrogen content. However, it can be used in low concentrations as an effective
catalyst for (de)hydrogenation. Recently, several groups reported improved hydrogen
physisorption properties for metal organic frameworks and ordered mesoporous
carbons by deposition of Pd nanoparticles using incipient wetness impregnation.
Kaskel et al. deposited 1wt% Pd on MOF-5 using palladium acetylacetonate as
precursor and chloroform as solvent [138]. Reduction under hydrogen flow and
drying were performed at maximum temperatures of 200 �C. The deposition of Pd
led to a significant decrease in surface area (958m2 g�1) and pore volume (0.39 cm3

g�1) compared to pure MOF-5 (2885m2 g�1, 1.18 cm3 g�1), indicating also partial
destruction of the MOF structure during synthesis. The Pd-doped MOF-5 showed
improved hydrogen storage properties with a hydrogen uptake of 1.86wt% at 1 bar
and 77Kcompared to 1.15wt% found for theMOF-5 reference. Latroche et al. studied
the hydrogen sorption properties of Pd and a PdNi alloy deposited on ordered
mesoporous carbons replicated from SBA-15 on [165, 166]. To yield 10wt% of 2 nm
Pd nanoparticles on carbon, the support was impregnated with an acid tetrachlor-
opalladinic (H2PdCl4) solution in acetone, followed by drying in air at 60 �C and
reduction at 300 �C under Ar/H2 flow. Samples with 16wt% of 5 nm Pd0.6Ni0.4
nanoparticles were synthesized by impregnation with the same solution to which
nickel nitrate had been added, followed by reduction under Ar/H2 flow at 400 �C.
Hydrogenation measurements showed that the addition of Pd and PdNi did not
increase the hydrogen storage capacity at 77K, however, the hydrogen uptake at room
temperature was strongly improved. In the case of Pd on carbon, the capacity at RT
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was found to be eight times higher than the carbon reference (0.08wt% instead of
0.01wt% at 0.5MPa), PdNi on carbon yielded a threefold increase (0.01wt% instead
of 0.027wt% at 0.5MPa).

In all studies (MOFand carbon as support), the authors suggest hydrogen spillover
as themechanism for the improved capacity. Spillover is a phenomenon known from
heterogeneous catalysis and describes the transport of an activated species sorbed on a
first surface onto another surface that does not form that species under the same
conditions [167]. In the described cases, hydrogenmoleculesfirst dissociate on the Pd
nanoparticles to formhydrogen atoms that then spill over to theMOF/carbon support.
The binding energy of the transferred hydrogen atoms is reportedly higher than for
physisorbed hydrogenmolecules, although the nature of the reversible bonding is not
clear, thus explaining the higher hydrogen uptake at room temperature. Even though
the hydrogen capacities are low compared to supported metal hydride systems, these
studies show that hydrogen storage in classical physisorption systems can be con-
siderably improved by using catalysts for the dissociation of hydrogen molecules.

10.7
Conclusions and Outlook

In this chapter we have discussed the impact of nanosizing and supporting on the
hydrogen sorption properties of light metal (hydrides). It is well known from other
fields of research that the stability and reactivity of small metal clusters are strongly
influenced by their size, especially in the size regime below 10 nm. Much less
information is available for small hydride particles. Nevertheless, some general
conclusions on the stability can be drawn. For small clusters (up to �5 nm) stability
fluctuation with discrete cluster size is expected due to electronic and geometrical
effects. Nanoparticles up to 10–30 nm are significantly less stable than the corre-
sponding bulk materials due to the appreciable contribution of the surface energy to
the total energy. In general, metals that form surface hydrides rather than bulk
hydrides will have lower hydrogen equilibrium pressures for small hydride particles,
while the opposite is true for the reverse situation. Often the rate of hydrogen
desorption and absorption are limiting factors for application as a hydrogen storage
material. Nanosizing is expected to have a strong beneficial effect on the kinetics,
whether it is through the increased specific surface area (and hence hydrogen
association and dissociation rates at the surface) or due to the faster diffusion (due
to decreased effective solid-state diffusion distances).

It is relatively difficult to prepare nanoparticles and nanostructures of light metal
(hydride)s due to their general sensitivity to oxidation, which is greatly enhanced by
the large surface to volume ratio for these small structures. Gas-phase clusters of
transition metals are interesting systems from a fundamental point of view. Fur-
thermore, appreciable hydrogen storage capacities can be realized (up to several
hydrogen atoms per metal atom being present in the cluster) even if the compounds
only form surface hydrides. Palladium (hydride), although not relevant as a practical
on-board hydrogen storagematerial, is an importantmodel system to understand the
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impact of nanosize and surfaces on hydrogen sorption properties. The hydrogen
sorption isotherms change dramatically when decreasing the particle size, which can
be explained in terms of a significant part of the hydrogen sorption taking place in
(sub)surface states. Experimental results also illustrate the importance of the
boundary conditions (interface of particles with stabilizers, and complexing agents
or supports for the thermodynamics of hydrogen sorption.

For the ionic light metal hydrides, most experimental results available concern
magnesium (hydride). Nanoparticles and nanowires have been prepared, by a range
of different preparation techniques. Invariably, a large improvement in the sorption
kinetics, both in absorption and in desorption, is the result, aswell as usually avoiding
theneed for �activation cycles�.Hydrogen sorptiondata indicate that thermodynamic
destabilization of the hydride is also possible, which would be important for
application of thematerial. However, the results on the hydrogen sorption properties
of these systems are rather preliminary. No successful preparation and hydrogen
sorption measurements of complex hydrides in the form of nanoparticles or
nanostructures has been reported so far.

The unsupported nanoparticles and nanostructures are less relevant for practical
application, as it is unlikely that they would be stable upon repeated cycling. Metal
particles smaller than 10 nm have a strong tendency to sinter, and nanowires (as has
been shown experimentally for magnesium (hydride)) often fall apart due to
mechanical stress upon cycling. From heterogeneous catalysis it is known that
nanoparticles can effectively be stabilized by the presence of an inert support. Silica
and carbonmaterials are standard supports in this field, and available at low cost in a
variety of morphologies. Important parameters are the cost, purity, specific surface
area and porosity of the support. Carbon has the advantage of being lightweight,
thermally conducting, and, generally, less prone than silica to reactions with light
metals. Supporting or confining the nanoparticles can not only stabilize the small
particle size, but also affect the thermodynamics of hydrogen sorption due to the
support�s influence on particle shape, electronic interaction, and physical clamping
or confinement. Furthermore, it can benefit themacroscopic systemproperties, such
as mechanical stability and thermal conductivity. However, it does increase the total
weight of the system.

The first experimental results on 3D-supported nanomaterials for hydrogen
storage date from 2005, when a decrease in hydrogen desorption temperatures, and
a different reaction pathwaywere reported for ammonia borane inmesoporous silica.
Since then it has been shown, for alanates, magnesium hydride and boronhydrides,
that dispersion of the active material on a support can dramatically improve the
hydrogen release temperatures and reversibility of the systems. However, this
research has just started, and understanding and tuning of these changes in
properties is at an early stage of development.

In conclusion, we can say that nanosizing and supporting active hydrogen storage
materials has been shown, both theoretically and experimentally, to greatly benefit
hydrogen sorption properties such as release temperatures and pressures, loading
and charging times, and reversibility. Furthermore, beneficial effects onmacroscopic
thermal and mechanical stability might be realized. However, this approach also has
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some drawbacks. It adds to the complexity of the preparation and handling due to the
high oxidation sensitivity of nanosizedmaterials, and increases costs. Furthermore, a
support decreases the overall storage capacity of the system, and hence can only be
used for systems that have high enough intrinsic capacities to compensate for this.
On the other hand, thermodynamic, kinetic or reversibility of bulkmetal hydrides are
often unfavorable for practical application, and these issues might be relieved by
nanosizing and supporting. Research on this approach of nanosizing and supporting
has only started recently and the future will prove whether the beneficial effects on
hydrogen sorption properties will outweigh the disadvantages.
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– modeling 74
– structure I (sI) 65
– structure II (sII) 65, 76
– structure H (sH) 65, 76
cluster 51ff, 95, 121, 279ff
– cobalt Co 291
– copper Cu 293
– gold Au 292
– iron Fe 102, 291
– magnesium Mg 283, 286
– nickel Ni 291f
– palladium Pd 306
– platinum Pt 292, 306
– rhodium Rh 228f, 292
– silver Ag 292
– sodium Na 282f
– ZnS 282
co-condensation 297
cohesive energy 285
cold
– rolling 108f
– vapor deposition 95
colloid 228f, 290, 298, 315
complex
– anion 117, 148
– hydride 39ff, 63, 94, 109, 117ff, 187, 199,

211, 285, 303, 322, 325, 335
– metal hydride see metal hydride
– transition metal hydride see metal hydride
compressibility factor 3f
computer simulation 110
condensation reaction 159
conditioning container 17f, 25ff
confinement 296, 301ff, 308, 325ff
– nano-confinement 328f
– nano-confinement effects 313
– physical confinement 302, 307f
contact angle 319ff
cooling
– energy 10, 15
– load 16
coordination
– number 133, 144, 261, 282, 285, 292
– polymer 40, 51ff
Coulomb
– attraction 307
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– interaction 305
coupling constant 237
critical
– point 9, 15, 31
– temperature 3, 43, 86, 293
cryo-adsorption tank 59
cryo-container 20f
cryogel 232, 313ff, 324f
cryogenic liquid 1, 8, 17, 31f, 37, 63
cryolite Na3AlF6 138ff, 200ff
crystal
– lattice 94, 98, 283
– structure 64, 82ff, 89, 92, 117ff, 139ff, 147,

159, 166ff, 179ff, 195, 205, 216, 267f, 317,
331

cyano-bridged framework 57
cycle
– life 99, 110
– stability 136f, 150
– test 139
cyclic
– channel die compression (CCDC) 108
– voltammetry 270ff
cycling
– behavior 325, 333
– experiment 124, 297
cyclo trimeric borazane (CTB) 243
cyclohexanone (CHONE) 70f

d
3D boundary conditions 308
2D clamped nanoparticles 308
3D supported nanomaterial 279ff
Debye Scherrer equation 298
decomposition
– enthalpy 142ff, 254, 308
– rate 224, 229
– temperature 94, 121ff, 131, 137ff, 199f,

206, 221, 262
– thermal decomposition 45, 94, 132, 140,

173, 181, 191, 221ff, 236ff, 315, 332
decomposition/recombination reaction 197
decrepitation 99f
degree
– freedom 84
– hydrolyzation 218
– polymerization 238
dehydriding enthalpy 287
dehydrochlorination 241
dehydrocyclization 232
dehydrogenated state 162, 167, 180, 192ff
dehydrogenation 125ff, 140ff, 159ff, 175,

190, 200ff, 221ff, 263, 279ff
– acid-initiated dehydrogenation 231

– catalyst 225
– cycle 135
– enthalpy of dehydrogenation 205f
– kinetics 95ff, 117, 197, 232
– rate 290, 333
– temperature 134, 325ff
dehydrohalogenation 243
dendritic nanostructure 298
density
– gravimetric 64, 67, 73, 118, 128, 191f, 196,

232, 249, 279
– volumetric 81, 117, 192, 196, 249, 279
density functional theory (DFT) 75, 94, 124,

132, 136, 141ff, 170, 173, 200ff, 232ff, 266f,
286ff, 308

desolvation 253ff
desorption
– enthalpy 190, 196ff, 308
– isotherm 197, 202, 206, 265f
– kinetics 104ff
– reaction 166ff, 173, 179
– temperature 122ff, 137, 149, 173ff, 191ff,

209, 253, 327, 335
deuterium 1, 58, 133ff, 140, 292
– hydrate 66
di-n-propyl ether 253
N-dialkylaminoalane 261
diammoniate of diborane (DADB) [BH2(NH3)]

BH4 217ff
diamond 44ff, 315
diborane B2H6 118ff, 217ff, 235ff, 241, 280,

304, 322ff, 332f
– asymmetric splitting 220
– symmetric splitting 220
diesel 15, 33f
diethyl ether (C2H5)2O 140f, 150, 217ff, 237,

252ff, 261, 269ff
differential scanning calorimetry (DSC) 140,

143, 146, 160, 198, 202, 208, 221ff, 236ff,
255, 259, 323, 328

differential thermal analysis (DTA) 141, 143,
258f, 298, 324

diffusion 5ff, 12, 29, 36, 41, 105ff, 136, 147,
176ff, 250ff, 259ff, 287ff, 331ff

– coefficient 251, 289
– distance 176, 288f, 297, 327, 334
– laws 289
diffusivity 250ff
digestion method 240ff
diglyme 139, 217f, 227ff
2,5-dihydrofuran (DHF) 70
dihydrogen bond 216f, 225f, 235ff
dimethyl ether (DME) 66, 133, 141f
1,1-dimethylcyclohexane (DMCH) 72
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dimethylsulfide 220
dioxane 217f
1,3-dioxolane (Diox) 70
dispenser 10, 14
dissociation 39, 71ff, 136, 287ff, 297
– energy 77
– enthalpy 146, 198, 204
– pressure 88ff, 129, 205
– rate 288, 334
– temperature 204
dodecahydro-closo-dodecaborate-anion

[B12H12]
2� 121

donor-acceptor complex 216ff
dopant 135, 144, 189, 199f, 263
doping
– agent 133
– process 131ff, 263
DOW method 253
Draeger Tube 176
DTA/MS measurement 324

e
effective
– diffusion coefficient 289
– surface area 289
– surface energy 285
effusing mass 25
egg-shell distribution 320
electrochemical
– cell 270ff
– methods 251, 274
– process 270f
– regeneration 275
electrochemistry 275
electrolysis 269ff
electrolyte 270, 296ff
electron diffraction 103, 226
electron microscopy 291
– bright field electron micrograph 299
– dark field electron micrograph 299
electronegativity 102, 118f, 162, 171, 199f
electronic structure 85, 94, 159, 168, 171, 182,

292
elemental analysis 304
elemental hydride 82, 88ff
– binary ionic 82
– complex ionic 82
– covalent 82f
– ionic 82, 280, 285ff, 296
– metallic 63, 83, 291
– ternary 88ff, 107ff, 191ff
elementary
– reaction 160, 179
– step 162, 181

Enders� carbene 229
energy
– balance 26
– regenerative energy 36
– sublimation 32
– vaporization 32
energy density 15, 36, 173
– gravimetric 33f
– volumetric 32ff
epoxidation 281
equal channel angular pressing (ECAP) 108f
equation of state 2ff
equilibrium
– concentration 176f, 287
– particle shape 305
– pressure 86ff, 96, 103, 129, 137, 145ff, 160,

190, 194, 205ff, 223, 263, 279, 284, 296, 334
– state 238
– temperature 67ff, 77, 204, 206, 329
Ergun equation 310
ethane 217, 323
ethanol EtOH 71, 217f
ethene C2H4 316
N-ethyl ammonia borane C2H5-NH2BH3 227
eutectic point 69
excess uptake value 55
expansion turbine 16

f
Fermi level 91, 94, 307
FeTi 191
Fick�s diffusion laws 289
filling
– level 12, 17, 19f, 23f
– pressure 12
– process 10ff, 14f, 19f, 24, 27f
– system 25
first-principles calculations 119, 168, 171ff,

202, 252
fluoride 197ff
fluorine 96, 199f, 203
formation
– enthalpy 86, 90f, 129, 142f, 147, 187, 192ff,

199, 204f, 285, 297ff, 322, 329
– entropy 265
Fourier transform infrared spectroscopy see

infrared spectroscopy
free energy 89, 92, 96, 195f, 239, 284
Friauf-Laves phases 92
frustrated Lewis pair 243
FTIR see Fourier transform infrared

spectroscopy
fuel
– fossil fuel 36
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– hydrocarbon fuel 8
– hydrogen fuel 63, 77, 177
– rocket fuel 32, 36, 224, 252
fuel cell 8, 101, 120, 127f, 149f, 182, 188, 192,

224, 233ff, 279, 293, 309
– high-temperature (HT) 137
– low-temperature (LT) 137, 150, 197
– medium-temperature 150
– polymer electrolyte membrane (PEM) 118,

126ff, 137, 150, 189f, 215, 249, 323
– room temperature 150
functional anion concept 199, 202f, 211
furan (F) 70

g
gas chromatography 176
gas hydrate see clathrate hydrate
gas-phase deposition see chemical vapor

deposition (CVD)
gas-solid reaction 110
gasoline 15, 33f
GH2 see hydrogen gas
Gibbs
– energy 190, 236
– phase rule 84
gold 281ff
grain boundaries 101f, 105ff, 189, 259, 289
Grand Canonical Monte Carlo (GCMC)

simulations 54ff, 76
graphene 44f, 306, 315
graphite 44f, 95, 175, 309, 315f, 332
Grignard reagent 141, 296ff
– BuMgCl 298
– EtMgCl 298
guest molecule 64ff, 76f

h
half-reaction potential 271
HDDR process (hydrogenation-

disproportionation-desorption-
recombination) 81

heat
– absorption 294
– adsorption 39f, 46ff, 55ff, 59, 287
– capacity 5, 8f, 110, 216
– conductivity 100, 110
– crystallization 265
– exchanger 12ff, 27
– evaporation 284
– formation 89ff, 107ff, 119, 126, 192, 199,

265, 269, 286
– fusion 9, 269
– management 129, 188
– polymerization 265

– solution 85ff, 251f
– sorption 295
– sublimation 284
– transport 309
helium 8, 16, 32, 41ff, 164, 258
Henry type isotherm 43
Henry�s law 85
N-heterocyclic carbene (NHC) 229f
high-pressure
– cylinder 59
– torsion (HPT) 108
H2NG (mixtures of hydrogen and natural

gas) 15
Huang�s synthesis 53
hybridization 174, 261
hydrate
– binary hydrate 67, 91
– clathrate see clathrate hydrate
– D2 hydrate 66
– gas hydrate 64ff, 73, 77
– H2 hydrate 72, 76f
– THF/H2 hydrate 67
hydride
– abstraction 231f
– binary hydride 91ff, 162, 189, 296, 303
– binary ionic hydride 82, 280ff
– bulk hydride 285ff, 292ff, 334
– chemical hydride 39, 322
– complex hydride 39ff, 63, 94, 109, 117ff,

187, 200, 211, 285, 303, 322ff, 335
– covalent hydride 82f, 249
– destabilized hydride 63, 279, 303
– elemental hydride see elemental hydride
– formation 81ff, 91, 190ff, 208,

250, 309
– high capacity hydride 189, 203, 207
– high temperature hydride 188, 206
– intermetallic hydride 89, 191f, 196, 211
– interstitial hydride 280ff, 289ff
– lightweight hydride 189ff, 196, 211
– metal hydride see metal hydride
– mixed hydride 207ff
– multicomponent hydride 107, 196, 203
– multinary hydride 94, 162, 192, 196
– multiphase mixed hydride 211
– quaternary hydride 193
– single component hydride 191, 203
– single phase hydride 191ff, 200, 211
– surface hydride 285, 291ff, 334
– ternary hydride 88ff, 107, 162, 191
hydroboration 227
hydrodechlorination 241f
hydrofluoric acid 313
hydrogen
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– absorption 104ff, 145, 177, 182, 189, 200,
209, 251, 289, 331

– activation 216, 243
– adsorption 40ff, 53ff, 74
– association 275, 289, 334
– atomic hydrogen 12, 71, 84, 196, 250
– bonding 64, 74ff, 82, 94, 190, 195, 216f,

225f, 235ff
– bridge 118, 123ff
– burning internal combustion engine 249
– capacity see storage capacity
– clathrate hydrate 66ff
– concentration 51, 56ff, 69, 84ff, 92, 195,

250f, 289ff
– content 63ff, 92, 118ff, 130ff, 137, 147ff,

215ff, 235, 244, 263, 280, 288, 300, 311,
322ff, 331

– cycling 108, 179, 195
– degassing rate 251
– delivery system 118, 239
– density 31ff, 54, 117, 192ff, 232ff
– desorbing properties 177
– desorption 109, 122, 160ff, 173ff, 187ff,

198, 209, 260, 286ff, 297f, 325, 334f
– diffusion 105, 251
– diffusivity 250
– dissolution 250
– economy 63, 249
– equilibriumpressure 89, 279, 284, 296, 334
– filling station 14
– gas (GH2) 8, 15, 27, 33f, 63, 83ff, 99, 127f,

160, 165, 193, 221ff, 228, 238, 293, 316
– generator 221, 236
– hydridic hydrogen 219ff
– liberation 121ff, 137, 233ff
– liquid hydrogen 15ff, 45, 63, 81, 117, 149,

192, 196
– molecular hydrogen 2, 40f, 71, 84, 221, 230,

236ff
– molecule 1, 47ff, 66ff, 102, 126, 160, 196,

224, 260ff, 287ff, 334
– pressure 24, 41ff, 54f, 76, 81ff, 95ff, 105f,

125, 132ff, 147ff, 196, 204ff, 249, 262ff, 287,
294, 309, 321ff

– properties 1ff
– protic hydrogen 216, 225
– release 63, 69, 121f, 135ff, 173, 188, 201,

207, 216ff, 233ff, 235ff, 238, 243, 259ff, 275,
289, 297ff, 323ff

– slush 1, 30ff
– solubility 102, 250f, 289, 294
hydrogen sorption 197, 280ff
– capacity 291
– energy 308

– intrinsic hydrogen sorption properties 301
– isotherm 294, 335
– kinetics 96, 105ff, 299
– properties 99ff, 108, 280ff, 323ff
– reversible hydrogen sorption 281
hydrogen source material 215ff
hydrogen storage 1, 81, 279
– active hydrogen storage phase 307
– alloy 96, 163, 199
– capacity see storage capacity
– compound 249, 301, 310, 317ff
– electrochemical storage 192
– gaseous storage 8, 13, 35
– hybrid storage 1, 30f, 71
– infrastructure 1
– liquid storage 10, 15ff, 28ff, 36, 192f
– material 52, 74ff, 94, 102ff, 118ff, 149ff,

159, 168, 178, 191f, 199, 206ff, 235f, 249,
269, 275, 286ff, 318ff, 334f

– on-board hydrogen storage 74, 249, 279,
294, 307ff, 334

– reversible hydrogen storage 129ff, 142,
151, 165, 197, 207, 249, 269

– solid hydrogen storage 33, 126, 134ff, 140
– supercritical hydrogen storage 31f
– system 33ff, 40, 58, 63, 99, 107, 136, 165,

179f, 303, 311
– tank 126, 187f, 302, 310
– underground hydrogen storage 13
hydrogen
– sulfide (H2S) 83
– supercritical fluid 1, 30ff
– uptake 41ff, 187ff, 263, 294ff, 329ff
hydrogen/deuterium scrambling 136
hydrogenation 90ff, 100, 124ff, 136ff, 159ff,

178ff, 192ff, 208ff, 227, 239ff, 249, 263,
269ff, 275, 279, 289ff, 298ff, 329ff

– cycle 173
– mechanism 181
– kinetics 98ff, 329
– step 240f
hydrogenolysis 141, 305
hydrohalide acid 159
hydrolysis 233ff
hydrophobicity 314, 319
hydroquinone 64, 71
hydrothermal crystallization 50
hypercrosslinked polymer (HCP) 40, 48f
hysteresis 49, 88, 94ff, 308

i
ideal
– cyclic process 16
– gas 3ff, 10f, 85
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imidazolium-based NHC 230
imide-nitride reaction 160
impregnation method 177f, 320
incipient wetness 318, 333
induction period 222ff, 228ff
inelastic
– neutron scattering (INS) 47, 51, 55
– spectroscopy 168
inert gas 177, 233, 291
infrared spectroscopy 49, 66, 74, 168, 171f,

176ff, 222ff, 229
initiator 232
inorganic coordination polymer 57
intercalation compound 307, 316
intermediate phase 120, 124f, 143, 204
intermetallic compound 88ff, 99ff, 108, 129,

189ff
internal
– energy 2ff, 11f, 20ff
– work 10
interpenetration 53ff
interstice 89, 172
interstitial
– channel 47
– site 47, 85ff, 92f, 251
– species 132
interweaving 56
inverse micelle templated growth 293
ion exchange 303, 317
– capacity 50
– resin 233
ionic liquid 14, 232f
IR spectroscopy see infrared spectroscopy
Ir(H)2POCOP 229
isochoric line 22
isothermal-temperature ramp

experiment 223
isotope exchange experiment 225
isotropic
– lattice strain 95, 268
– material 196

j
Jellium model 281
Joule–Thomson
– coefficient 5, 11
– effect 5, 11, 17
– valve 17

k
K-edge 174f
KAlH4 130, 139ff, 145
kinetic
– barrier 117, 128, 283

– isotope effect 230
Kirkendall effect 175
Kissinger analysis 173, 326f
K2LiAlH6 145
K2NaAlH6 145, 267
K2ReH 149

l
LaCl3 332
Langmuir 69
– isotherm 42f
– model 40, 54
– specific surface area 55
LaNi5 89ff, 100ff, 191
lattice
– body-centered cubic (bcc) 93, 103, 283
– constant 169, 173
– face centered cubic (fcc) 92f, 103, 140, 172,

200, 283, 293f, 317, 325
– hexagonal close packed (hcp) 92f, 103
– symmetry 294
– volume 95
Laves phases 94, 102ff, 194
Lennard-Jones equation 39
Lewis
– acid 94, 230f
– base 94, 217, 261
LH2 see hydrogen, liquid
Li-Al-H system 197ff
Li-Mg-N-H system 161ff, 176ff
Li-N-H system 159ff, 165ff, 174ff
ligroin 253
lithium alanate see lithium aluminum hydride
lithiumaluminumamideLiAl(NH2)4 167,173
lithium aluminum hexahydride

Li3AlH6 130ff, 145, 167, 190, 270
lithium aluminum hydride LiAlH4 35, 82,

123, 130ff, 139ff, 150, 167, 173, 190, 198,
252ff, 261ff, 267ff, 296

lithiumamide LiNH2 159ff, 168ff, 180ff, 207,
303ff

lithium borohydride LiBH4 119ff, 191, 199,
203, 206ff, 219, 253, 285, 296, 303ff, 320ff,
331ff

lithium boronate 280
lithiumhydride LiH 35, 83, 120f, 130ff, 144ff,

159ff, 174ff, 190f, 197ff, 205ff, 237, 270,
297ff, 304f, 322, 331

lithium imide 180
lithium magnesium alanate see lithium

magnesium aluminum hydride
lithium magnesium aluminum hydride

[LiMg(AlH4)3] 130, 146, 198
lithium nitride Li3N 159ff, 168, 174ff, 207
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m
macropores 312
magic numbers 281ff, 292
magnesium aluminum hydride

Mg(AlH4)2 140f
magnesium amide Mg(NH2)2 162ff, 171ff,

207ff
magnesium borohydride Mg(BH4)2 119,

123ff
magnesium diboride 208
magnesium hydride MgH2 35, 82, 98, 104ff,

123ff, 137ff, 146ff, 162ff, 171ff, 187ff, 203ff,
285ff, 291, 296ff, 308f, 329ff, 335

magnesium imide MgNH 171f, 180
magnesium nitride Mg3N2 162ff, 171, 180,

298
magnesium oxide MgO 128, 299ff
magnetic susceptibility measurement 299
mass spectrometry 123, 201, 222ff, 251, 281ff
matrix isolation technique 222
mechanochemical
– activation 141ff
– synthesis 123f
melt infiltration 279, 303, 318ff, 323, 330ff
mercury isolation technique 69
mesopores 302, 312f
metal hydride 14, 33, 41, 63, 81ff, 165, 187ff,

211, 250, 281ff, 290, 301, 307ff, 321ff
– activation 95f
– alkaline earth metal hydride 120, 208
– battery 192
– binary metal hydride 82, 296
– bulk metal hydride 336
– complex metal hydride 117, 148, 221, 253
– covalent metal hydride 82
– electrode 192
– high temperature metal hydride 187
– interstitial metal hydride 129
– light metal hydride 204, 279, 290, 297, 303,

335
– magnesium based hydride 88f, 190
– medium temperature metal hydride 187
– nanoparticles 281, 290
– nickel-metal hydride (Ni-MH) 81
– single phase metal hydride 196
– supported metal hydride systems 334
– systems 100ff, 294
– ternary metal hydride 107
– transition metal hydride 117, 137, 148ff
metal-N-H system 159, 165ff, 176ff
metal-organic frameworks (MOF) 40, 51ff,

63, 312, 317, 334
– crystalline 59
– IRMOF-8 40, 51ff

– isoreticular MOF 55
– MIL-53 52
– MIL-101 40
– MOF-5 40, 51ff, 317, 333
– MOF-177 54, 317
metalorganic chemical vapor deposition

(MOCVD) 262
metathesis reaction 126, 141f
methane CH4 35, 64f, 70, 83, 177, 215, 307,

316, 333
methyl ammonium chloride 236
methyl tert-butyl ether (MTBE) 72, 75
methylcyclohexane (MCH) 72
Mg-Ca-Li-N-H system 166
Mg-Ca-N-H system 166
Mg-N-H system 161ff, 176ff
Mg-Na-N-H system 166
Mg-Ni-Si system 193
Mg-Sc-H system 195
Mg-Ti-H system 195
MgB2 123f, 207ff
Mg2Ca 195
MgCu2 102, 193, 203f
Mg2FeH6 35, 107, 117, 149ff, 196
Mg2Ni 88ff, 103, 107f, 191ff
Mg2NiH4 35, 109, 149, 190ff, 259, 322, 331
Mg2Si 193f, 205
micropores 44ff, 312ff
microwave spectroscopy 216f
Miedema�s
– model 89ff
– rule of reversed stability 90ff, 107, 191
Möller-Plesset (MP2) calculations 75, 217
MOF see metal-organic frameworks
molecular dynamics (MD) 75, 291
molecular sieve 317
monoglyme 220, 227ff
monolayer 43ff
morphology 178, 280, 289, 297ff, 306
multilayer
– adsorption 54
– insulation (MLI) 29

n
Na-Li-Al-H system 197
Na-Li-N-H system 166
Nakanishi process 313
Na2LiAlH6 144f, 197f
nanocomposite 95, 232, 280, 324
nanocrystallinity 81, 95, 100ff, 189, 197, 330
nanofiber 44f, 302f, 312ff, 325ff
nanoparticle 102, 109, 279ff
– alkaline (earth) nanoparticles 296
– gold Au 281ff
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– iron Fe 234
– magnesium Mg 298f, 321, 330f
– nickel Ni 303, 307, 331
– palladium hydride Pd(H) 280, 291
– palladium Pd 285, 293ff, 333ff
– platinum Pt 285
– rhodium Rh 314
– supported nanoparticles 302ff
– titanium nitride TiN 328
– titanium Ti 136
nanopore 305, 320, 327
nanosphere 175f
nanostructure 44f, 63, 106ff, 175, 232, 279f,

290, 298ff, 334ff
naphthalenebicarboxylate 51
natural gas 14ff, 33ff, 77, 177, 215
NbH2 189
neutron
– diffraction 66ff, 92, 106, 130ff, 166, 169,

172, 179f, 216f
– powder neutron diffraction (PND) 216,

266ff
– scattering 58, 66, 74
NiO 302f
NMR spectroscopy 121, 139, 225, 231ff, 323
– 27Al NMR 140
– 11B NMR 216ff, 222, 227, 233, 237
– 1H NMR 179
– 2H NMR 216
– 15N NMR 216, 222
nucleation site 105

o
olefin polymerization 230
ordered mesoporous materials (OMS) 313
– MCM-41 (Mobil Composition of

Matter) 313
– SBA-15 (Santa Barbara Amorphous) 313
organic clathrate 71
oxidation catalyst 281
oxidative addition 230

p
p-T diagram 72
palladium 82, 102, 106, 333
– acetylacetonate 332
– hydride 283ff, 291ff, 334
– Pd-H phase diagram 293
partial pressure 176, 265
particle size 95f, 99, 105ff, 128, 235, 259, 280,

284, 287, 295f, 299ff, 309ff, 317, 321, 326ff,
331, 335

– effects 281ff, 287ff, 327
Pauling

– correlation model 200
– electronegativity 119, 199
pentane 253, 262
permeation method 251
perovskite structure 144, 200
pH 176, 233
phase
– intermetallic phase 107, 193, 196
– metastable phase 96, 107, 131, 253, 289
– segregation 280, 290, 301ff, 310, 329f
– transformation 86, 121ff, 130f, 134, 139
– transition 16, 31, 64, 120, 126, 168f, 216f,

254, 294, 298
phosphine 230f
photoionization spectroscopy 291
physical adsorption see physisorption
physisorption 39ff, 48ff, 58f, 74, 287, 295,

317, 324, 330, 333ff
plasma metal reaction 175
plasmon resonance light absorption 281
Poisson�s ratio 87
polarizing potential 51, 58
polyaminoborane (NH2BH2)n 323
polyaniline (PAni) 48
polyborazylene 226, 229
polyiminoborane (NHBH)n 323
polymers of intrinsic microporosity

(PIMs) 48f
polypirrole (Ppy) 48
poly(styrene-co-divinylbenzene) 49
pore
– size 44ff, 49, 56ff, 303, 313, 316ff, 321, 324f,

330ff
– volume 41f, 45ff, 57, 317f, 323ff, 333
porous
– carbon material 45, 302, 316f, 330
– support material 310, 317
potassium amide (KNH2) 35, 118f, 122f, 167
potassium borohydride KBH4 35, 118f, 122f
powder X–ray diffraction (XRPD) see X-ray

powder diffraction
pressure build-up 17, 19ff, 29ff
pressure-composition
– diagram 194
– isotherm (PCI) 41, 83f, 87f, 97, 101ff, 160ff,

167, 180, 194f, 198, 202ff, 263ff
pressure container 12f
– type I 12
– type II 12
– type III 12
– type IV 12
pressure vessel 5, 8, 10ff
project augmented plane wave method 287
promoter 67ff, 72ff, 190
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propane 70
prussian blue analogues 40, 57f
PXD analysis 200ff
pyrene dicarboxylic acid 56
pyridine 227
pyrolysis 44, 221, 226f, 316

q
quantum
– chemical calculations 75
– size effects 299
quartz cell 299
quinol see hydroquinone

r
Raman
– microscopy 216
– modes 256, 273
– spectroscopy 47, 66f, 71ff, 121, 168, 217f,

256f, 273f
rate constant 230
rate-determining step 230, 233, 327
rate-limiting step 98f, 175, 179, 219, 260, 287,

289
rate of
– hydrogen absorption 334
– hydrogen desorption 334
– solidification 250
reaction
– enthalpy 8, 124, 144, 147, 187ff, 190ff,

195ff, 199ff, 210f, 237ff, 323ff
– entropy 223
– heat 187ff, 309
– kinetics 189f, 197, 211, 232, 290
– mechanism 159f, 162, 166, 179ff, 263, 271
– rate 99, 128, 175ff, 178f, 181, 232ff, 239,

289f
reactive
– force field 286
– hydride composite 207, 211, 279, 303
– intermediate 231
– milling 150, 190, 196
recycling 216, 227, 238ff, 242ff
– self-contained recycling scheme 240ff
reducing agent 82, 122, 130, 239f
reduction potential 271, 296, 301, 314
refueling 1, 10, 15, 20, 40, 58, 129
regeneration 128, 215, 223, 239, 243,

275, 322
– procedure 238
– scheme 270
rehydrogenation 117, 121, 131ff, 140ff, 144,

151, 162, 191, 206, 216, 232, 237, 297, 326ff,
332

release temperature 235, 333ff
reversibility 40, 58, 74, 99, 118, 132ff, 167,

177, 195ff, 203, 206f, 209, 238, 279f, 290,
304, 322, 325ff, 329, 335f

reversible heat 4f, 10
Rh-cluster 229
Rh(cod)(m-Cl)]2 228f
Rietveld structural refinement 55, 145f,

267f

s
safety issues 8, 10, 12, 14, 29f, 35ff, 110, 188,

227, 309, 325
scaffolded materials see 3D supported

nanomaterials
scanning
– calorimeter 254
– electron microscopy SEM 52, 300, 304,

313ff,
– tunneling microscopy STM 291, 306
Schlesinger process 122, 239
seeding technique 175
Seivert�s law 85
self-consistent reaction field (SCRF)

calculation 216
severe plastic deformation (SDP) 108, 110
Sievert�s law 251
s-complex 230
silane SiH4 83
silica SiO2 121f, 122, 232ff, 312ff, 319, 335
– fumed silica 312ff
– mesoporous silica 44, 232, 302f, 314ff,

323ff, 328, 333
– nanoporous silica 280
– silica gel 312f, 332
silicate 307, 314f
silicide 314
silicon tetrachloride 312
SPC/E model 75
sodium alanate see sodium aluminum

hydride
sodium aluminum hydride NaAlH4 35, 117,

129ff, 133ff, 141ff, 150, 190, 198ff, 211, 263,
270ff, 279, 290, 296, 303ff, 310, 320ff, 325ff,
331

– carbon nanofiber-supported 327
– phase diagram 326
– SBA-15-supported 328f
sodium amide NaNH2 159, 167, 171
sodium borohydride NaBH4 35, 82, 118ff,

122ff, 126ff, 151, 207ff, 219, 235, 239, 296
sodium hexaaluminum hydride

Na3AlH6 130, 133ff, 137ff, 145, 190, 198ff,
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