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Foreword

The field ofComplex Metallic Alloys can, although its roots reach back to the nineteen
twenties, be considered one of the most recent research areas in modern materials
science. The term Complex Metallic Alloys denotes a broad family of binary or
multinary compounds consisting of either metallic elements or mixtures of metals
to which metalloids, rare earth elements or chalcogenides are added. Their crystal
structure is based on extraordinary large unit cells containing typically some ten to
some hundred atoms. Cases with more than a thousand atoms per unit cell are also
known. To understand how nature can organise such a high number of atoms into a
highly ordered crystalline lattice presents a challenge to science as well as a chance to
obtain new insights into the properties of condensed-matter systems. On the other
hand the unusual structure gives rise to unusual physical properties with a potential
for new technological applications.
In a pioneering paper published in 1923 Linus Pauling described for the first

time the structure of an intermetallic compound [1]. He reported on an X-ray
diffraction study of NaCd2. In spite of the apparently �harmless� stoichiometry the
diffraction patterns of this crystal were so complicated, however, that it was not then
possible to assign indices to many of the diffraction spots. Only more than thirty
years later, in 1955, Pauling was able to publish amodel of the structure [2] based on
a cubic space groupFd�3m. Pauling�s unit cell has an edge length of about 3 nm and
contains 384 sodium and 768 cadmium atoms, making a total of 1152. For metallic
materials this is a very large number. Apart from the cases of elementary metals
with 2, 2, and, 4 atoms per unit cell for the body-centred cubic, hexagonal close
packed and face-centred cubic structure, respectively, we have, for example, 4 atoms
for the g 0-phase, Ni3Al, 16 atoms for Fe3Al and the Heusler alloy AlCu2Mn, and 52
atoms per unit cell in the g-brass phase, Cu5Zn8. For these new structures the term
�giant unit cell crystals� was coined by Sten Samson, another pioneer in the field of
intermetallic compounds [3]. Inside the giant unit cells a cluster substructure
exists. For example, there is a large group of alloys based on the 55 atom Mackay
icosahedron, another group is based on the 105 atom Bergman cluster [4]. Today
hundreds of such compounds are known whose structures are based on giant unit
cells [5]. However, taking into account that in each new ternary phase diagram
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studied, more phases based on giant unit cells are found, their number should run
into thousands.
Although crystallographers learned to solve these challenging giant unit cell

structures the field was essentially abandoned during the nineteen seventies. The
primary reason for this was that the tiny single crystals sufficient for structure
determinationwere by far not enough for physical property studieswhich could have,
on the long run, justified the effort. The growth of larger single crystals as a pre-
requisite for studies into the intrinsic properties of these compounds was far outside
the scope of what metallurgy was able to do at that time. Furthermore, in the pre-
computer age, solid-state theory was not developed enough to justify hopes that such
systems could ever be understood.
The momentum for the rediscovery of giant unit cell compounds was provided by

Danny Shechtman�s discovery of the quasicrystalline form of solid matter [6]. In fact
quasicrystals and giant unit cell compounds share a number of common structural
features, the most prominent being the internal cluster substructure. In a sense
quasicrystals can be considered giant unit cell structures with an infinitely large unit
cell. Indeed considerable progress in the development of models for the structure of
quasicrystals was made starting from the known structure of related giant unit cell
intermetallics. Nevertheless, giant unit cell intermetallics were for a long time not
considered a field of materials science of its own. The term �approximants (to the
quasicrystal structure)� indicated that the essentially crystallographic interest was
limited to an auxiliary part to be played in the quest for a solution of the structure of
quasicrystals. This changed with a programmatic lecture [7] on �Structurally Com-
plex Alloy Phases� given on September 9th, 2002 on the �Eighth International
Conference on Quasicrystals� in Bangalore, India, which was meant as an appeal
to dedicate intensive research efforts to �one of the last white spots on the map of
metal physics�. Today, last but not least, after more than two decades of quasicrystal
research, the tools are available to deal with giant unit cell materials. Large single
crystals can be grown for many systems allowing intrinsic physical property studies,
and the last 30 to 40 years have seen an extraordinary development of solid-state
theory allowing today to tackle the difficult consequences of the particular atom
arrangement for all kinds of properties.
For purely practical reasons it appeared useful to change, sometime later on, from

the term �Structurally Complex Alloy Phases� to �Complex Metallic Alloys� and the
acronym �CMA� during the application for a European Network of Excellence in the
6th framework Programme of the European Union. There is no clear division line
between the family of Complex Metallic Alloys and more conventional small-unit cell
alloys, on the one end, andquasicrystalline alloys, on the other end. The authors of the
present volume find it useful to leave the �boarders� open and to benefit from ideas
growing on a wide platform accommodating also Zintl-phases, skutterudides,
clathrates and Heusler-alloys.
To what extent it is useful to treat quasicrystals as a part of the Complex Metallic

Alloy family remains to be seen. From a phenomenological point of view it is useful to
define two physical correlation lengths, one related to the lattice parameter, the other
referring to correlation effects related to the cluster substructure inside the crystal
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unit cell. A division criterion between giant unit cell alloys and quasicrystalline
phases can then be derived on the basis of the relative importance of the lattice-
periodicity related correlation length for a particular feature or property of interest.
Although this can help to better understand the properties of either type of atom
arrangement, it has to be pointed out that things remain complicated. From an
experimental point of view the attempts to construct a correlation between the size of
the unit cell volume and the measured electronic density of states at the Fermi level
provided valuable insight but theywere not entirely successful. On the other hand, an
ideal quasicrystal is fully long-range ordered. Its construction rules, although in
principle simple in its six-dimensional reference lattice, are complicated in three-
dimensional space. Therefore, to build up such a largely defect-free quasicrystal
structure as observed experimentally, e.g. in the Al-Mn-Pd system, requires a long-
range correlation of an evenmore stringent nature than that governing conventional
crystal formation. In periodic crystals the symmetry of the individual building blocks
is compatible with a periodic lattice and therefore both long-range and short-range
atomic ordering are driving the system in the same direction. To build up a
quasiperiodic lattice requires a long-range structural correlation length exceeding
that occurring in conventional crystals.
The use of the term �complex� and the discussion of �complexity� in science is

rapidly increasing in recent years. As already pointed out by Warren Weaver in his
pioneering paper [8] this can be attributed, on the one hand, to an increasing
awareness of the fact that sciences have in the past neglected complexity as a
constitutive element of what is happening in nature and in society. On the other
hand, sciences have developed to such an extent that phenomena too complex to be
dealt with in the past can nowbe tackled employing the tools and techniques available
today.
The field of Complex Metallic Alloys is typical for either group of arguments.

Complex Metallic Alloys are characterised by their large crystal unit cells, by a
pronounced cluster substructure with a large variety of coordination polyhedra and
by inherent disorder both structurally and chemically as well as by partial site
occupation, i.e. lattice sites are left vacant as a result of constraints of electronic
origin and simple atom size effects. Furthermore, the recent work, in particular on
plasticity, has shown that there is another very important feature of this class of
materials and this is the existence of a high number of structurally similar phases
within a very narrow region (a few atomic percent wide) of the thermodynamic phase
diagram. These provide the systemwith an additional degree of freedomwhich is, for
instance, used by nature in the formation of metadislocations and for plastic
deformation. Often these phases differ so little from each other that it is difficult
to isolate them and investigate them individually. And, typical for a complex system,
the phenomenology of how these materials develop in time, temperature and
composition space depends, in a way that is difficult to grasp, on kinetics as well
as on the (difficult to define) starting and boundary conditions. A situation not much
different from the situation described by Friedrich August von Hayek in his 1974
Nobel Prize Lecture for complexity in Economics [9] applies to such elementary
physical phenomena as diffusion in giant unit cell materials. Although mass
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transport in Complex Metallic Alloys and quasicrystalline phases has been extensively
studied experimentally, there is not even an idea how this transport occurs on an
atomistic scale and of what nature the decisive variables are or how they can be
properly defined maintaining the full complexity of the systems.
Seth Lloyd has compiled a list of about forty different measures of complexity that

have been proposed in recent years.MelanieMitchell, External Professor at the Santa
Fe Institute dedicated to complexity research, comments: �. . .people are going to
have to figure out how these diverse notions . . . are related to one another and how to
most usefully refine the overly complex notion of complexity. This is work that largely
remains to be done. . .� [10]. In the present volume, some of the authors directly or
indirectly use as ameasure for complexity the size of the crystal unit cell. Such type of
measures have been discussed before and linked to Shannon Entropy, Algebraic
InformationContent, ThermodynamicDepth, Degree ofHierarchy and so forth [10].
As it is the case with all attempts to quantify complexity since Murray Gell-Mann�s
pioneering early paper [11] such definitions, although they may be useful at times,
have still to stand the test of practical applicability and usefulness.
Apart from the general scientific insight gained by experimental and theoret-

ical work on Complex Metallic Alloys this field has recently seen a number of
surprising discoveries. Among these are particular transport properties, e.g.
metallic, semiconducting electronic conductivity and isolating behaviour, the
observation of superconductivity [12], the observation of a novel magnetic
memory effect [13] and the observation of entirely new mechanisms of plastic
deformation [14].
The current volume written by experts in the field of Complex Metallic Alloys gives

in separate chapters an overview on the current state of research in thisfield as well as
on first applications which provide excellent examples of the variety of properties. At
the same time this book can serve as a comprehensive guide to the literature and as a
starting point of further in-depth studies in the future.
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Preface

The European Network of Excellence CMA, for Complex Metallic Alloys, was active
during the five years from July 2005 until the end of June 2010. It has assembled in a
joint effort twenty research institutions based in twelve different European coun-
tries, with more than 500 individuals on board. The areas of focus were metallurgy
and crystal growth, crystallography and defects, electronic, phononic and mechan-
ical properties, surface physics and chemistry, surface treatment and coating tech-
nologies, as well as a number of applied topics such as composites, thermoelectricity,
magnetocaloric materials, and catalysts.

The present book is an attempt to summarize the knowledge gained by the
network over this short period of time. Addressing specifically beginners in the
field, it complements the more detailed Series of Books on Complex Metallic
Alloys,1) which was edited by one of us (EBF) in combination with the annual
sessions of the so-called EuroSchool of the network. It is organised in ten self-
contained chapters, with the view to begin with the more general notions, explain
how complex metallic alloys may be grown using standard metallurgical routes, see
how specific their properties are, either in bulk or at the surface, and finish with
application-driven issues: coatings, magnetocalorics, thermoelectrics and catalysts.

The editors are deeply indebted to the authors of the chapters, who have accepted
– within a tight schedule – to describe in a pedagogical way the many facets of the
science and engineering of complex metallic alloys. They are grateful to the many
colleagues, throughout Europe, who have contributed, in one way or another, to the
life of the network, especially as task leader or as responsible of the Virtual
Integrated Laboratories of CMA-NoE, and who took care to achieve a very high
degree of integration of our research teams in order to counterbalance the fragmen-
tation of research within the European Research Area.

Special thanks go to Annemarie Gemperli, the secretary general of CMA-NoE, to
Mr Karl Hoehener and Prof. Louis Schlapbach, who acted with one of us (JMD) as
executive officers to lead the CMA-NoE. In this respect, the inspiration and dedica-
tion gained from Prof. Knut Urban during the early period of the network was
instrumental in the success of the whole process. As a pioneer in the field of complex
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metallic alloys, Prof. Urban has kindly accepted to write the foreword of the present
book. Last, but not least, we acknowledge the financial support offered by the
European Commission under contract N8 NMP3 – CT – 2005 – 500140.

Nancy, July 14, 2010 Jean-Marie Dubois
Esther Belin-Ferré
Directors of Research at CNRS
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1
Introduction to the Science of Complex Metallic Alloys
Jean-Marie Dubois, Esther Belin-Ferr�e, and Michael Feuerbacher

1.1
Introduction

Complex metallic alloys (or CMA for short), also called SCAPs (for structurally
complex alloy phases) for some time [1] encompass a broad family of crystalline
compounds made of metals, alloyed with metalloids or rare earths or chalcogen-
ides. They exhibit large unit cells, containing up to thousands of atoms. The
periodicity of the crystal unit cell is no longer a relevant property since it becomes
much larger than the average first-neighbor distance, andmore specifically exceeds
the distance that characterizes basic interactions in the crystal. As a consequence,
most physical properties, and especially transport of electrons and phonons, depart
significantly from the ones observed in conventional metals and alloys that are
characterized by smaller unit cells, containing just a few atoms. The conduction of
heat for instance in an Al-Cu-Fe CMA of appropriate composition, although made
of good heat conductors, is as low as in zirconia, a typical heat insulator used in
aerospace industry [2].

Several types of CMAs exist, depending on the nature of the constitutive elements
and their respective concentrations. The most widely studied so far are based on
aluminum [3]. They comprise quasicrystals, which were first pointed out by Shecht-
man in the period 1982–1985 in metastable, melt-spun ribbons of an Al-Mn alloy
[4, 5]. Later, the existence of stable quasicrystals was revealed by different groups,
among which the most decisive contributions came from Tsai et al. who demon-
strated that quasicrystals may be grown in various Al-based alloys at very specific
compositions, but by slow cooling of the molten alloy [6–9]. A large research effort
was dedicated tounderstanding better the crystalline structure of quasicrystals and its
relationship to their properties, see reference 3 for a review of this work.

The challenge was indeed, and to a large extent still is, first to describe the atomic
positions in quasicrystals (where are the atoms? as Bak used to write [10]) and
secondly to discover the building principle that leads quasicrystals to abandon
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translational periodicity, although it is seemingly1) at work in the whole world of
ordered solid matter known so far (why are the atoms where they are?). The first part
of the challenge has beenmet very successfully and the new tools developed tomatch
this goal have proven to apply to many complex materials, including the CMAs that
we shall address in this book. This is not true as far as the second aspect of the
challenge is considered. To the best of our knowledge, complexity is observed in
metallic alloys, but no unifying principle has yet clearly emerged to show us why it is
so in any given alloy, and help us design new alloys of controlled complexity based on
a fully self-consistent theory. Empirical rules, and fragmentaiy understanding,
nevertheless, do exit and will be explained in this book.

Most of this knowledge emerged from careful studies of a large variety of complex
metallic alloys, which is themajor focus of the present book. It started long ago, when
themost famous chemist Linus Paulingwas still a PhD student in themid-1930s [12].
This research stopped, however, about 40 years later, when it appeared that the most
complex crystalline structures known at that time could no longer be solved with the
tools then available. The discovery of quasicrystals, which unfortunately arose in an
undue controversy [13], forced crystallographers and physicists to reconsider very
complex atomic architectures and revisit CMAs for their properties and potential
applications. More than two decades after the discovery of quasicrystals, the crys-
tallographic tools to describe complexity in metallic alloys were available. The
moment had come to seewhether thefield ofCMAs, to a very large extent unexploited
until then, was offering a new frontier in condensed-matter physics or not.

1.2
Complex Metallic Alloy: What Is It?

A complexmetallic alloy is characterized by (i) its chemical formula, (ii) the size of its
unit cell, and (iii) the variety of atomic clusters that this unit cell contains. The
composition often, but not always, is that of a ternary, or a quaternary, and so on, alloy,
that is, a multicomponent alloy. Yet, quite a few binary complex crystalline com-
pounds have been studied in depth in recent years, which led to the remarkable
discovery of a stable binary quasicrystal [14]. The upper limit of the unit cell size is of
course infinite in quasicrystals. It is more difficult to assess the lower limit.
Conventionally, a crystal that contains a few tens of atoms in its unit cell is considered
a CMA, which corresponds to lattice parameters of a few angstr€oms. Very frequently,
the atom clusters exhibit icosahedral symmetry. This leads to incorporation of Laves
phases, with a small unit cell size and only 12 atoms per unit cell into the family of
CMAs.

A simple definition of complexity in CMAs is difficult to express and different
equivalent definitions may apply. For instance, the diffraction pattern of a CMA is
characterized in reciprocal space by its many spots, some being close to the origin,

1) A natural Al-Cu-Fe quasicrystal discovered recently in a million-year old rock tends to prove that
Nature had discovered quasicrystals long before human beings [11].
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and the closer as the size of the unit cell increases. If one is looking for a single
parameter, the distance from origin to the first diffraction spot could be used.
Theoretically, it would be equal to 0 in a perfect quasicrystal. However, due to the
necessarily limited experimental resolution on diffracted intensities, the first mea-
surable spot with nonzero intensity is located at some distance from origin, which
opens a possibility to confuse a true quasicrystal with a high-order approximant.2)For
this reason, we will rely on a more reliable definition in Section 1.2.2. We will see
also in Section 1.2.3 how specific defects signal complexity in CMAs.

1.2.1
Composition and Varieties

The best-studied example of a CMA system that comprises both quasicrystalline
and crystalline CMAs is the Al-Cu-Fe system (for references, see ref. 3). An
isothermal cut through the phase diagram is shown in Figure 1.1. Many different
compounds appear: binary alloys comprise simple Al-Cu crystals, like the q-A12Cu

2) An approximant is a crystalline CMA the structure of which may be derived from the same high-
dimensional lattice as the quasicrystal that lies nearby, in the same composition field.

Figure 1.1 Isothermal cut through the Al-Cu-Fe phase diagram in the Al-rich corner. See text for the
labels of the compounds.
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phase with 16 atoms per unit cell (at/uc in the following), or more complex ones
like the c-brass Al4Cu9 compound with 52 at/uc (not visible on this diagram
because it is located outside the concentration region drawn here). The nearly
binary Al10Cu10Fe compound is labeled w in this diagram. The letter g labels an
hexagonal compound closely related to the B2-CsC1 type b-phase that shows a
broad stability region in the ternary system and plays an important role since it is
the primary solidification phase that appearsfirst when growth from the liquid state
is applied [15]. Similarly, Al-Fe binary compounds comprise the l-Al13Fe4 and
m-Al5Fe2 compounds, which are intermetallics of quite different complexity with,
respectively, 102 and 12 at/uc.

The stable, ternary quasicrystal, markedy, shows up approximately in the middle
of the diagram, in a narrow composition region located around Al62Cu25,5Fe12,5 (at.
%). Within the region labeled y, but not visible at this enlargement scale, coexist at
least 3 high-order approximants of very similar compositions [16]. They contain
hundreds of atomsper unit cell. In contrast, themuch simplervphase, with 48 at/uc,
lies only slightly apart from the previous composition region, and shows definitely
different electron-transport properties [17].

Such a variety of compositions and structures in a metallic alloy system is a
characteristic of CMA-forming alloys. It is an indication for the formation of a stable
quasicrystal that has guided Tsai et al. in the hunt for these compounds at the
beginning of the history of the field. Unfortunately, it does not supply us with a
number that may be used to quantify complexity in a very simple way.

1.2.2
Complexity at a Glance

Indeed, we need a single number, preferably, that could possibly be used to correlate
some, if not all, properties of a given alloy system to the complexity of its CMAs. This
number does exist at least in Al-based CMAs, like the ones encountered in the Al-Cu-
Fe phase diagram of the previous subsection. This is:

bC ¼ LnðNUCÞ

where NUC is the number of atoms in the unit cell.
By definition,NUC ! 1 in a quasicrystal.However, since the size of the specimen

is always finite, bC is finite as well, and is close to ln(N), where N is Avogadro�s
number, that is, 23� bC� 55 depending on the size of the sample. We will take
arbitrarily bC¼ 23 in the following, which does not change our conclusions.

To exemplify, we show in Figure 1.2, two very different properties plotted as
functions of bC for a large number of Al-TM (TM: transition metal) CMAs of varying
complexity according to the choice of TM and Al concentrations. In quite a few
examples, a secondTM� elementwas added, like for instance in theAl-Cu-Fev-phase
or in the quasicrystal. The first property, labeled n(EF) is the density of Al 3p states
obtained by soft X-ray emission spectroscopy (SXES) measurements at room
temperature [18]. We will come back to this data in Section 1.3.1. The second
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property is friction in vacuum against hard steel of the very same specimens, after
correction for the plowing component of friction and noted mC. This correction is
explained later in this chapter (Section 1.4.3).

The two properties, which cannot be related a priori, show the same decreasing
dependence with increasing complexity of the crystal (in this system).Furthermore, a
ln–ln plot of the data of Figure 1.2 demonstrates that they vary according to a same
power law of bC, that is, n(EF) and mC�bC

�1/3 (Figure 1.3).
To the best of our knowledge, this provides one of the scarce but clear indications

available so far that friction in vacuum between twometals is dominated by adhesion
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Figure 1.2 Variation with complexity index of
the density of Al3p states at the Fermi energy EF
(left) and adhesion against steel in vacuum
(right) for a variety of Al-TM CMAs. The data

selected in the right hand side figure comes
from CMA samples with nearly identical
concentration of valence electrons, see
Figure 1.20.

Figure 1.3 Log–log plot of the data shown in Figure 1.2, demonstrating the same power law
dependence towards bC. The dashed lines have a slope of �1/3.
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of electronic origin.Most presumably, the underlyingmechanism is the formation of
a hybrid band between d states in the steel pin and sp states in the CMA sample (as is
often observed in the CMA itself, see Section 1.3.1).

1.2.3
Defects

Generally, in CMAs all types of defects known from simple metallic structures, can
occur. This includes zero-dimensional defects, for example, vacancies and inter-
stitials, and planar defects, for example, stacking faults and antiphase boundaries.
Line defects such as dislocations also exist in CMAs, but, due to the particular
structural properties of CMAs, require more detailed discussion.

As a basic structural feature, CMAs possess large lattice parameters. A direct
consequence is that conventional dislocation-based deformation mechanisms are
prone to failure. The elastic line energy of a dislocation is proportional to b2, where b is
the length of theBurgers vector [19]. Formostmaterials, Burgers vector lengths larger
than about 5Å are energetically unfavorable. Accordingly, perfect dislocations in
CMAs, which frequently would require Burgers vectors exceeding 10Å in length, are
highly unfavorable and not likely to form. In common materials, dislocations with
large Burgers vectors split into partials. However, for the case of very large lattice
constants as in CMAs, splitting into a high number of partials, each possessing its
individual energy cost would be required.Moreover, the corresponding planar faults,
which necessarily have to be introduced as soon as partials are involved, cost
additional energy.

On the other hand, it has been shown that CMAs, at least at high temperatures, are
ductile and that in all cases studied dislocationsmediate plastic deformation [20–23].
It is therefore a central question in CMA research, to explore the deformation
mechanisms structure of the defects involved.

Furthermore, in some CMA structures, salient one-dimensional defects exist.
These defects, referred to as �phason lines� do not exist in simple metals. Even
though they are linear in character, they are not dislocations. Nevertheless, they are
pivotally involved in the deformation process of someCMAstructures (see below) but
also in phase transitions between related CMAs.

As a result of the structural hindrances for the formation of regular dislocations, in
many CMAs novel types of dislocations are formed. Taking advantage of structural
features of the host CMA, they allow, via their particular construction, for the
accommodation of Burgers vectors corresponding to energetically acceptable strain
fields. Particular examples of such defects in CMAs are the metadislocations.

Metadislocations were discovered in 1999 [24] and are today known to exist in
various forms in different CMA structures. They mediate the plastic deformation
process in theseCMAs,which additionally involves phason defects.Metadislocations
werefirstly observed in orthorhombic e-phases. These are based on e6-Al-Pd-Mn [25],
which has an orthorhombic unit cell (space group Pnma) with cell parameters
a¼ 23.541Å, b¼ 16.566Å and c¼ 12.339Å. The structure can be represented in
terms of a tiling of flattened hexagons arranged in two different orientations. The
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vertices of the hexagons are decorated with 52-atom clusters of local icosahedral
order, the so-called pseudo-Mackay clusters.

The compound e6-Al-Pd-Mn is the basic phase of a family of superstructures with
equal a and b but larger c lattice parameters referred to as the orthorhombic e-phases.
The most prominent of these possesses a c parameter of 57 Å and has been termed
e28-Al-Pd-Mn. Other superstructures with c¼ 32.4 Å, 44.9 Å, and 70.1 Å have been
reported [26].

Figure 1.4 displays transmission electron micrographs of dislocations in a de-
formed e28-Al-Pd-Mn single crystal. Figure 1.4a is taken under two-beam Bragg
conditions using the (10 0 0) reflection close to the [0 1 0] axis (inset). A high density of
dislocations is seen in end-on orientation. No stacking-fault contrast is seen in the
image, that is, the dislocations appear to be perfect dislocations. Contrast-extinction
analysis [27] shows that theBurgers vectors of the dislocations are parallel to the [0 0 1]
direction, that is, they are pure edge dislocations. Figure 1.4b shows the same sample
area imaged using a symmetric selection of reflections of the (0 1 0) zone axis (inset).
Under these conditions, it can be seen that each dislocation position is decorated by a
small area of bright contrast. Figure 1.5a shows one of the single dislocations at a
higher magnification. It consists of a dislocation-like structure with six associated
half-planes.Note, however, that the dislocation-like structure resides on a length scale
that is larger than the atomic scale by about one order of magnitude.

Figure 1.5b is a schematic representation of the defect structure of Figure 1.5a in
terms of a tiling description [28]. The dislocation core is represented by the dark-gray
polygon in the image center. The upper and lower edges as well as the right-hand side
of the figure are represented by a tiling composed of pentagons, banana-shaped
nonagons, and flattened hexagons in two different orientations. This is the repre-
sentation of the ideal e28-Al-Pd-Mn structure [29]. The pentagon–nonagon pairs
represent phason lines, which periodically arrange along the [1 0 0] direction and
form planes referred to as �phason planes.�

Figure 1.4 Transmission electron microscopy images of dislocations in a deformed e28-Al-Pd-Mn
single crystal.
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On the left-hand side of the metadislocation core is a triangle-shaped area, the
tiling of which consists of flattened hexagons in alternating orientations. This tiling
represents the ideal e6-Al-Pd-Mn structure [25]. In the upper and lower vicinity of the
e6-Al-Pd-Mn triangle, the phason-plane arrangement, which in the undistorted e28-
Al-Pd-Mn structure forms straight (0 0 1) planes, relaxes around the e6�-Al-Pd-Mn
triangle.

The Burgers vector of the dislocation can be determined as~b ¼ c=t4 0 0 1ð Þ by
forming a Burgers circuit around the dark-gray core. The Burgers-vector length
amounts to 1.83Å, that is, the dislocation is a small irrational partial. The complete
defect structure is inseparably formed by the partial dislocation on the atomic scale
and the dislocation-like structure on the larger length scale formed by the associated
phason half-planes. The latter accommodate the partial dislocation to the lattice in
such a way that the ideal e28-Al-Pd-Mn structure can be continued above and below
the dislocation core. As a direct consequence, the defect structure as a whole can
move through the lattice without introducing any additional planar defects. Later,
other types of metadislocation with 4, 10, and 16 associated phason half-planes were
discovered [30]. It was demonstrated that metadislocations mediate the plastic
deformation process in e6- and e28-Al-Pd-Mn [20]. The mode of dislocation motion
has not been directly identified, but strong evidence was found that the movement
takes place by a pure climb process [31].

Closely related but structurally different metadislocations were observed in e-type
phases in the system Al-Pd-Fe [32]. Figure 1.6a is a micrograph of a metadislocation
in j-Al-Pd-Fe. Themetadislocation core is located in the lower-left part of the image. It
is associated with three planar defects extending to the upper right (dark contrast),
which can be identified as phason half-planes. A Burgers circuit around the
metadislocation core reveals a closure failure of 1=2t4 ½1 0 1� in terms of the j lattice,
which corresponds to themetadislocations Burgers vector. The Burgers vector length
is 1.79Å. Figure 1.6b shows two metadislocations in the structure e22-Al-Pd-Fe. The
left metadislocation is associated with five phason half-planes and that on the right
with eight phason half-planes. In the areas directly below bothmetadislocation cores,
regions of j structure can be identified. Themetadislocations in Figure 1.6 are typical

Figure 1.5 Core region of a single dislocation at high magnification (a) and schematic
representation of the defect structure in terms of a tiling description, see text (b).
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for monoclinic host structures. As for the case of the metadislocations in ortho-
rhombic e-phases described above, we find series of metadislocation with different
numbers of associated phason half-planes, corresponding to different Burgers
vectors. While for the orthorhombic e-phases we find that the numbers of associated
phasonhalf-planes followdouble Fibonacci numbers, for themonoclinic casewefind
single Fibonacci numbers. In a tiling representation, the metadislocation cores are
for both types described by the same tiles, which of course, correspond to the same
Burgers vector length with respect to the individual lattice constant.

In the orthorhombic Al13Co4 phase, metadislocations that are less closely related
are found. Al13Co4 is an orthorhombic phase with space group Pmn21 and lattice
parameters a¼ 8.2Å, b¼ 12.3 Å, and c¼ 14.5 Å [33]. Themain structural features are
pair-connected pentagonal-prismatic channels extending along the [1 0 0] direction.
Within the (1 0 0) plane, the structure can bematched by a tiling consisting of regular
pentagons and rhombs, where the rhombs are arranged in an antiparallel manner.
Figure 1.7 displays a transmission electronmicrograph of a deformed Al13Co4 single
crystal [34]. A high density of dislocations (black arrow) and trailing planar defects
(white arrow) can be seen. The dislocations have [0 1 0] Burgers vectors and [1 0 0] line
direction, and their movement takes place in (0 0 1) planes. That is, the dislocations
are of pure edge type and move by pure glide.

Figure 1.8a is amicrograph of the dislocation core at highermagnification. A tiling
representing the unit-cell projection along the [1 0 0] direction is superposed.
Rectangular tiles represent the orthorhombic Al13Co4 phase and rhomb-shaped
tiles represent a closely relatedmonoclinicmodification [33, 35]. The dislocation core
is localized in the open center, and the stacking fault stretches out to the right. It can
clearly be seen that the planar fault consists of a slab of monoclinic structure within
the otherwise orthorhombic lattice. Figure 1.8b is a schematic of the defect in terms
of a pentagon tiling [36]. The superposed unit-cell projections correspond to those

Figure 1.6 Transmission electron microscopy images of metadislocations in j-phases.
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shown in the experimental image. The dislocation core is represented by the dark-
gray tile. The planar defect corresponding to the slab of monoclinic phase stretches
out to the right and is represented by a parallel arrangement of pentagon and rhomb
tiles, while the surrounding orthorhombic phase is represented by an alternatively
oriented arrangement of pentagon and rhomb tiles.

Other types of metadislocations were observed in the orthorhombic Taylor phases
based on Al3Mn. A review, describing all types of metadislocations in great depth, is
given by Feuerbacher and Heggen [37].

Figure 1.7 Transmission electronmicrographof a deformedAl13Co4 single crystal. The black arrow
shows a dislocation, trailing planar defect (white arrow).

Figure 1.8 Dislocation core at high magnification onto which a tiling representing the unit
cell projection along the [1 0 0] direction is superimposed (a) and corresponding tiling
representation (b).
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An apparently differentmechanismwas observed in C2-Al-Pd-Fe. The structure of
this phase was determined by Edler et al. [38]. It is cubic with a lattice constant of
15.5 Å and a unit cell containing 248 atoms. The structure can be described in terms
of icosahedral cages generated by Pd atoms. These cages are alternatively filled with
two different cluster motifs. The resulting two types of clusters are distributed on a
cubic lattice such that the different fillings lead to a face-centered ordering.

Figure 1.9a shows a bright-field Bragg-contrast image of a typical defect arrange-
ment in plastically deformed C2-Al-Pd-Fe. The presence of dislocations attached to
planar faults showing fringe contrast is clearly seen. The inset presents a contrast-
enhanced enlargement of the boxed area, showing two dislocations separated by
about 300 nm terminating a stacking-fault fringe contrast. Figure 1.9b shows a high-
resolution TEM image of such an arrangement along the [�1 1 0] direction. The
defect appears as a dumbbell-shaped object with two almost rectangular-shaped
extremities. The stacking fault is seen in edge-on orientation. The terminating
dislocations,marked bywhite arrows, are located at the upper ends of the rectangular
brighter-contrast areas.

The defect can be analyzed by back-transformFourierfiltering analysis. This yields
a Burgers vector a0/2 [0 0 1] for both terminating dislocations. The whole arrange-
ment hence has Burgers vector a0 [0 0 1] and consists of a perfect [0 0 1] dislocation
with a Burgers vector length of 15.5 Å, which is split into two energetically more
favorable partials with Burgers vector lengths of 7.8 Å at the cost of a stacking fault
between the latter.

Fourier filtering analysis reveals that the rectangular bright-contrast areas are of
body-centered structure, that is, a structure locally differing from the face centered
host. Phase-diagram investigations [39] revealed that in the Al-Pd-Fe system indeed a

Figure 1.9 Bright-fieldBragg-contrast imageof a typical defect arrangement in plastically deformed
C2-Al-Pd-Fe (a) (the insert is an enlargement of part of the figure) and (b) high-resolution image of
the arrangement shown in the insert of (a) along the [�1 1 0] direction.
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body-centered phase, C1-Al-Pd-Fe, exists in the compositional range around
Al63Pd31Fe6. This phase possesses a slightly smaller lattice constant of 15.4Å.

Thesefindings are consolidated in the following interpretation: Inorder to lower the
elastic line energy of the perfect dislocation the latter splits into two partials. These,
however, still possess rather large Burgers vector lengths of 7.8Å, which have to be
accommodated by the structure. The experimental findings suggest that it is ener-
getically favorable to transform a small portion of the structure, which is lying in the
compressive part of thedislocation strainfield, to a body-centered structurepossessing
a slightly smaller lattice constant. By thismeans, the dislocationwith the large Burgers
vector can bemore easily accommodated into the face-centered structure at the cost of
a portion of �wrong� structure considering the composition of the crystal.

In CMAs, hence, dislocations of different nature from that in simplemetals occur.
Besides metadislocations in a number of CMA phases, we also find other unusual
mechanisms, such as the dislocations in cubic Al-Pd-Fe described above.While these
mechanisms at a first glance seem completely different, they have one major
common property: in all cases we find that accommodation of the dislocation in
the host structure involves a local area of different but related structure. This locally
differing structure occurs in the form of a slab in the wake of the moving dislocation
(e.g., in the case of Al13Co4) or in the form of a bar around the dislocation core. We
should, however, note that in some CMA phases investigated, for example, the
Samson phase b-Al3Mg2

22 or the Bergman phase in the systemMg-Zn-Al [40], rather
conventional deformation mechanisms, involving ordinary partial dislocations trail-
ing stacking faults, have been observed.

1.3
Complex Metallic Alloy: Why Is It Complex?

For many years, the key point in understanding CMAs, and especially quasicrystals,
was to know where the atoms are [10]. This question is now solved to a very
satisfactory degree [41], using various techniques derived from high-dimensional
crystallography and, as often as possible, comparison to a known, high-order
approximant when it exists [42]. Nowadays, the central question is to understand
�why the atoms are where they are,� which by the way is a question that is simply not
solved in all crystals of simpler structure known so far. We address this issue in the
following section from the electronic structure standpoint, in a way that is verymuch
reminiscent of the early works byHume-Rothery [43], Jones [44] andBlandin [45] and
in more recent years Friedel and D�enoyer [46] and Mizutani [47].

1.3.1
Electronic Densities of States and Hume-Rothery Rules

Does the particular atomic structure of complex metallic systems engender charac-
teristic features in their electronic structure? A theoretical approach is most often
pretty uneasy because of the too large number of atomic sites in the unit cell that, in
addition, may not be all fully occupied. Information is gained from experimental
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results derived from resistivity and specific heat measurements or densities of states
(DOS) investigations using spectroscopic techniques, but results are available only
for a restricted number of theses compounds.Hence, tofigure outwhat the electronic
structure may be in CMAs, one may rely on data obtained either for stable
quasicrystalline compounds (QCs), which we shall consider as the ultimate state
of complexity in CMAs, with a single unit cell containing an infinite number of sites,
or their approximants, also with large unit cells, but of finite size.

For quasiperiodic lattices, theoretical studies of the energy spectrum pointed out
that the wavefunctions should be critical, hence the corresponding electronic states
differ from conventional systems since they are neither extended nor localized
[48, 49].Due to the lack of periodicity, exactDOS calculations cannot be carried out for
QCs. However, they are available for structures whose atomic order mimics the local
arrangement of theQCs [50–52] and in some cases, also for trueQC systems owing to
theRietveldmethod applied to experimental diffraction patterns combinedwithfirst-
principles methods [53]. Many calculations have been also carried out for series of
Al-TM conventional intermetallics [54, 55]. In all cases, a pseudogap was found at or
nearby the Fermi energy (EF).

Hume-Rothery found empirically that inmany systems such as Cu-Zn, Al-Cu, and
so on, for specific values of the valence electron to atom ratio (e/a), there exist alloys
displaying different crystal structures that do not behave as free-electron systems do,
but are stabilized owing to the creation of a depletion in the DOS at EF, namely a
pseudogap [43]. These specific alloys are denoted Hume-Rothery (H-R) phases. The
mechanism by which such a pseudogap occurs may be summarized as follows [56].
Electronic waves in the alloy are scattered by the Bragg planes of the Brillouin zone.
This mechanism opens up gaps in reciprocal space. For specific electron concentra-
tions, the Fermi sphere overlaps with the Brillouin-zone boundary, which in turn
produces a depletion in the DOS at the Fermi energy after integration over all
directions in reciprocal space of the scattered waves. As a consequence, electronic
states from the top of the valence band (VB) are repelled towards lower binding
energies as shown inFigure 1.10, thus stabilizing the crystal structure for that specific
electron concentration.

Figure 1.10 Total density of states (DOS) of a free-electron system (dotted line) and of a H-R alloy
(full line).
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Friedel and D�enoyer [46] noticed that (i) many quasicrystals and approximants are
made from elements with small differences in atomic radii and electronegativities
and (ii) there is a large number of spots, several with high intensity, in their X-ray
diffraction patterns the position of which in reciprocal space demonstrates that the
Hume-Rothery rule introduced above is obeyed. Actually, a pseudo-Brillouin zone
(PBZ) can be constructed from the location of the most intense peaks in reciprocal
space, although a true Brillouin zone can not be defined due to the loss of
translational periodicity. This assessment was successfully taken as a thumb rule
for the search of new stable quasicrystalline compounds and, indeed, many QCs and
approximants were found this way with e/a values around 1.86 e–/at (electrons per
atom) and 2.04 e–/at,mainly inAl-based systems as for exampleAl-Pd-Mn, Al-Cu-Ru,
Al-Mg-Zn, . . . QCs [7–9].

The pseudogap at the Fermi energy is perhaps one of themost emblematic features
of QCs as well as of CMAs and is of great importance to interpret many of their
physical properties [3, 57, 58]. Its existence was checked experimentally for a number
of Al-based QCs and CMAs as well as for conventional H-R crystals using spectro-
scopic techniques among which soft X-ray emission spectroscopy (SXES). SXES
scans separately occupied partial and local DOSs in a compound, whatever it is
[18, 59–63]. It was ascertained that the intensity of the Al 3p states distribution at EF (I
(Al3p/EF) reflects themetallic character of the specimens and is directly connected to
the importance (depth and width) of the pseudogap [18].

Furthermore, it was established that the Hume-Rothery mechanism alone cannot
explain the formation of the pseudogap since in genuineH-R alloys such asq-Al2Cu or
w-Al10Cu10Fe, it is rather faint as compared to Al-based approximants and QCs that
contain the same transitionmetals. This is shown in Figure 1.11 as a plot of I(Al3p/EF)
in various simple and complex phases versus the e/a ratio [64]. The data is the same as
the one in Figure 1.2, but is shown versus the e/a ratio that is directly related to the
positionof theCMAspecimen in the compositionfield, assuminga contribution to the
valence band of þ3 electrons for Al, þ1 for Cu and a negative valence of Fe of �2.6
e�/at. Clearly, I(Al3p/EF) is almost constant for the true Al-Cu H-R alloys and
decreases progressively when going to approximants and QCs, a signature of increas-
ing complexity of the lattice, aswe pointed out earlier in this chapter. From the study of
all electronic distributions in the VB of these samples, it was pointed out that sp states
at the top of the VB are mixed to TM d states in agreement with the above-mentioned
DOS calculations done on series of conventional Al-transition metal (TM) alloys [18].

Further studies of complex alloys highlighted the importance of hybridization
between p and d states [63]. A beautiful assessment of the respective weights of
H-R and hybridization mechanisms was given recently by Mizutani and cow-
orkers [65–68] while studying a series of c-brass phases to determine whether they
are stabilized following or not the e/a rule (or H-R mechanism). The authors
pointed out that the H-R stabilization mechanism produces a pseudogap across EF
as a result of a resonance between electronwaves and particular sets of lattice planes
that differ from each other, depending on the studied specimens. They also pointed
out that e/a does not keep the canonical 21/13 value for all the c-brass samples,
but rather varies from 1.6 e�/at for example in Cu9Al4 to 1.8 e

�/at in Fe2Zn11 and
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1.46 e�/at in Al8V5. For this latter alloy, using LMTO-ASA DOS calculations, they
clearly demonstrated the key role played by V 3d – Al 3p hybridization in the
formation of the pseudogap across the Fermi level (Figure 1.12, left side). This
theoretical result was confirmed experimentally, again using soft X-ray emission
spectroscopy, as displayed in the same figure (Figure 1.12, right side) [63]. The
interaction between the Al and TM states can be viewed as a Fano-like interaction,
namely an interaction between extended and localized states, as described by
Terakura [69].

To summarize, in CMAs made of Al (or Mg) alloyed with other elements among
which TMs, the pseudogap present in the DOS at EF results from the combination of
two mechanisms, on the one hand, the so-called H-R mechanism and on the other
hand, hybridization (interaction) between extended and localized states at EF and
nearby, which results in the presence of states with a localized character at the top of
the VB.

1.3.2
Self-Hybridization in Al-Mg Alloys

What is the situation inCMAsmade only of sp elements, forwhich there are normally
no real localized states at the top of the VB? Let us consider the case of an emblematic
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Figure 1.11 Al 3p intensity at EF as a function
of the valence electron to atom ratio e/a for a
series of Al based alloys as obtained from SXES
experiments. The symbols are as follows:
narrow rectangle at e/a¼ 3 for pure fcc Al,
diamonds for genuine Al-Cu Hume-Rothery
phases, narrow diamond for v-Al7Cu2Fe, gray
squares for B2 cubic Al-Cu-Fe phases with
structural complexity due to vacancies,

increasing from left to right, dark squares for
approximants of icosahedral Al-Cu-Fe QC, dark
dots are for icosahedral QCs, namely from top
to bottom Al-Cu-Fe, Al-Cu-Ru and Al-Pd-Mn,
whereas the lowest dot corresponds to Al-Pd-Re
system. The value of n(EF) for specimens
represented by diamonds, squares, and the top
circle were already shown in Figures 1.2 and 1.3,
left, but as a function of bC.
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CMA, namely the so-called Samson phase [70]. This is cubic b-Al3Mg2, with cell
parameter a¼ 28.24Å, containing 1168 at/uc distributed over icosahedra and Friauf
polyhedra. Many atomic sites are not fully occupied, which induces an important
degree of disorder. As far as transport properties are concerned, this compound
behaves similarly to a simple mixture of the pure metals. This result is to be
contrasted to the extremely complex structure of the Samson phase (bC¼ 7.07),
which raises the question to understand why the two simplest ways of staking metal
atoms (Al is fcc and Mg is hcp) end at this specific composition in such a complex
architecture. So, what is the electronic structure? Clearly, exact DOS calculations are
extremely difficult to carry out or even impossible in this system, at least for the
moment.On the contrary, experiments, again usingX-ray emission spectroscopy that
analyzes separately Al andMg contributions to theVB,may give qualitatively valuable
information about the bulk specimen.

The data presented in Figure 1.13may be summarized as follows [71, 72]. First, Al
3p and Mg 3p states overlap over the extent of the VB, which points to the strong
covalency in this energy range of the VB. However, chemical bonding is not so
simple, since themaximumof theMg3p curve coincideswith a depletion of theAl 3p
curve,which indicates somedegree of repulsion existing betweenMgandAl 3p states
in this energy range [69]. Secondly, the intensity of both Al and Mg 3p curves at EF is
about 25� 2% of the maximum intensity (set to 100%) and the edges are shifted
towards lower binding energies since they are distant fromEF by 0.3� 0.05 eVat half-
maximum intensity. Note that in both pure metals, the intensity at EF is 50% of the
maximum intensity and the edges very steeply crossing the Fermi level axis at half-

Figure 1.12 Left: DOS calculations by the
LMTO-ASA method for Al8V5 with (top panel)
and without (low panel) accounting for the V3d-
Al 3p hybridization. In the low panel, clearly the
pseudogap has disappeared as compared to the
top panel. Right: Partial DOS as obtained from

SXES experiments. The various distribution
curves are normalized to their own maximum
intensity. The mixed Al3p-V3d states are found
at about 2 eVbelowEFwhereas in the calculation
the V states are set at 1 eV below EF.
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maximum intensity of their respective distribution curves. All these observations
suggest that in cubic b-Al3Mg2, a faint pseudogap is present at EF. The maximum of
the Al 3p curve is found at the same energy as a depletion of the Al 3s,d curve and of a
plateau on the Mg 3s,d curve, indicating repulsive interaction between the Al 3p and
the 3s,d states.

Themost striking feature is the rather narrow peaks present at about 1.5 eV below
EF in the 3s,d distribution curve for both Al and Mg in the compound. These narrow
peaks are distant by about 0.2 eV fromeach other,which suggests that some repulsion
takes place between the spectral distributions at the top of theVB,whereas the peak in
the Al 3s,d curve overlaps totally the Al 3p andMg 3p curves. Here, we shall mention
that SXES studies of compounds containing Al and two TM that are neighbors in the
classification of the elements, have shown that the d states are located at the top of the
VBand repel each other [62, 63]. Thus, thenarrow shapes of theAl andMg3s,d curves
close to EF, their slight separation along the binding energy scale and the presence of
the faint pseudogap suggest that these states are to some extent localized, namely
have a d-like character. Let us mention that in fcc Al, as well as in hcpMg, only a very
small fraction of states with a d-like character is found near EF [73]. In b-Al3Mg2 we
see that the proportion of the d-like states is strongly enhanced, in linewith the results
described in the previous section where we reported that in Al-TM CMAs, localized
states present at the top of the VBhybridize to sp states for a pseudogap is formed and
stabilizes the system. Therefore, the mechanism in b-Al3Mg2 is not the same as in
compounds containing a TM bringing d states to the VB.

Instead, achieving stabilization of the b-Al3Mg2 system is a little more complex.
First, Al and Mg states self-hybridize in such a way that states with a localized
character are found at the top of the VB. Secondly, the localized Al andMg states thus
formed slightly repel each other and interactwithAl-Mg covalently bonded states. It is
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Figure 1.13 Partial DOS distributions in b-Al3Mg2. Al 3s,d: stared line,Mg 3s,d: line with triangles,
Al 3p full line, Mg 3p: line with open dots.
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interesting tomention that the samemechanism occurs in other Al-Mg compounds,
but of lesser complexity such as the Zn2Mg Laves phase (NUC¼ 12, bC¼ 2.48), the
low-temperature variant of the Samson phase [74], or the Al-Mg-Zn Bergman phase
(NUC¼ 148, bC¼ 5). In these latter compounds, the same peak of localized d states is
pointed out by SEXS at the same energy position, but with intensity (amplitude)
varying smoothly with the complexity index and almost unchanged width [72]. The
result of this analysis is presented in Figure 1.14. It has an interesting issue, namely
that Nature selects preferably a complex structure when the self-hybridization
mechanism is at work, although far simpler atom packings exist nearby in the
phase diagram (not taking into account the role of configuration entropy that is able to
further reduce the free energy of the system).

1.4
A Brief Survey of Properties

1.4.1
Transport Properties

Resistivity measurements performed for specimens with increasing structural
complexity up to quasicrystalline compounds have pointed out a different behavior

Figure 1.14 Change with complexity index bC
of the area A, amplitudeH and widthW of the d-
like peak that is exhibited by (from left to right)
Laves phase, Bergman phase, low-temperature

variant and high-temperature variant of the
Samson phase. The symbols below bC¼ 2 are
for hcp Mg and fcc Al (left to right).
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from that of conventional alloys. This is exemplified in Figure 1.15 as a plot of the
variation of the electrical resistivity against temperature for a series of Al-based alloys.
The curves at the bottom of the figure, with resistivity below 100 mV cm, correspond
to structurally simple alloys, namely CsCl-cubic Al-Cu-B and tetragonalv-Al7Cu2Fe.
They show a normal increase of the resistivity with temperature, characteristic of
conventional alloys and metals. The curves in the middle of the figure were obtained
from approximants of quasicrystalline compounds. Their resistivity values aremuch
larger than for conventional alloys and the variation with temperature is almost zero
or very weak. In strong contrast to normal alloys, genuine quasicrystals exhibit

Figure 1.15 Variation of the resistivity coefficient versus temperature for Al-based alloys ranging
from simple structures to CMAs and quasicrystals.
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resistivity values at low temperature that are high to very high and the variation of the
resistivity with increasing temperature is of opposite sign to that of simple alloys and
metals [58].

Hence, attention was paid to the electronic properties of CMAs in relation to their
structures.Magnetic, electrical and thermal transport properties have been probed so
far for series of CMAs [75]. Recent data refer to Al4TM and Al13TM4 families whose
atomic structure can be viewed as a stacking of flat and corrugated atom layers with
structural complexity and unit cell size increasing from Al4TM to Al13TM4 families.
For completeness, the investigations were carried out perpendicular as well as along
the stacking direction. These data are detailed in Chapter 3.

Basically, magnetic susceptibility, electrical resistivity, thermoelectric power, Hall
coefficient and thermal conductivity all displayed anisotropic behavior that is
more marked with increasing structural complexity from Al-Ni-Co to Al13Co4 and
Al4(Cr,Fe). The temperature coefficient is of Boltzmann-type inAl-Ni-Co andAl13Co4
for all crystallographic directions and non-Boltzmann as far as the temperature-
dependent in-plane resistivity is concerned for Al4(Cr,Fe). The thermal conductivity
of the same specimens behaves similarly to the electric conductivity. It is about one
order of magnitude lower whenmeasured along the stacking axis than in-plane [76].
The Hall coefficient is also anisotropic. It is the lowest when the external field is
applied along the stacking direction and higher when it is applied in-plane. However,
no clear connection with structural complexity was evidenced in these series of
samples. All these investigations pointed out strong differences in the respective
contributions of the lattice and conduction electrons. They led to the conclusion that
the anisotropy of the atomic structure of CMAs extends to their electronic properties,
thus departing from those of conventional alloys and their elemental constituents.
These results are detailed in Chapter 3.

1.4.2
Surface Physics and Chemistry

The physical and chemical properties of the surfaces of CMAs depend on their
preparation, namely whether it is a clean surface worked out in ultrahigh vacuum
(UHV) or a �dirty� surface kept in ambient atmosphere with an important contri-
bution of the native oxides lying above the top layers of the CMA material.

The outermost layers of cleanCMAs surfaces (including quasicrystals) as prepared
in UHV by successive cycles of sputtering and in situ annealing are similar to simple
bulk terminations with steps and islands. So far, no reconstruction of the surface and
no chemical segregation effects were observed on highly complex CMAs. The atomic
density is high and the topmost layers host the elements that have the lowest surface
energy. This latter characteristic governs nucleation and growth on CMA surfaces
used as templates for nanostructuration of foreign atoms.

The electronic structure of such sputtered-annealed CMAs surfaces has been
investigated using several spectroscopic techniques. A main issue is that the
pseudogap that exists at the Fermi level in the electronic density of states of the
bulk specimen is also present in the surface top layers.However, this is no longer true
for surfaces obtained from mechanical fracture in UHV with no further treatment.
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Actually, such cleaved surfaces display a more metallic character, as shown by the
reduction of the importance of the pseudogap with respect to the bulk sample. Band
gaps have also been predicted by theoretical means in the phonon density of states,
but this is still a matter of experimental investigations. These characteristics of the
electronic and phononic structures at the surface of CMAs influence physical
properties such as adhesion, friction and energy dissipation [77]. Chemical reactivity
is also affected by the electronic structure and atomic structural complexity, but to a
far lesser extent.

Oxidation in UHV of CMA surfaces shows selective oxidation of Al and the
formation of a passive amorphous overlayer that is similar to the one that forms on
pure Al. The thickness of this oxide layer depends on the conditions under which
oxidation is carried out [78]. Note that the oxide layer formed on Al-Cr-Fe CMAs after
water immersion is relatively thin, giving thisCMAa significant corrosion resistance,
especially with respect to the action of water [79].

Wetting by ultrapure water of Al-based CMA surfaces kept in ambient air and
cleaned using a strict protocol avoiding contaminationwas studied bymeasurements
of contact angles. Strong differences were pointed out from sample to sample,
despite their outermost oxide layer being the same from the chemical point of view
(Figure 1.16). It was concluded [59] that the reversible adhesion energy of water

Figure 1.16 Variation of the reversible
adhesion energy of water, WH2O, against n2/t2
where n¼ n(EF) is the intensity of the Al 3p
partial DOS at EF and t is the oxide thickness.
The two straight lines correspond to specimens
with different contributions of 3d states at EF.
The line with the largest slope corresponds to
Al�Cr�Fe(�Cu) samples, whereas the other is

for Al�Cu(�Fe) specimens. The open symbols
located on the y-axis are for Teflon (diamond)
and alumina (square). They define, respectively,
the lowest and largest values that can be
observed with the present set of Al-based
samples. The inset presents an enlargement of
the data in the region n2/t2 below 0.003.
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ðWH2OÞ deduced from contact angle depends on the Al 3p density of states at the
Fermi level of the bulk CMA substrate and on the inverse of the squared thickness of
the oxide layer. Using image force theory, the wetting properties of the oxidized
surfaces of Al-based CMAs appeared to be dependent on long-range forces between
the dipole sitting onwatermolecules above the oxide top layer and their imagedipoles
developed into the conduction sea, far beneath the surface oxide. For the i-Al-Pd-Mn
quasicrystalline phase, the oxidation, low adhesive properties and reduced surface
reactivity as compared to pure Al were found to be consistent with the more ionic
character of alumina that grows on this sample in ambient air [80]. It was also found
that the oxidation kinetics of CMAs significantly departs from that of classical
intermetallics [81]. In addition, the adsorption behavior of molecules other than
oxygen or water suggests that CMAs surfaces can be more reactive than their pure
metal constituents or related conventional intermetallics.

The high chemical reactivity of CMAs makes them good candidates for catalysis
purposes. Actually, the performance of powdered quasicrystals was investigated for
several specific catalytic reactions after various chemical treatments. It has beenshown
that, for example, Al-Cu-Fe or Al-Pd-Mn CMAs are good candidates for replacing at
low cost, expensive catalysts that are necessary to the chemical industry [82].

1.4.3
Surface Energy

Surface energy is an essential property of a material. It determines the equilibrium
shape of a single crystal, it is directly related to its cleavage energy, it is involved in the
height of the crystal nucleation barrier when the crystal grows from the liquid state, it
is related to its adhesion energy to another solid, and so on. It is, however, very
difficult to measure experimentally and as far as CMAs are concerned, it is nearly
impossible to compute owing to the limited power of present computers. A variety of
experimental facts, based on friction measurements or on contact-angle measure-
ments of small droplets deposited at the surface of CMAs, indicates that the surface
energy ofCMAswith large unit cellmay be characterized by a reduced surface energy.
Experiments performed in ultrahigh vacuum show the same trend, namely that the
surface energy of icosahedral compounds might be much smaller than that of the
constituent species.

A series of pin-on-disk friction experiments performed in high vacuum allows us
to quantitatively estimate the surface energy of a large number of CMAs [3, 83]. A
pin-on-disk experiment is housed in a vacuum chamber in which the residual
pressure of oxygen is small enough to forbid the growth of a complete oxide layer
between two successive passages of the indenter. Under such conditions, and if the
applied load is small enough to produce no third body, or equivalently, if friction is
performed at equilibrium, friction takes place between the two naked bodies (pin
and surface of interest) after just a few rotations of the disk during which the native
oxide layer is destroyed by the contact and escapes from the trace due to the rotation
of the sample. The friction coefficient is given by m¼FT/FN, where FT stands for
the force that works against the movement of the sample relative to the pin, in the

22j 1 Introduction to the Science of Complex Metallic Alloys



plane of the contact, and FN is the applied load. To first order, for hard enough
samples, we may write:

m ¼ a=HV þ bWSP

with HV, the (Vickers) hardness of the disk material, WSP the work of adhesion
between surface of interest S and pin P and a and b, two fit parameters that can be
determined experimentally for that specific experimental setup, using materials of
known, or measurable, hardness and surface energy (see why below). Assuming
friction does indeed take place at equilibrium, which can easily be ascertained after
the end of the experiment by inspection of the trace, WSP becomes the reversible
adhesion energy between S and P:

WSP ¼ cS þ cP�cSP

with cS and cP the surface energy, respectively, of the studied CMA surface and pin,
and cSP the interfacial energy developed between (naked) S and P bodies.

In a very crude assumption, wewill take the term cP� cSP equal to 0, which leads to
an overestimate of m by combining the equation above to the previous one:

m � a=HV þ b cS ð1:1Þ
and therefore estimate the upper limit of the surface energy of the CMA specimen:

cS � ðm�a=HVÞ=b

Despite this model being very crude, compared to more sophisticated ones
published in the literature [84], it turns out to fit very satisfactorily the hardness
and surface energy of many reference samples like transition metals, window glass,
aluminum, aluminum oxide, and so on, which were used to calibrate the pin-on-disk
apparatus used in the present study, thus delivering reliable values for a and b

(Figure 1.17). It must be stressed, however, that a few metals, like Co and W, do not
obey the same simplemodel, essentially because the sticking coefficient of oxygen on
those metals is so high that friction is always lubricated in the conditions of the
experiment, and therefore forbids naked surfaces to come into contact.

Application of the previous equation to CMAs of unknown cS, but easily
measurable hardness, delivers an upper value for their surface energy [83]. The
results are summarized versus the experimental m data in Figure 1.18. They are
consistent with other experimental data supplied by ultrahigh vacuum growth
experiments [85] and show that the surface energy of a quasicrytal of high crystal
perfection is smaller than that of its pure constituents by a factor comprised
between 2 (Al) and 4 (Cu, Fe).

Furthermore, the term mC¼m–a/HV represents the adhesive part of friction, when
m is corrected for the mechanical deformation of the specimen under the stress
developed by the contact to the pin. Relevant values of mC were presented earlier in
this chapter in the right side of Figure 1.2 for a series of Al-Cu-Fe CMAs of varying
crystal structure and complexity. Another view at the adhesive part of friction against
hard steel in vacuum is given in Figure 1.19 as a function of the partial densities of Al
3p, Al 3s,d and TM 3d states probed separately at the Fermi energy by XSES. The
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Figure 1.17 A set of pin-on-disk experiments
in vacuum allows us to measure the friction
coefficient m against hard steel for various
reference samples of known hardness and
surface energy. Right: the plot shows that m
values calculated according to Equation 1.1 fit

very well the experimental data, except when the
hardness is small (arrow) since Equation 1.1
diverges when Hv ! 0. Left: same data, from
which calibration parametersa and b applicable
to our specific experiment are deduced with
satisfactory accuracy.

Figure 1.18 Summary in a single chart of all
upper limits of the surface energy data deduced
from friction experiments in vacuum against
hard steel. The lower data is for an Al-Cu-Fe
quasicrystal of high lattice perfection and falls in
the range 0.5–0.6 Jm�2, well below the surface

energy of the pure constituents (Al: 1.2 Jm�2;
Cu: 1.8 Jm�2; Fe: 2.4 Jm�2). The other data are
for CMAs of decreasing complexity and
increasing density of d states at the Fermi level
(see below).
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CMA crystals are all of about the same complexity and belong to the B2 CsCl-type of
cubic phases. The overall trend observed on the figure is that the adhesive part of
friction increases with increasing TM 3d DOS in the CMA sample, whereas it
decreases with increasing Al 3p and Al 3s,d intensities. Since the DOS in the pin is
determined by the nature of the hard steel used for the pin ball, this behavior is
equivalent to that expected from the formation of a band between CMA sample and
pin when the two bodies come into contact.

The tendency to decrease adhesion in vacuum (oncemore, against hard steel) with
the filling of the band is further exemplified in Figure 1.20 where we show an
overviewonall surface energydata gained from the samespecimens as inFigure 1.18,
but plotted as a function of VCE, the total number of valence electrons of the sample.
The surface energy decreases with increasing VCE, until a minimum is reached at
VCE¼ 8 e�/at. Beyond this value, a copper-rich sample and fcc Cu itself show the
opposite trend. It is worth noting that the quasicrystal in this family of CMAs (star in
Figure 1.20) is found significantly below the other specimens. This result, again,
stresses the electronic origin of adhesion in vacuum between the solids considered
herein. Empirical rulesmay be derived from the present study to optimize the choice
ofmaterials that are placed in contact under severe load, whereas vacuumhinders the
formation of a diffusion barrier at the contact interface. We will come back to this
aspect later in this chapter.

1.4.4
Plasticity

The plasticity of CMAs is a novelfield ofmaterials science. To date, only a very limited
number of different CMA phases have been experimentally investigated. It is a

Figure 1.19 Adhesive part of friction in vacuumagainst hard steel versus partial density of states at
EF for a series of CMAs of (nearly) identical complexity (bC¼ ln2), but varying nature of the TM
constituent.
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common property of all these materials that they are brittle at room temperature.
Ductility sets in at temperatures of the order of 70%andhigher of themelting point of
the individual materials. This is a feature discriminating CMAs from essentially all
other simple crystalline metals – the latter typically show ductile behavior at room
temperature and even below. In this respect, the plastic behavior of CMAs rather
resembles that of covalently bond crystals such as for example, silicon.

In the following, we will discuss experimental results on three CMA phases, e-Al-
Pd-Mn, b-Al3Mg2, and Al13Co4. The phases e6-Al-Pd-Mn and Al13Co4 are ortho-
rhombic and have 320 and 102 atoms per unit cell, respectively. Their structures were
described in Section 1.2.3. The compound ß-Al-Mg is cubic, space group Fd�3m. We
alreadymentioned that the lattice parameter is a¼ 2.82 nm and the unit cell contains
about 1168 atoms [70]. The coordination polyhedra in the structure comprise 672
icosahedra (ligancy 12), 252 Friauf polyhedra (ligancy 16), 24 polyhedra of ligancy 15,
48 polyhedra of ligancy 14 and 172 more or less irregular coordination shells of
ligancy 10–16. Because of incompatibilities in the packing of the Friauf polyhedra,
this structure features a high amount of inherent disorder, which is apparent as
displacement disorder, substitutional disorder and fractional site occupation.

Figure 1.21 shows the stress–strain curve of an e6-Al-Pd-Mn sample, deformed at
700 �Cwith a strain rate of 10�5 s�1. The compression axis was chosen parallel to the
[0 1 0] lattice direction. For a discussion of the main features of the stress–strain
curve, ignore the three sharp dips, which are the result of stress-relaxation tests to be
discussed below. The course of the curve is at the positions of the relaxation dips
interpolated by dotted lines. At very small strains e, the curve shows an almost linear
behavior. This is the elastic regime, where the deformation is reversible and,

Figure 1.20 Adhesive part of friction in
vacuum against hard steel as a function of the
total number of valence electrons per atom. The
squares are for fcc Al (left) and fcc Cu (right),
respectively. The Al-Cu-Fe icosahedral CMA is

shown by a star and is found below the other
data at identical NVE. The values of mC
presented as a function of complexity index in
the right side of Figures 1.2 and1.3were taken in
the range 5.5�NVE� 6.2.
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according to Hooke�s law, the stress s is proportional to the strain. Plastic defor-
mation sets in at about 0.70%strain, wherefirst deviations froma linear course occur.
At 1% strain the curve reaches an upper yield point at about 350MPa. Subsequently,
the stress decreases down to a value of about 280MPa, where it reaches a lower yield
point at about 2.5%. After the lower yield point, the stress–strain curve goes through
two further stages. First, from about 3 to 5% strain, the stress decreases with strain,
that is, the material shows a work-softening stage. Second, from about 5% to the
termination of the experiment at 8%, the stress–strain curve is essentially horizontal.
In this stage, thematerial is in a dynamic equilibrium, corresponding to a steady state
where hardening and softening processes in the microstructure balance.

Figure 1.22 displays a set of stress–strain curves of Al13Co4 samples, deformed
along the �6 �4 5

� �
direction at a strain of 10�5 s�1 and temperatures between 650

and 800 �C [23]. Each curve shows signatures of additional temperature cycling tests
and a stress-relaxation test, marked �TC� and �R,� respectively, in the uppermost
curve. The corresponding results will be considered below.

At all temperatures the curves have common qualitative features. After the elastic
regime, a strong yield-point effect is observed in the strain range between 0.25 and
0.55%. At 700 �C, for instance, a stress difference as large as 45% between the lower
and upper yield stress wasmeasured. Additional yield-point effects are seen after the
temperature changes and after stress relaxation. At high strains, above about 2%, the
curves show an almost constant flow stress or, at some temperatures, a very weak
work-hardening stage. The deformation behavior is strongly temperature dependent:
the stress strongly decreases with increasing temperature, leading to high-strain flow
stresses between about 320MPa at 650 �C to 120MPa at 800 �C.

Figure 1.23 displays stress–strain curves of b-Al3Mg2 samples at 10�4 s�1. The
black curves represent deformations of single crystalline samples along the [1 0 0]

Figure 1.21 True stress–true strain curve recorded in compression at 700 �C for an e6-Al-Pd-Mn
single grain sample. The three dips visible on the curve come from relaxation experiments
performed at different stages of deformation.
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direction, the gray curves represent deformations of polycrystalline samples (grain
size about 20 mm). Temperature changes and relaxations were carried out during
most of the experiments. The single-crystal deformations show similar features to
those of Al13Co4, with a generally smaller yield-point effect. The polycrystals
deformations, on the other hand, show considerably different behavior. The yield
points are much broader, the curves show work softening, and the high-strain flow
stresses are considerably smaller than for the single-crystalline case. Also, the single-
crystalline samples can be deformed at temperatures down to about 225 �C,while the
polycrystals are ductile only above 300 �C.

Figure 1.22 Stress–strain curves for single grains of Al13Co4 deformed at various temperatures as
indicated.

Figure 1.23 Stress–strain curves of b-Al3Mg2 at different temperatures as indicated.
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The activation parameters are determined by dedicated incremental tests, that is,
stress-relaxation tests (R in Figure 1.22) and temperature changes (T in Figure 1.22).
Figure 1.24a displays the activation volume of e-Al-Pd-Mn, determined by stress
relaxation as a function of stress. The activation volume is strongly stress dependent.
It decreases with increasing stress, following a hyperbolic curve. The absolute values
vary within the range of about 0.5–2 nm3. This stress dependence and the absolute
values of V are typical for CMAs. Let us compare different CMA phases for a given
stress value of 300MPa: Values ofV¼ 0.45 nm3 (e-Al-Pd-Mn),V¼ 0.8 nm3 (Al13Co4),
and V¼ 0.6 nm3 (b-Al3Mg2) are found. Scaled by the respective atomic volumes, we
find V/Va¼ 30 for e-Al-Pd-Mn. For Al13Co4 and b-Al3Mg2 we find V/Va¼ 53 and V/
Va¼ 32, respectively.

The values found for the activation volume of different CMAs obviously exceed
the atomic volumes by more than an order of magnitude, which indicates that
large obstacles containing some tens of atoms control dislocation motion. Recall
that we have accounted for the presence of a cluster substructure as a distinct
structural feature of CMAs. Accordingly, it was concluded for several CMA phases,
that the cluster substructure provides the rate-controlling obstacles for dislocation
motion [20, 22].

Figure 1.24b shows the activation enthalpy and the work term of b-Al3Mg2 single
crystals as a function of deformation temperature, obtained from combined tem-
perature-change and stress-relaxation tests. The values for the activation enthalpyDH
are shown as solid squares. Values increasing with temperature from about 1.8 to
2.6 eV are found. A linear fit under the boundary condition DH(T¼ 0K)¼ 0 eV is
shownas a dashed line. Thework term, corresponding to the part of the energy,which
is supplied by the applied stress, is shown by circles. It is roughly constant in the
observed temperature range and amounts to about 0.4 eV.

The activation enthalpy DH is larger by about a factor of six than the work term. It
can hence be concluded that the deformation is a thermally activated process. Similar
behavior of the energetic activation parameters is also found for other CMAs. For
Al13Co4 DH¼ 2.2 eV23 and for e-Al-Pd-Mn DH¼ 5 eV is found [20]. The activation

Figure 1.24 Activation volume (a), activation enthalpy and work term (b) deduced from relaxation
experiments performed on e-Al-Pd-Mn (a) and b-Al3Mg2 (b) single crystals, respectively.
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enthalpy is always much larger than the work term, and the enthalpies are consid-
erably larger than the corresponding self-diffusion energies. As the latter finding
indicates that the deformation-rate-controlling mechanism is not given by a single-
atom diffusion mechanism, this is consistent with the conclusions drawn from the
results for the activation volumes.

1.5
Potential Applications

1.5.1
Applications Related to Surface Energy

It is a well-known fact that technological developments often anticipate a full
understanding of the property they are based upon. This has been the case for
Al-Cu-Fe-Cr quasicrystals and approximants, which were shown to yield appreciate
antistick properties and interesting corrosion resistance, making them suitable for a
new generation of cookware [86]. This type of utensil was combining low adhesion
and excellent mechanical resistance to scratch, in contrast to many modern devices
that do not offer both performances together. Figure 1.25 summarizes the basics
behind the performance of such utensils. It is based on the reduction of the apparent
surface energy of a CMA coating, equipped with its native Al2O3 oxide that forms in
ambient conditions. The reversible adhesion energy of water (taken as a model
material representative of food, although the chemical reactions that take place
during cooking are far more complicated) is then related to the contact angle, as
discussed earlier in this chapter. Itmay be divided into two parts, coming respectively
from fluctuations of the electric charges on both sides of the water/oxide interface
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Figure 1.25 Lifshitz–Van der Waals (left) and
IAB (right) components measured using various
liquids for pure alumina (square), fcc aluminum
(star) and a series of Al-Cu-Fe-Cr CMAmaterials
of changing complexity and therefore, different

Al3pDOS at EF (n(EF)). Observe that IAB cancels
for selected samples when n(EF)� 0.12, which
corresponds to quasicrystals and high-rank
approximants in Figure 1.11.
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and from a component accounting for the presence of permanent electric charges at
the interface and its vicinity. The first component is called the Lifshitz–Van derWaals
term, and the second is often termed simply IAB.

Then, the reversible adhesion energy of water reads:

WH20 ¼ cLð1þ cos qÞ ¼ 2ðcLWS þ cLWL Þ1=2 þ IAB

where the subscripts S and L stand for solid and liquid, respectively, q is the contact
angle, and LW is for Lifshitz–Van derWaals. The part of the surface energy of water cL
that accounts for LWinteractions iswell known. The equation above is valid only if the
film pressure of water on the surfaces of interest is negligible, which is the case in the
present work for all CMA samples of large complexity that were studied. Now, using
various liquids, which allows us to vary the ratio cL/cLWL , it is possible to assess the
respective weights of cLWS and IAB for a given solid (Figure 1.25). It turns out that IAB

vanishes for CMAmaterials of high complexity, like theAl-Cu-Fe quasicrystal and the
Al-Cu-Fe-Cr orthorhombic approximant of the decagonal phase that was designed for
this purpose [87], in strong contrast to fcc aluminum or conventional Al-based
intermetallics. Since cLWS is merely constant in all alloys, the low stick property
pointed out for those CMAs is an intrinsic property related to complexity, via the IAB

component and its reduction with the decreasing Al3p DOS at EF (or equivalently,
increasing bC, Figure 1.2).

Definite attempts were made by one of the present authors to transfer this
discovery to industry. A process able to produce large amounts of atomized powder
(up to 1000 kg/day) was designed in association with the preparation at large scale
of coatings by plasma spray (Figure 1.26). Demonstrators were supplied to
restaurants and to a number of participants in the study. Unfortunately, when
marketing started, the pans that were sold had not undergo the thermal treatment
designed to stabilize the mixture of icosahedral and b-CsCl type phase that are
quenched in a metastable state during the fast cooling that follows the projection
from liquid state [88]. As a consequence, the high corrosion resistance character-
istic of the alloy selected for this application was lost, especially in washing
machines. It resulted in a massive return of the products, and customers claimed
for reimbursement, which sadly concluded the story. The inventor, who had never
been informed of the change in the process, gave up with this type application of
quasicrystals and approximant CMAs.

Other possible applications related to the surface energy of Al-based CMAs were
looked at over the years. They revolve around friction and adhesion in vacuum,which
is a concern for the aerospace industry and microelectronics. Satellites, for instance,
make a broad use of mechanical devices, which must be kept closed under high
mechanical stress during launch and travel, to avoid uncontrolled movement, and
must open when they arrive at their final destination. A lot of vibration during the
travel phase, and event later, produces what is called cold welding in the vacuum of
space. Metallic alloys usually bond under such conditions, and the parts do not
separate when demanded from earth, which causes the loss of the mission, that is,
billions of US Dollars or Euros. To avoid such problems, surface coatings are often
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used, with the purpose to forbid direct contact between the naked metal surfaces.
Fretting tests performed at Austrian Institute of Technology, in Seibersdorf, Aus-
tria [89], have shown that Al-based CMAs are excellent candidates for this purpose
(Figure 1.27). They exhibit both high hardness, which is mandatory to sustain the
high applied stress during launch of the rocket, and do not bond against hard steel or
aluminum alloys. For the moment, the limitation to the use of these coatings is
basically the process of covering complex shapes like the ones encountered in this
fieldwith a coatingmade of a CMAof excellent lattice perfection, and nomacroscopic
defects like cracks or pores. A later chapter deals with this side of CMA metallurgy.

In order to insist a little more on the care that must be taken to produce coatings of
excellent microstructural quality to achieve the level of performance expected for
CMAmaterials, we show in Figure 1.28 a successful attemptmade at the Josef Stefan
Institute byCekada et al. [90]. The starting point (Figure 1.28a) is amultilayer stacking
of Al, Cu and Fe films the respective thicknesses of which are selected in order to
reproduce the adequate stoichiometry of the material. After thermal mixing
(Figure 1.28b), a homogeneous thick coating is formed. It can be used for example,
to coat cutting inserts made of a WC-Co sinter, covered by the Al-Cu-Fe film.
Alternatively, physical vapor deposition (PVD) can process the same quality of

Figure 1.26 One of the many 1-kg ingots of
Al62Cu18Fe10Cr10 (at.%) CMA alloy that was
prepared by a conventional metallurgical route
for feeding a powder atomization tower and

then a plasma torch for the sake of producing
low-stick coatings for frying pans. A utensil then
had to be thermally treated and polished before
sale.
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coatings, starting from a target the composition of which was designed to take into
account the shift from stoichiometry that results from preferential sputtering rates
encountered for different elements like Al, Cu and Fe. Standard tests defined
according to the state-of-the-art prove that the lifetime of the tools under represen-
tative machining conditions is increased by 25% (Figure 1.29), which represents a
very significant saving for the profession, provided the production costs are kept low.
This step for the time being is not yet achieved.

1.5.2
Applications Related to Transport Properties

Applications related to transport properties are of four types: heat insulation, light
absorption in view of solar heating of houses, applications connected with the

Figure 1.27 Stick-force measured in high
vacuum against an aluminum alloy (dark gray)
and hard steel (light gray) for a number of CMAs
of varying complexity and composition.

Whereas the performance against the Al-based
alloy is not outstanding, the one against hard
steel, at least for the two icosahedral phases, is
quite attractive.

Figure 1.28 Al, Cu and Fe layers stacked on top of each other on a WC-Co substrate (a) transform
upon thermal treatment in a homogeneous coating (b).
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magnetocaloric effect (MCE), namely the heating or cooling of amagneticmaterial in
response to the variation of an external magnetic field and finally, applications
referring to the thermoelectric effect, namely the transformation of caloric energy
into electric energy or vice versa. These two latter aspects are treated inChapters 8 and
9, hence we will not detail them any further. Let us just mention that as far as the
magnetocaloric effect is concerned, much effort is done nowadays with the purpose
of findingmaterials with a highMCE around room temperature [91], easy to prepare
and suitable for designing thefirstmagnetic refrigerator usable in everyday life. Also,
an investigation is being carried outwith the goal of discoveringnewenvironmentally
friendly energy sources, as for example, for achieving electricity generation from
waste of heat via thermoelectric modules. These two potential applications of CMAs
are dealt with in Chapters 8 and 9, respectively.

The potential of CMAs for applications in the domain of heat insulation, namely
the production of thermal barriers for the automotive and aeronautic industries, and
solar-light absorption for the purpose of low-cost house heating was recognized and
secured by one of the present authors quite some time ago (see references in Ref. 3).
Thermal barriers were produced by plasma spray technology and demonstrators
were submitted to tests [92]. A limitation comes from the too lowmelting point of the
CMA coatings known so far. However, for certain niche applications like turbine
blades of helicopter engines or military aircrafts, the potential of CMA coatings has
been recognized and studied to some extent (Figure 1.30).

Successful attempts were also carried out by Eisenhammer [93] to replace the so-
called TiNOx technology by Al-Cu-Fe films of equivalent light-absorption perfor-
mance, butmuch higher working temperature, and therefore better thermodynamic

Figure 1.29 Standardized wear rate of cutting insert, according to the state-of-the-art (left), and for
various multilayers after thermal mixing (center of the figure) or two PVD coatings (right).
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efficiency. In fact, all trials have failed so far due to the nonmature film deposition
industrial processes of CMAs layers and coatings, which increase the cost of the
layers above the thresholds that industry may accept.

1.5.3
Applications Related to Dispersion of Particles in a Matrix

In Section 1.4.4, we have seen that CMAs are ductile only at elevated temperatures. In
temperature ranges of 70% of the melting temperature and above, the flow stresses
are of the order of some hundreds of MPa. The flow stress is strongly temperature
dependent and increases with decreasing temperature. Accordingly, at lower tem-
peratures, for example, at room temperature, the yield strength of CMAmaterials is
very high, albeit at very low ductility. Consistently with the low surface energy, the
toughness constants are small, if not negligible.

These properties can be taken as an advantage for using CMA particles to harden
ductile metals and alloys of lower yield strength. For instance, in situ precipitation of
nanoparticles of icosahedral symmetry was used long ago to produce maraging
steels [94] of amazingly large yield strength that are used in a commercial application
by Philips (razor blades). Other metal–matrix composites can be produced under
such conditions that CMA particles precipitate in a soft matrix, for example, in Al-
based alloys, or by mechanical alloying and sintering. It has, for example, been
demonstrated that volume fractions of b-Al3Mg2 as low as 20%spread in anAl-matrix
lead to an increase of strength by 400% at a still high ductility of about 40% (Eckert
et al., Chapter 7). Particle strengthening using CMAcomposites is treated in detail in
Chapter 6.

A real breakthrough was recently achieved using laser selective sintering, a rapid
prototyping method able to produce a variety of composites based either on polymer
or aluminum matrices [95, 96]. Figure 1.31 shows an example of a toy part made
according to this process, with very high mechanical properties that exceed the
current state-of-the-art and may find application in many areas of the transport
industry.

Figure 1.30 A small helicopter turbine blade covered by magnetron plasma sputtering with a 0.3-
mm thick Al-Co-Fe-Cr thermal barrier. The thumbnail on the left gives an approximate scale for the
figure (Courtesy S. Drawin, Onera, France).
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1.6
Conclusion and Introduction of the Following Chapters

This book is intended to introducing the reader to a state-of-the-art comprehension of
themost salient features of the science of CMAs, which the editors selected in view of
their relevance to potential technological applications. The book is organized in 10
self-contained chapters. In addition to the present introduction, the following
chapters are dedicated to the study of the properties of CMAs from theoretical and
experimental standpoints (Chapters 2 and 3), to the surface science and surface
chemistry of CMAs (Chapters 4 and 6), to metallurgy, preparation, processing and
engineering properties ofCMAs (Chapters 5 and7), tomagnetocaloric properties and
thermoelectricity (Chapters 8 and 9) and finally to CMAs as catalysts (Chapter 10).
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Figure 1.31 Example of a complex shape produced by laser selective rapid prototyping and
sintering of a very complex shape of embedded polyhedramade of CMApowder in a polymermatrix.
The object is a few cm in diameter.
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2
Properties of CMAs: Theory and Experiments
Enrique Maci�a and Marc de Boissieu

2.1
Introduction

CMA encompasses different kinds of structurally complex materials sharing a basic
property: a full description of their atomic arrangement requires the consideration of
more than one spatial scale. Thus, on the scale of several nanometers, these alloys
exhibit awell-defined atomic long-range order, whereas on a shorter scale, they locally
resemble cluster aggregates.

In order to gain some understanding about the role played by this multiscale
feature on the physical properties of CMAs it is convenient to broadly classify them
by two main criteria: the nature of the long-range order present in the sample and
the size and local atomic distribution of its unit cell. The extreme case corresponds
to quasicrystals (QCs) which can be regarded as a natural extension of the notion of
a crystal to structures with quasiperiodic, rather than periodic, long-range order. As
a consequence, ideal three-dimensional QCs exhibit a self-similar distribution of
icosahedral clusters at all scales and are characterized by an effective unit cell of
infinite size. In the case of decagonal QCs, two kinds of long-range order
simultaneously coexist in the same sample, namely periodic order along one
direction and quasiperiodic order in the planes perpendicular to the previous one.
Due to this fact, these alloys exhibit highly anisotropic effects in most of their
physical properties, and they will be discussed in a separate chapter. The next step
corresponds to the so-called approximant alloy phases exhibiting a well-defined,
huge unit cell that periodically repeats through the three directions of space, though
the local distribution of atoms inside this unit cell is completely isomorphous to
that corresponding to closely related QCs in the phase diagram. Finally, we have
those CMAswith giant unit cells that are not related to anyQC structure. According
to this approximate classification scheme the role played by the local symmetry of
the structural clusters progressively increases from the non-QC related CMAs to
the QC-related ones.
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From a fundamental point of view one reasonably expects that the presence of two
physically relevant length scales – one defined by the unit-cell parameters and the
other by the cluster substructure – will have a significant impact on the physical
properties of these materials. In this chapter we will focus on those properties
determined by their electronic structure and lattice dynamics. Following the struc-
tural approach previously described we will start by considering the transport
properties ofQCs and their related approximants.Aswewill describe inSection 2.2.1,
it is now well established that transport properties of thermodynamically stable QCs
of high structural quality are quite unusual by the standard of common metallic
alloys, asmost of their transport properties resemble amore semiconductor-like than
metallic character. Thus, high-quality QCs provide an intriguing example of solids
made of typical metallic atoms that do not exhibit most of the physical properties
usually signaling the presence of metallic bonding, a topic that will be addressed in
Section 2.2.2. Subsequently, the main features of the electronic structure close to the
Fermi level will be discussed along with the nature of the so-called critical electronic
wavefunctions and their role in the resulting charge transport efficiency. Finally, in
Section 2.2.4 we will briefly describe a phenomenological approach that allows for a
unified description of different transport coefficients, providing some illustrative
application examples.

In Section 2.3 we turn our attention to the lattice dynamics related properties. The
section opens with a brief review introducing the basic notions and experimental
procedures usually considered in the study of phonons in solid-sate physics. A
Particular attention to the role of anharmonic effects is devoted in Section 2.3.3, since
these effects have a relevant impact in the thermal conductivity of the considered
systems. In the following sections these basic tools are systematically applied to the
derivation and analysis of the phonon dispersion relations of several CMAs repre-
sentatives. For the sake of comparison the considered samples are arranged accord-
ing to the structural classification scheme previously introduced. Thus, the proper-
ties of phonons in QCs and approximant phases are described in detail in Sec-
tion 2.3.4. The samples considered include the high-quality icosahedral Al-Pd-Mn
and Zn-Mg-Sc phases, for which accurate structural models have been recently
reported. Afterwards, in Section 2.3.5 we consider the lattice dynamics of the so-
called cage compounds, typically including clathrates and skutterudites. These
compounds are characterized by the presence of a framework of cages or large
structural vacancies that can be filled with heavy atoms which interact with the
propagating phonons by activating �rattling� modes, hence reducing the resulting
thermal conductivity. The potential of these compounds in the field of thermoelectric
materials research is also discussed, complementing the thermoelectric figure of
merit results presented in Section 2.2.2 for QCs and approximant phases.

The emerging view is that attending to their physical properties CMAs appear as
very promising alloys that can be efficiently used in order to obtain materials with
novel capabilities, like a combination of metallic electrical conductivity with low
thermal conductivity, tuneable electrical and thermal resistances by varying the
composition, or an improved thermoelectric efficiency.
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2.2
Electronic-Structure-Related Properties

2.2.1
Transport Properties of Quasicrystals and Approximants

The first QCs obtained were metastable, preventing a significant study of several
physical properties, in particular the temperature dependence of their transport
properties. Even the first thermodynamically stable QCs, obtained in the systems Al-
Cu-Li and Ga-Mg-Zn, were unsuitable to this end, since they were usually contam-
inated with small crystalline inclusions and exhibited a relatively large number of
structural imperfections. Nevertheless, shortly after the discovery of thermodynam-
ically stable quasicrystalline alloys of high structural quality in the Al-Cu(Fe,Ru,Os),
Al-Pd(Mn,Re), Zn-Mg(RE), and Cd(Yb,Ca) icosahedral systems, as well as the Al-Co
(Cu,Ni) decagonal system, itwas progressively realized that thesematerials occupy an
odd position among the well-ordered condensed-matter phases. In fact, since QCs
consist of metallic elements one would expect they should behave as metals.
Nonetheless, as we will describe below, it is now well established that transport
properties of stableQCs are quite unusual by the standard of commonmetallic alloys,
as most of their transport properties resemble a more semiconductor-like than
metallic character [1].

2.2.1.1 Inverse Matthiessen Rule
For typical metals resistivity decreases as the temperature is decreased and it
can even completely vanish at low enough temperatures for those materials
reaching the superconducting state. Conversely, the electrical resistivity of QCs
progressively increases as the temperature is decreased, suggesting the possibility
of reaching a metal–insulator transition in high-quality icosahedral quasicrystals
at low temperatures [2–5]. On the other hand, the electrical conductivity steadily
increases as the temperature increases up to the melting point, and its value
very sensitively depends on minor variations of the sample stoichiometry
(Figure 2.1).

Quite remarkably, the conductivity curves of different quasicrystalline samples are
nearly parallel up to about 1000K, so that one can write [6]

sðTÞ ¼ s0 þDsðTÞ ð2:1Þ
where s0 measures the sample-dependent residual conductivity, and D(T ) is pro-
posed to be a general function. According to this expression the contribution to the
sample conductivity due to different sources of scattering seems to be additive. This is
just the opposite to what happens to normal metals, where the resistivities due to
different sources of disorder are additive. This unexpected behavior, referred to as the
inverse Matthiessen rule [6], has been also observed in quasicrystalline approxi-
mants [7], and even in amorphous phases prior to their thermally driven transition to
the QC phase (see Figure 2.7) [8].
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Accordingly, the inverse Matthiessen rule may be a quite general property of
CMAs and the question concerning the possible existence of a suitable physical
mechanism supporting the presumed universality of the Ds(T ) function naturally
arises. In fact, the parallelism of the s(T ) curves is difficult to understand in terms
of a classical thermally activatedmechanism, since the temperature dependence of
s(T ) does not follow an exponential law of the form exp (�Eg¼ kBT ); where kB is the
Boltzmann constant, which implies the absence of a conventional semiconducting-
like gap in QCs [9]. In addition, the s(T ) curves do not decrease at high enough
temperatures, as one should expect if QCs were comparable to heavily doped
semiconductors, which show up a conductivity saturation when all the impurity
levels have become ionized.

2.2.1.2 Current–Voltage Curves
Another clear indication that QCs cannot be regarded as standard semiconducting
materials came from the fact that their characteristic current–voltage (I–V) curves
exhibit a perfect Ohmic behavior at low temperatures ðT ’ 4 KÞ for bias voltages that
vary by several orders of magnitude [10]. Such a linear behavior holds as the sample
temperature is progressively increased (Figure 2.2), clearly indicating that a linear
I–V behavior is not restricted to low-temperature regimes. This behavior lends
support to the possible presence of relatively extended states close to the Fermi level
and should be interpreted in the light of the electronic structure of icosahedral QCs
(see Sections 14.3 and 1.2.3) which is characterized by the presence of three relevant
energy scales close to the Fermi level, namely: (i) a broad pseudogap on the energy
scale of about 1 eV (related to the Hume-Rothery stabilization mechanism); (ii) a
narrowdip of about 0.1 eV (due to hybridization effects amongd-states and sp-states);
and (iii) some narrow features in the density of states (DOS), on the scale of about

Figure 2.1 Temperature dependence of the electrical conductivity for four different quasicrystalline
samples up to 1000 K. The inset illustrates the sensitivity of the residual conductivity value to minor
variations in the sample composition. (Adapted from reference [6]. Courtesy of C. Berger).
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0.01 eV (stemming from resonant effects among quasiperiodically distributed
transition-metal atoms) [11]. Thus, one would expect to observe some nonlinearity
related to the presence of these spectral features as soon as the energy change of the
charge carriers involved in the measurement process is in the range 0.01–1 eV.

Now, the highest electric fields applied in these experiments are in the range
E¼ 50–100V/cm, so that we get the electron energy e ’ eEl0 ’ 10�5 eV, where
l0 ’ 20 A

�
, is a rough estimate of the electronicmean free path in thesematerials [10].

Certainly, this figure is small enough to play a subsidiary role in the considered I–V
measurements. Consequently, stronger electric fields should be applied in order to
observe any possible effect related to finer electronic structure features in these
materials.

2.2.1.3 Optical Conductivity
Suitable information about relatively fine details of the electronic structure and
the spectrum of excitations of a solid can be gained from the study of its optical
properties. To this end, one experimentally obtains the reflectivity curve as a function
of the incoming electromagnetic radiation frequency, R(v), and derives from it the
optical conductivity curve s(v) by means of the so-called Kramers–Kr€onig transfor-
mation of the reflectivity spectrum. The s(v) curve ofmetallic alloys is determined by
several contributions. First, we have intraband transitions involving conduction
electrons that can be analyzed using the Drude model for free electrons

sðvÞ ¼ sð0Þ
1þðvtÞ2 ð2:2Þ

Figure 2.2 Double logarithmic I–V plots of an icosahedral Al63Cu25Fe12 phase sample (kindly
provided by Jean Marie Dubois) at T¼ 9; 45; 65; 100; 175 and 230K. The inset shows the linear
representation of the same data. (Courtesy of Javier Garc�ıa-Barriocanal).
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where s(0) is the dc conductivity and is the relaxation time. This contribution
dominates the optical response at low frequencies and results in a characteristic
Lorentzian function centered at the zero frequency, known as the Drude peak,
followed by a rapid decay of the optical conductivity at low frequencies. A second
contribution (mainly affecting the far-infrared region of the spectrum) is related to
the presence of optical phonon modes, which are activated when the incoming
radiation frequency is equal to or exceeds the necessary excitation energy. Additional
contributions come from transitions involving both the valence and conduction
bands (interband transitions) in the visible spectral range. Accordingly, good con-
ductors show a reflectance close to 100% at frequencies below the onset of absorption
due to interband transitions and a characteristic sudden decay (known as the plasma
edge) as the frequency increases approaching the so-called plasma frequency value
determining the free electrons coupling to the oscillating electromagnetic field of
incoming photons. Thus, a metal is basically transparent to light for wavelengths
smaller than the plasmon cut-off, and absorbing and reflecting above.

On the other hand, in semiconducting materials the absorption of a photon of
energy �hvg is possible as soon as it equals the gapwidthEg (direct transitions) or if the
top of the valence band and theminimum of the conduction band in reciprocal space
are separated by a wavevector belonging to the lattice (indirect transitions).

As a matter of fact, the optical conductivity of icosahedral QCs studied so far is
quite different from that of either a metal or a semiconductor. Thus, reflectance of
high-quality icosahedral samples was found to be significantly small in a wide
wavelength region from about 300 nm (UV region) to 15 mm (IR region), and the
following unusual features were observed in the optical conductivity:

1) The far-infrared s(v) response is very weak and no Drude peak appears at low
frequencies (Figure 2.3), though extrapolation to the zero frequency yields
conductivity values in good agreement with the measured dc conductivity
[12–16]. Two different explanations have been proposed to account for the
unusual absence of a Drude peak: (a) the low s(v) would be related to an
extremely low density of states at the Fermi level due to the presence of a
pseudogap in the band structure of QCs, hence leading to a substantially small
value of s(0) in Equation 2.2 [17] (b) the localization of charge carriers due to the
quasiperiodicity of the structure would lead to an anomalous diffusion mech-
anism. In that case, Drude�s formula for the optical conductivity would adopt the
more general form

sðvÞ ¼ Ae2NðEFÞCð2bþ 1Þ t

1�ivt

� �2b�1
ð2:3Þ

where A is a constant, C is the Gamma function, N(EF) is the density of states at the
Fermi level, and b is a diffusion exponent that depends on the energy [18]. The real
part of this expression reduces to Equation 2.2 in the case b¼ 1. Quite remarkably,
values as low as b¼ 0:07 and b¼ 0:03 were found from fitting analysis of the s(v)
curves of Al-Cu-Fe-B and Al-Pd-Mn QCs, respectively, whereas the value b¼ 0:4 was
obtained for the O1/O2- Al-Cr-Fe CMA (Figure 2.3) [16].
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Figure 2.3 (a) Optical conductivity in i-Al-Cu-
Fe-B and i-Al-Pd-Mn (solid lines). The fit curves
(dashed lines) are obtained after Equation 2.3.
The peaks around 0.03 eV are associated to

phonons. (b) Same as in (a) for a O1/O2- Al-Cr-
Fe sample. (Adapted from reference [16]. By
courtesy of J. M. Dubois).
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2) All the studied QCs exhibit a typical absorption feature overlapping the low-
frequency tail of the far-infrared region (Figure 2.3). This relatively broad feature
(which splits into two separate contributions at about 25 and 35meV in several
cases) is ascribed to phonon effects. At higher energies (�0.4 eV) the optical
conductivity progressively rises reaching a peak at about 0.7 eV (i-Zn-Mg-Y, i-Zn-
Mg-Tb), 1.2–1.5 eV (i-A-Cu-Fe, i-Al-Pd-Mn), or 2.6–2.9 eV (i-Al-Pd-Re), after
which the conductivity decreases. This absorption feature is commonly ascribed
to excitations across a characteristic pseudogap related to the Hume-Rothery
stabilization mechanism
In summary, unlike disorderedmetals (where a Drudemodel is applicable) or

semiconductors (with a well-developed conductivity gap), the reflectivity spectra
of icosahedral phases display low optical conductivity on the far-infrared energy
range and a marked absorption in the visible.

These characteristic features are also observed in typical approximant phases, such
as 1/1 Al-Mn-Si, but for decagonal phases different behaviors of the s(v) curve can
be clearly established between the quasicrystalline and the periodic directions
(Figure 2.4) [19]. In fact, a Drude peak is present when light is irradiated within a
narrow area parallel to the periodic axis, whereas no peak is detected in a plane

Figure 2.4 The optical conductivity of the
decagonal Al-Co-Cu-Si quasicrystal for the
periodic (short-dashed line) and the
quasiperiodic (solid line) directions is
compared with the conductivity of the

icosahedral Al-Cu-Fe studied in reference [12]
(solid dots). In the inset the quasiperiodic
conductivity in the far-infrared part of the
spectrum is shown. (From reference [19]. With
permission).
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perpendicular to it. The analysis of the optical data shows that contrary to the case of
icosahedral QCs, there is no clear evidence for the presence of amarked pseudogap at
the Fermi level.

2.2.1.4 Seebeck Coefficient
Thermoelectric power describes the electric response of a sample due to the
application of an external temperature gradient through the relationship DV¼S
(T )DT, where S(T) is the so-called Seebeck coefficient. During the last decade the
thermoelectric power of samples belonging to different icosahedral families has been
measured. Reported data refer to a broad range of stoichiometric compositions and
cover different temperature ranges in the interval from 1K to 900K. From the
collected data the following general conclusions can be drawn for high-quality QCs
containing transition metals [20–22].

. Room-temperature thermoelectric power usually exhibits large values (50–120 mV
K�1) when compared to those of both crystalline and disorderedmetallic systems
(1–10 mVK�1).

. The temperature dependence of the Seebeck coefficient usually deviates from the
linear behavior, exhibiting pronounced curvatures (either positive or negative) at
temperatures above�50–100K. This behavior is at variancewith that exhibited by
ordinary metallic alloys where the S(T) curve is dominated by electron diffusion
yielding a linear temperature dependence.

. Small variations in the chemical composition (of just a few atomic per cent) can
give rise to sign reversals in the thermopower curve.

. The S(T) curves exhibit well-defined extrema in several cases. Both themagnitude
and position of the extrema observed in the thermoelectric power curves are
extremely sensitive to minor variations in the chemical stoichiometry of the
sample.

On the other hand, thermopower measurements of rare-earth-bearing QCs in
the system i-Zn-Mg(Y,Tb,Ho,Er) exhibit markedly linear temperature depen-
dences above �50 K [23]. An analogous behavior has been reported for the
thermodynamically stable Cd-Yb QC, which also contains rare-earth atoms [24].
Such different behaviors among the i-Al-Cu-(Fe,Ru,Os) and i-Al-Pd-(Mn,Re)
families (bearing transition metals) and the i-Zn-Mg(RE) and i-Cd-Yb families
(bearing rare-earth atoms), strongly suggest that chemical effects may be playing a
significant role.

2.2.1.5 -Wiedemann–Franz Law
In the study of the thermal transport properties of CMAs theWiedemann–Franz law
(WFL) is routinely applied in order to estimate the phonon contribution to the
thermal conductivity, kph(T). As is well known, this law links the electrical conduc-
tivity,s(T), and the charge carriers contribution to the thermal conductivity,ke(T), of a
substance by means of the relationship ke(T)¼ L0Ts(T); where T is the temperature
and L0¼ (kB/e)

2 g0 is the Lorenz number, where kB is the Boltzmann constant, e is
the electron charge, and g0 depends on the sample�s nature (for metallic systems
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g0¼p2/3
; and we get the Sommerfeld�s value L0¼ 2 : 44� 10�8 VK�2

; whereas for
semiconductors we have g0 ’ 2). Accordingly, by subtracting to the experimental
data, km(T),the expected electronic contribution, one gets

kphðTÞ ¼ kmðTÞ�L0Ts ð2:4Þ

In so doing, the ratio ke/kph at room temperature has been determined for several
CMA representatives (Table 2.1). Keeping in mind that this ratio takes on values
within the range 100–10 for conventional alloys, one realizes that the thermal
transport of CMAs is largely dominated by phonons at room temperature. By
inspecting Table 2.1 we also see that the presence of transition-metal atoms is
related to smaller ke/kph ratios in the studied samples, suggesting the possible
existence of some chemical bonding effect.

Physically, theWFL expresses a transport symmetry arising from the fact that the
motion of the carriers determines both the electrical and thermal currents at low
temperatures. As the temperature of the sample is progressively increased, the
validity of WFL will depend on the nature of the interaction between the charge
carriers and the different scattering sources present in the solid. In general, the
WFL applies as far as elastic processes dominate the transport coefficients, and
usually holds for arbitrary band structures provided that the change in energy due to
collisions is small compared with kBT [34]. Accordingly, one expects some appreci-
able deviation from WFL when electron–phonon interactions, affecting in a
dissimilar way to electrical and heat currents, start to play a significant role. On
the other hand, at high enough temperatures the heat transfer is dominated by the
charge carriers again, due toUmklapp phonon scattering processes, and theWFL is
expected to hold as well. Nonetheless, since transport properties of most CMAs are
quite unusual by the standard of common metallic alloys, it seems convenient to
check up on the validity of this law for these materials, since our understanding of
thermal properties in these materials should be substantially revised if it does not
hold [35–37].

A suitable experimental measure of the WFL validity over a given temperature
range can be gained from the study of the magnitude km(T)/s(T)¼TL(T) þ j(T),
where the so-called Lorenz function is defined by the relationship

LðTÞ � keðTÞ
TsðTÞ ð2:5Þ

Table 2.1 Values of the ratio ke/kph at T¼ 300 K for different CMAs derived from the experimental
transport curves reported in the literature making use of Equation (2.4).

ke/kph Quasicrystals Approximants Clathrates

5–1 i-Zn-Mg-Y [25] Bergman [29] Y3Ir4Ge14 [32]
�1 i-Ag-In-Yb [26] Cd6Yb [30] Eu8Ga16Ge30 [33]
0.5–0.01 i-Al-Pd(Mn,Re) [27, 28] 1/1-Al-Re-Si [31] —
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and j(T) accounts for the phonon contribution to the heat transport. A study of the
temperature variation of the km/s ratio in several intermetallic compounds showed
that the experimental data may be fitted by a linear temperature dependence of the
form km/s¼ LT þ B over the temperature range 350–800K [38, 39]. By comparing
the slopes obtained for pure aluminum and icosahedral Al-Cu-Fe samples the ratio
LQC=LAl ’ 1:21 was obtained, hence indicating an enhanced Lorenz number for
quasicrystalline alloys at high temperatures. In a similar way, room-temperature L(T)
values larger than the Sommerfeld�s value L0 were experimentally reported for other
CMAs (ranging from L300/L0¼ 1.15 [40], to from L300/L0¼ 1.43 [25]), hence suggest-
ing the convenience of introducing a slightly modified WFL of the form

keðTÞ ¼ ð1þ eÞL0TsðTÞ ð2:6Þ
By inspecting Table 2.2we see that the enhancement parameter e is roughly related

to the structural complexity of underlying lattice, progressively increasing as a fully
three-dimensional quasiperiodic order is attained in the considered sample. Fol-
lowing this trend, a generalized WFL of the form ke(T)¼ L(T)Ts(T), which is
characterized by a nonlinearly temperature dependent Lorenz number (Figure 2.5),
has been recently proposed on a theoretical basis [37].

The impact of Lorenz�s function temperature dependence in a proper analysis of
the phonon contribution to the thermal conductivity is illustrated in Figure 2.6. In
this figure we compare the measured thermal conductivity (including contributions
from both charge carriers and phonons) with the phonon contribution derived from
the application of the WFL by either assuming a constant value for the Lorenz
number (Equation 2.4, circles) or explicitly taking into account its temperature
dependence through the expression

kphðTÞ ¼ kmðTÞ�LðTÞsðTÞT ð2:7Þ

One can clearly appreciate that the temperature dependences of the resulting
kph(T) curves substantially differ in both cases. In fact, whenone considers LðTÞ ’ L0
one obtains an anomalous behavior, characterized by a smooth increase of the
phonon contribution as the temperature increases. Conversely, when experimental

Table 2.2 Values of the enhancement parameter e for different CMAs reported in the literature.
The e values were obtained from a fitting analysis of the thermal conductivity experimental
curves making use of Equation (2.6).

e Sample Ref.

�0 : 00 c-AlCrFe [40]
0 : 03 Y- AlPdMn [41]
0 : 14 1/O2-AlCrFe [40]
0 : 16 j0-AlPdMn [41]
0 : 43 i-Zn57Mg34Y9 [25]
1 : 1 i-Al64Cu23Fe13 [42]
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data are properly corrected from the L(T) enhancement effect one gets a physically
sound phonon contribution to the thermal conductivity that steadily decreases with
the temperature starting at T&100 K, as expected on general physical principles
involving phonon–phonon interactions.

Figure 2.5 Temperature variation of the
normalized Lorenz function. TheWFL is obeyed
at very low temperatures. At high temperatures
L(T) approaches the asymptotic limit value

21¼ 5. A significant enhancement of the Lorenz
number with respect to the Sommerfeld value
takes place over a wide temperature range.

Figure 2.6 The phonon contribution to the
thermal conductivity is derived by subtracting to
the experimentally measured thermal
conductivity (km, experimental data by courtesy
of J. Dolinšek) the charge carrier contribution

(s(T) was reported in reference [43] by
assuming (a) the validity of the WFL according
to Equation 2.4 (circles), or (b) by considering a
temperature-dependent Lorenz function as
given by Equation 2.7 (squares).
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2.2.2
Chemical Trends

As is well known, metallic substances exhibit a number of characteristic physical
properties that are directly related to the presence of a specific kind of chemical
bond among their atomic constituents: the so-calledmetallic bond [44]. For the sake
of comparison in Table 2.3 we list a number of representative physical properties of
both metals and QCs. By inspecting this table one realizes that quasicrystalline
alloys significantly depart from metallic behavior, resembling either ionic or
semiconducting materials (respectively labeled I or S in Table 2.3). Thus, QCs
are an intriguing example of solids made of typical metallic atoms that do not
exhibit most of the physical properties usually signaling the presence of metallic
bonding.

Therefore, the fundamental question arises concerning whether these anomalous
properties should be mainly attributed (or not) to the characteristic quasiperiodic
order of QCs structure. In this regard, several experimental evidences strongly
suggest that the nature of the chemical bonding determining the local atomic
arrangements would play a significant role in most physical properties of these
materials [45–47], namely:

1) Transport measurements show that the structural evolution from the amor-
phous to the quasicrystalline state (Figure 2.7) is accompanied by a parallel
evolution of the electronic transport anomalies, clearly indicating the importance
of short-range effects on the emergence of some transport anomalies.

2) Many unusual physical properties of QCs are also found in approximant phases,
though transport measurements also indicate that these anomalies are more
pronounced for QCs than for their related approximant phases, hence suggest-
ing that the relative intensity of the anomalous behavior is significantly em-
phasized due to the presence of long-range quasiperiodic order.

Table 2.3 Comparison between the physical properties of QCs and typical metallic systems.

Metallic systems
property

Metals Quasicrystals

Mechanical ductility malleability brittle (I)
Tribological relatively soft easy corrosion very hard (I) low friction coefficient

corrosion resistant

Electrical high conductivity resistivity in-
creases with T small
thermopower

moderate–low conductivity (S) resistivity
decreases with T (S) large thermopower
(S)

Magnetic paramagnetic diamagnetic
Thermal high conductivity high specific

heat values high melting points
very low conductivity (I) low specific heat
values

Optical metallic luster, Drude peak metallic luster, IR absorption (S)
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3) Certain anomalous transport properties, like a high resistivity value or a negative
temperature coefficient, are also observed in some crystalline alloys consisting of
normal metallic elements whose structure is unrelated to the structure of QCs
(as, for instance, the H€eusler-type Fe2VAl alloy) which share with them certain
characteristic feature in the electronic structure (i.e. a narrow pseudogap) [49].

4) Transport properties of metallic alloys with complex unit cells, having a similar
number of atomic species to those of approximant phases, but not exhibiting the
local isomorphism property, are typically metallic [29].

5) Other kinds of aperiodic crystals, like incommensurately modulated phases and
composites do not show the physical anomalies observed in QCs.

According to (1)–(3) the emergence of physical anomalies in QCs should be traced
back to chemical bonding effects (short-range), giving rise to some characteristic
features in the electronic structure close to the Fermi level (such as the presence of a
narrow pseudogap), which are generic but not specific of QCs [50]. Thus, chemical
effects may ultimately become more important than quasiperiodic order effects in
explaining the unusual behavior of these materials. Accordingly, crystalline approx-
imants, which exhibit a local atomic environment very similar to their related QC
alloys, appear as natural candidates to investigate the relative importance of short-
range versus long-range order effects on the transport properties. This conclusion is

Figure 2.7 Temperature-dependent electrical conductivity of an Al-Cu-Fe Film for different
annealing states leading from the amorphous to the icosahedral quasicrystalline phase. (From
reference [48]. Courtesy of Peter H€aussler).
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further supported by (4) and (5), which indicate thatmere structural complexity is not
a sufficient condition to give rise to the emergence of anomalous transport properties
in complex metallic alloys.

Most atomic elements composing thermodynamically stable quasicrystalline
alloys observed to date belong to the chemical family of metals, located at either
alkaline, earth-alkaline, transitionmetals, or rare-earth groups (Figure 2.8). From this
chart we see that most metallic atoms are able to participate in the formation of
quasicrystalline phases under the proper stoichiometric conditions. On the other
hand, certain chemical trends can also be appreciated in different QC families. For
instance, the minor atom constituent in the systems Al63Cu25(Fe,Ru,Os)12 and
Al70Pd20(Mn,Re)10 belongs to the same group of the Periodic Table, hence indicating
the importance of their chemical valence for the stability of the compound. This fact
has been successfully exploited in order to obtain the family of stable quaternary QCs
given by the formula [51] Al70Pd20(V, Cr, Mn, W)5(Co, Fe, Ru, Os)5.

Several chemical trends are also observed in the transport properties of QCs
belonging to the Al-Cu(Fe,RuOs) and Al-Pd(Mn,Re) families. Thus, it is seen that
increasing the atomic number of the third (incomplete d band) transition metal
significantly increases the low-temperature electrical resistivity of the sample as well
as its temperature dependence as measured in terms of the ratio R¼r(4 K)/r(300
K) [52]. This trend may be due to the relativistic contraction of the s and p states
relative to the d and f states. As a consequence of this contraction the orbital energies
of s and p states are lowered which, in turn, screens the nucleus, causing the outer d
electrons to experience less binding and therefore a larger spatial extent. Thus, the
relativistic lowering of the energy of the s and p bands, and the associated raising of

Figure 2.8 Chemical elements found in thermodynamically stable quasicrystal alloys. Main
forming elements (Al, Ti, Zn, and Cd) are circled. The secondmajor constituents are squared.Minor
constituents are marked with a diamond.
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the energy of the d bands brings these bands closer to each other, hence favoring sp-d
hybridization effects leading to an increase of cohesive energy.

2.2.3
Electronic Structure

2.2.3.1 Fermi-Level -Pseudogap
It was pointed out by William Hume-Rothery (1899–1968) that certain metallic
compounds with closely related structures but apparently unrelated stoichiometries
exhibit the same ratio of number of valence electrons to number of atoms (the so-
called e/a ratio) [53]. This fact is explained as resulting from a perturbation of the
energy of the valence electrons by their diffraction by the crystal lattice. The
perturbation is of such a nature as to stabilize electrons with energy just equal to
or less than that corresponding to Bragg reflection and to destabilize electrons with a
larger energy.Hence, special stability would be expected formetals with just the right
number of electrons. This number is proportional to the volume of a polyhedron in
reciprocal space (the so-called Brillouin–Jones zone), corresponding to the crystal-
lographic planes giving rise to the perturbation.

AlthoughQCs have a dense reciprocal space, only a few diffraction peaks have very
strong intensities. The Hume-Rothery criterion can then be applied to QCs by
introducing a pseudo-Brillouin zone determined by the most intense diffraction
spots [54, 55]. Due to their great symmetry, in the case of icosahedral QCs this zone is
quite close to spherical shape, so that the diffraction condition can be expressed in the
form

Khkl ¼ 2 kF ð2:8Þ
where Khkl is the reciprocal vector of the considered diffraction plane, kF¼

ffiffiffiffiffiffiffiffiffiffi
3p2n3

p
is

the radius of the Fermi sphere, and n is the electron number per unit volume.
Equation 2.8 has been successfully used to explain the stability of i-QCs containing
elementswith a full d-band, likeAl56Li33Cu11 (e/a¼ 2.12), Zn43Mg37Ga20 (e/a¼ 2.:2);
Zn60Mg30(RE)10 (e/a¼ 2.1) or Zn80Sc15Mg5 (e/a¼ 2.15), by adopting the valence
values Li¼ 1, Mg¼ 2, Sc¼ 3; Ga¼ 3, and RE¼ 3. In all these samples the redistri-
bution of electronic states due to the Fermi-sphere–pseudo-Brillouin zone interac-
tion gives rise to a significant reduction of the density of states (pseudogap) close to
the Fermi energy [46, 50, 56].

For alloys containing a small concentration of a transition element one can
properly extend the Hume-Rothery mechanism by assuming a negative effective
valence arising from a combined effect of strong hybridization between the sp states
and the transition metal d orbitals along with the diffraction of sp states by Bragg
planes. As a consequence, there is an increase of the sp component of the DOS below
the Fermi energy as compared to the free electron DOS [11]. Thus, in QCs bearing
transition-metal atoms, such as Al-Cu(Fe,Ru,Os) or Al-Pd(Mn,Re), the presence of
hybridization effects between sp aluminum states and 3d transition metal states
enhances the (structure related) Fermi-surface–Brillouin-zone diffraction effect,
further deepening the pseudogap close to the Fermi level [57–60].
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Making use of the values Fe¼� 2.66, Mn¼� 3.66, and Pd¼ 0 one obtains e/
a¼ 1.75 and e/a¼ 1.73 for Al65Cu20Fe15 and Al70Pd20Mn10, respectively. The binary
i-Cd(Yb,Ca) family, which is composed of divalent atoms, has e/a¼ 2.0, a value that
lies close to that of the full d band representatives. Notwithstanding this, the role
played by hybridization effects in the stability of the i-Cd(Yb,Ca) phase is significantly
larger than that coming from the Fermi-surface–Brillouin-zone mechanism in this
binary QC [61, 62]. In this case, the orbitals involved in the hybridization process
come from occupied Cd-5p and unoccupied Yb-5d (or Ca-3d) orbitals, which high-
lights the importance of chemical bonding aspects in these quasicrystalline
compounds.

In summary, two main features can be observed in the DOS close to the Fermi
energy in high-quality, thermodynamically stable QCs containing transition-metal
atoms: a structurally induced broadminimum (1 eVwidth) due to theHume-Rothery
mechanism and a narrow and sharply confined dip (0.1 eV width) due to hybrid-
ization effects involving the transition-metal bands. The physical existence of a
relatively broad pseudogap has received strong experimental support during the last
decade, as indicated by measurements of the specific heat capacity [63], photoemis-
sion [64], soft X-ray spectroscopies [65, 66], magnetic susceptibility and nuclear
magnetic resonance probes [67]. In addition, experimental investigation of Al-Cu-Fe
quasicrystalline films by scanning tunneling spectroscopy at low temperatures gave
evidence for a narrow, symmetric gap of about 60meVwide located around the Fermi
level [68]. The existence of a sharp DOS valley of about 20meV at the Fermi level in
both quasicrystalline and approximant phases has also been confirmed by nuclear
magnetic resonance studies, which probe the bulk properties of the considered
samples [69]. All these observations indicate that the dip centered at the pseudogap is
not a surface feature and that both its width and depth are sample dependent. The
dependence of the pseudogap structurewith the temperaturewas also investigated by
means of tunneling andpoint-contact spectroscopy, and itwas reported that thewidth
of the broad pseudogap remains essentially unmodified as the temperature is
increased from 4K to 77K. On the contrary, the dip feature centered at the Fermi
level exhibits a significant modification, deepening and narrowing progressively as
the temperature is decreased [70].

For the sake of illustration, in Figure 2.9 we show low-temperature tunneling
spectroscopy measurements corresponding to the quasicrystalline sample i-Al63-
Cu25Fe12. Thesemeasurements reveal a broad pseudogap extending over an energy
scale of about 0.6 eV (shown in the inset) along with some fine structure close to the
Fermi level (labeled 1 and 2 in the main frame). The broad pseudogap stems from
the Fermi-surface–pseudo-Brillouin-zone interaction, while the dips may be re-
spectively related to hybridization effects between d-Fe states and sp-states (feature
labeled 1 in Figure 2.9) and d-orbital resonance effects (feature labeled 2 in
Figure 2.9).

2.2.3.2 Fine Spectral Features
The possible existence of very narrow features in the electronic DOS over an energy
scale of about 10meV, obtained in self-consistent ab initio calculations dealing with
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several suitable quasicrystalline approximants [71], was considered as a possible
characteristic feature of quasiperiodic crystals DOS. In this sense, it was argued that
these peaks may stem from the structural quasiperiodicity of the substrate due to
cluster aggregation [72], or d-orbital resonance effects [73]. However, several STM
investigations of Al-Cu-Fe and Al-Pd-Re quasicrystalline ribbons confirming the
presence of a dip of about 50meVwide around the Fermi level, did not show evidence
for finer structures in the DOS over the energy region extending about 0.5 eV from
the Fermi level [74].

Accordingly, the possible existence of the spiky component of the DOS is still
awaiting for a definitive experimental confirmation [76, 77]. In fact, difficulties in the
experimental investigation offine structure in theDOS arise form the requirement of
a high energy resolution, as the peaks and gaps to be observed are only a fewmeV
wide. Thus, both high-resolution photoemission and tunneling spectroscopies have
failed to detect the theoretically predicted dense distribution of spiky features around
the Fermi level. Several reasons have been invoked in order to explain these
unsuccessful results. Among them the existence of some residual disorder present
even in samples of high structural quality has been invoked as a plausible agent to
smear out thefiner details of theDOS [78]. It has also been argued that photoemission
and STM techniques probe the near-surface layers, so that sharp features close to the
pseudogap could be removed by subtle structural deviations near the surface from
that of the bulk, as those reported for annealed QC surfaces [79].

On the other hand, detailed analysis of higher-resolution, extensive ab-initio
calculations of several QC approximants suggests that a significant contribution
to the spiky DOS component may probably stem from numerical artifacts [80].
Notwithstanding this, recent tunneling spectroscopy measurements performed in

Figure 2.9 The differential conductance for the Al63Cu25Fe12-Al tunnel junction at a temperature of
T¼ 2 K at two different energy scales: 60meV (main frame) and 300meV (inset). (Adapted
from reference [70]. Data file courtesy of R. Escudero).
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icosahedral QCs at low temperature (5.3 K) have provided some experimental
support for the existence of a large number of energetically localized features close
to the Fermi level in the electronic structure of the fivefold surface of an i-Al-Pd-Mn
sample at certain local regions [81].

2.2.3.3 Spectral Conductivity Models
Anyway, in order to make ameaningful comparison between band-structure calcula-
tions and experimentalmeasurements one should take into account possible phason,
finite lifetime and temperature broadening effects. In so doing, it is observed that
most finer details in the DOS are significantly smeared out and only the most
conspicuous peaks remain in the vicinity of the Fermi level at room temperature [49].
These considerations suggest to reduce the number of main spectral features
necessary to capture the most relevant physics of the transport processes. To this
end, it is useful to consider the spectral conductivity function, s(E); defined as
the T ! 0 conductivity with the Fermi level at energy E. Generally speaking, the
conductivity spectrum should take into account both the DOS structure and
the diffusivity, D(E),of the electronic states, according to the relationship s(E)/
N(E)D(E): Thus, although it may be tempting to assume that the s(E) function
should closely resemble the overall structure of the DOS, it has been shown that
dips in the s(E) curve can correspond to peaks in the DOS at certain energies [82, 83].
This behavior is likely to be related to the peculiar nature of critical electronic
states close to the Fermi level [83–86].

Two fruitful results have been reported regarding the main features of the
spectral conductivity function in QCs. On the one hand, it has been shown that the
main qualitative features of the s(T), S(T); and RH(T) curves, can be accounted for
by considering an asymmetric spectral conductivity function characterized by a
broad minimum exhibiting a pronounced dip within it, hence encompassing the
transport properties of both amorphous phases and QCs within a unified
scheme [8]. On the other hand, a series of ab-initio studies have shown that the
electronic structure of both QCs and approximant phases belonging to the
Al-Cu(Fe,Ru) andAl-Pd(Mn,Re) icosahedral families can be satisfactorily described
in terms of a spectral resistivity, r(E)¼s�1(E), exhibiting two basic spectral features
close to the Fermi level, namely, a wide and a narrow Lorentzian peaks, according to
the expression [82],

sðEÞ ¼ �s
c1

ðE�d1Þ2 þ c21
þ ac2

ðE�d2Þ2 þ c22

( )�1

ð2:9Þ

where the wide Lorentzian peak is related to the Hume-Rothery mechanism and
the narrow Lorentzian peak is related to sp-d hybridization effects. This model
includes six parameters, determining the Lorentzian�s heights (�s=ci) and widths
(�ci), their positions with respect to the Fermi level, di, and their relative weight in
the overall structure, a > 0. The parameter �s is a scale factor measured in (V
cm eV)�1 units. Suitable values for these electronic model parameters can be
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obtained by properly combining ab-initio calculations of approximant phases with
experimental transport data of icosahedral samples within a phenomenological
approach [75, 87]. In Figure 2.10 the overall behavior of the s(E) curve is shown for
a suitable choice of the model parameters. By comparing this figure with
Figure 2.9 we see that Equation 2.9 properly captures the main spectral features
of realistic samples.

2.2.3.4 The Role of Critical States
An important open question in the field regards whether the purported anomalies in
the transport properties observed in high-quality quasicrystals can be satisfactorily
accounted for by merely invoking band-structure effects or, conversely, they must be
traced back to the critical nature of the electronic states. At this stage, it seems quite
reasonable that the proper answer should likely require a proper combination of both
kinds of effects.

Generally speaking, critical states exhibit a rather involved oscillatory behavior,
displaying strong spatial fluctuations that show distinctive self-similar features in
some instances (Figure 2.11). As we can see, the wavefunction is peaked on short
chain sequences but reappear far away on chain sequences showing the same lattice
ordering. This is a direct consequence of the underlying lattice self-similarity and, as a
consequence, the notion of an envelope function, which has beenmost fruitful in the
study of both extended and localized states, ismathematically ill-defined in the case of
critical states, and other approaches are required to properly describe them and to
understand their structure.

From a rigorous mathematical point of view the nature of a state is uniquely
determined by the measure of the spectrum to which it belongs. In this way, since it
has been proven that Fibonacci lattices have purely singular continuous energy
spectra [92], we must conclude that the associated electronic states cannot, strictly

Figure 2.10 Spectral conductivity curve in the energy interval 1 eV around the Fermi level as
obtained from Equation (2.9) for the electronic model parameter values ci and di indicated in the
frame.
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speaking, be extended in Bloch�s sense. This result holds for other aperiodic lattices
(Thue–Morse, period doubling) aswell, and itmay be a general property of the spectra
of self-similar aperiodic systems [93]. However, this fact does not necessarily imply
that all these critical states behave in exactly the same way from a physical viewpoint.
In fact, physically states can be classified according to their transport properties.
Thus, conducting states in crystalline systems are described by periodic Bloch
functions, whereas insulating systems exhibit exponentially decaying functions
corresponding to localized states.

A first step towards a better understanding of critical states was provided by the
demonstration that the amplitudes of critical states in a Fibonacci lattice do not tend
to zero at infinity, but are bounded below through the system [94]. This result
suggests that the physical behavior of critical states might be more similar to that
corresponding to extended states than to localized ones, supporting the convenience
of widening the very notion of extended state in aperiodic systems to include critical
states that are not Bloch functions [86]. Accordingly, the possible existence of
extended critical states in several kinds of aperiodic systems, including both
quasiperiodic [86, 95, 96, 98–100] and nonquasiperiodic ones [97, 101], has been
discussed in the last years spurring the interest on the precise nature of critical
wavefunctions and their role in the physics of aperiodic systems.

Inmore precise terms one can describe a critical state in a quasiperiodic system in
the following qualitative way [102]. Let us assume that a given state L spreads over a
region of characteristic length L. Then, Conway�s theorem implies that a similar
regionmust exist at a distance�2L. If L is sufficiently long, then both regions will be
good candidates for a tunneling process between them, so that we might express
y2L¼ zyL, where z is a damping factor roughlymeasuring the probability amplitude
of the tunneling event.Within such adescription the case z¼ 0 corresponds to strictly

Figure 2.11 Squared amplitude distribution of a critical phonon normalmode in a Fibonacci lattice
composed of N¼ 2584 atoms with a mass ratio mA/mB¼ 34/21.
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localized states, whereas | z |¼ 1 is the signature of extended states. For intermediate
localization cases, one can write

yL ’ L�lnjzj=ln 2 ’ L�a ð2:10Þ

where the precise value of |z| will be dependent on the parameters of the considered
model. In this way, the spatial structure of the wavefunction amplitudes is directly
related to the topological properties of the quasiperiodic substrate. In particular, the
self-similar properties of most critical wavefunctions can be traced back to the self-
similarity of the lattice itself, through a series of hierarchical tunneling events
involving the overlap of different subsystems at different length scales. Accordingly,
one of the main results concerning electronic localization in quasiperiodic chains is
the power-law behavior of the envelope of the wavefunction yN ’ N�a that char-
acterizes most critical states.

In a quasiperiodic system the algebraic localization of typical wavefunctions, as
described by Equation 2.10, gives rise to a scaling behavior of the bandwidths of the
formW ’ tL�b, where the exponentb> 1 is related to the distribution ofa�s [102]. An
overall estimation of the influence of critical states in the transport properties of
quasiperiodic systems can be inferred from this expression by taking into account
that the mean group velocity for a critical state can be approximated as
v ’ LW ’ tL1�b. This expression indicates that the mobility of the charge carriers
goes to zero as the system size grows, but this asymptotic limit is reachedmore slowly
than it is achieved in the case of exponentially localized states, whose mobility
vanishes at a rate determinedby the relationship v ’ t LDe�L=j. This qualitative result
provides strong support to the view of critical states as occupying an intermediate
position between localized and extended states, although one may be tempted to
consider them closer to the last from a physical point of view.

In fact, among the broad diversity of critical states belonging to general aperiodic
and fractal systems one can find a class of critical wavefunctions that are extended
from a physical point of view. These states arise from the very existence of resonant
effects and correspond to specific energy values related to certain model parameters
in the considered system. For instance, in the case of Fibonacci chains the energy
values energy satisfying the relation

E� ¼2 1þ c2

1�c2
ð2:11Þ

where c� tAA/tAB measures the ration between the transfer integrals and the origin
of on-site energies is defined in such a way that eA¼2¼� eB correspond to extended
states whose transmission coefficient equals unity irrespectively of the chain length
(i.e. TNðEÞ ¼ 1; 8N) [86]. The presence of theses states widens the notion of
extended wavefunction to include electronic states that are not Bloch functions, and
it is a relevant first step to clarify the precise manner in which the aperiodic order of
these systems influences their transport properties. Subsequent numerical studies of
the energy spectrum of mixed Fibonacci lattices have shown that a significant
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number of electronic states exhibiting very large transmission coefficients
(TN(E)¼ 0.99999) are located around the transparent states given by Equa-
tion 2.11 [103]. This result suggests that these critical states behave in a way quite
similar to conventional extended states from a physical viewpoint, albeit they can not
be rigorously described in terms ofBloch functions. To further analyze this important
issue the study of the ac conductivity at zero temperature is very convenient, since it is
very sensitive to the distribution nature of eigenvalues and the localization properties
of the wavefunction close to the Fermi energy. In this way, by comparing the ac
conductivities corresponding to periodic and mixed Fibonacci lattices it was con-
cluded that both systems exhibit a similar behavior, though the value of the ac
conductivity takes on systematically smaller values in the Fibonacci case, due to the
fact that the ac conductivity involves the contribution of nontransparent states within
an interval of �hv around the Fermi level in this case [103]. In this way, althoughmost
critical functions exhibit rather low transmission coefficients, it is possible to find
transparent states exhibiting a physical behavior completely analogous to that
corresponding to usual Bloch states in periodic systems for a given choice of the
model parameters, prescribed by Equation 2.11.

The rich variety of critical states in general Fibonacci systems suggests the
appealing possibility of modulating the transport properties of normal modes
propagating through a Fibonacci lattice by properly selecting the values of themasses
composing the chain (isotopic effect). In fact, when studying band-structure effects in
the thermal conductivity of Fibonacci quasicrystals a great variety of critical normal
modes are found [104]. Thesemodes exhibit quite different physical behaviors, which
range from highly conducting extended states to critical states whose transmission
coefficient oscillates periodically between two extreme values, depending on the
system�s length [98, 104]. Similar results concerning the existence of extended states
in other kinds of self-similar structures, like Thue–Morse chains and hierarchical
lattices, have been reported in the literature [95, 105], and its role in the transport
properties has been analyzed in detail in terms ofmultifractal formalism on the basis
that fractal dimension is directly associated to the localization degree of the
eigenstates [106, 107].

2.2.4
Phenomenological Approaches

2.2.4.1 Kubo–Greenwood Formalism of Transport Coefficients
From the knowledge of the spectral conductivity function introduced in Section 2.3.3
the temperature-dependent transport coefficients can be obtained by means of the
Kubo–Greenwood version of the linear response theory [108–110]. Within this
approach the electrical, j, and thermal, h, current densities are, respectively, related
to the voltage and temperature gradients according to the expression:

j
h

� �
¼ L11 L12

L21 L22

� � �rV
�rT

� �
ð2:12Þ
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The central information quantities are the kinetic coefficients

LijðTÞ ¼ ð�1Þiþ j
ð
sðEÞðE�mÞiþ j�2 � qf

qE

� �
dE ð2:13Þ

where f(E, m, T) is the i-Fermi–Dirac distribution function, E is the electron energy,
and m is the chemical potential. In this formulation all the microscopic details of the
system are included in the s(E) function. From the knowledge of the kinetic
coefficients one obtains the electrical conductivity

sðTÞ ¼ L11ðTÞ ð2:14Þ

The thermoelectric power,

SðTÞ ¼ 1L12ðTÞ
jejT sðTÞ ð2:15Þ

the electronic thermal conductivity,

keðTÞ ¼ 1
e2T

L22ðTÞ�T sðTÞSðTÞ2 ð2:16Þ

and the Lorenz function

LðTÞ � ke Tð Þ
Ts Tð Þ ð2:17Þ

in a unified way. As a first approximation one generally assumes (T) EF: Then, by
expressing Equations 2.14–2.17 in terms of the scaled variable x� (E-�m)b, where
b� (kBT)

�1, the transport coefficients can be rewritten as [36, 37]

s Tð Þ ¼ J0
4

ð2:18Þ

SðTÞ ¼ � kB
ej j
J1
J0

ð2:19Þ

ke Tð Þ ¼ k2BT
4e2

J2� J21
J0

� �
ð2:20Þ

LðTÞ ¼ kB
eJ0

� �2
J0 J1
J1 J2

����
���� ð2:21Þ

in terms of the reduced kinetic coefficients

Jn Tð Þ ¼
ð
xns xð Þsec h2 x

2= Þdxð ð2:22Þ
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Making use of Equation 2.9 these kinetic coefficients can be expressed in the
form

J0c�1
0 ¼ 4p2

3
b�2 þ a3b

�1H1 þ a4H0 þ 4a0;

J1c�1
0 ¼ 4p2

3
a1b

�1 þ a5H1 þ a3bð4�q0H0Þ;

J2c�1
0 ¼ 28p4

15
b�2 þ a6bH1 þ a5ð4�q0H0Þb2 þ 4p2

3
a0

ð2:23Þ

where c0 � �sðc1 þa c2Þ�1, and the coefficients ai were defined in reference [36].We
have introduced the auxiliary integrals

HkðbÞ �
ð1

�1

xk

b�2x2�2b�1q1xþ q0
sec h2ðx=2Þdx ð2:24Þ

where q0 � ee21e
2
2 c1 þac2ð Þ�1, q1 ¼ c1d2 þad1c2ð Þ c1 þac2ð Þ, e2i � c2i þd2i and

e � c1e
�2
1 þac2e

�2
2 .

By inspecting Equation 2.24 we realize that the auxiliary integral H1 identically
vanishes in the case q1¼ 0, due to the odd parity of the integrand. In that case, taking
into account the Fourier transform relationship

1
x2 þ a2

¼ 1
2a

ð1
�1

e�ajvjeivxdv: ð2:25Þ

the auxiliary integral H0 can be properly rearranged in the form

H0ðbÞ � b2

2a

ð1
�1

e�ajvjdv
ð1

�1
eivxsech2

x
2

� �
dx ð2:26Þ

where a2 � q0b
2. Now, the second integral in Equation 2.26 is just the Fourier

transform of the function 4pv cosech (pv), so that one finally obtains [37]

H0 � 2pb2

a

ð1
�1

e�ajvjvcosechðpvÞdv ¼ 4q�1
0
~bzHð2; 1=2þ ~bÞ ð2:27Þ

where �b � ffiffiffiffiffi
q0

p
b=2p is a scaled variable and fHðs; aÞ �

P1
k¼0 ðkþ aÞ�s is theHurwitz

Zeta function, which reduces to the Riemann Zeta function in the case a¼ 1 [111].
Making use of these analytical expressions Equation 2.23 can be rearranged in the
matrix form

J0

J1

J2

0
BBBB@

1
CCCCA ¼ 4p2c0

3

3
p2
~J00 0 1

0 ~J11 0

~J20 0 7p2

5

0
BBBBBB@

1
CCCCCCA

1

b�1

b�2

0
BBBB@

1
CCCCA ð2:28Þ
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where ~J00 � a0 þ a4q�1
0
~bfH;~J11 � a1 þ 12a3q�1

0 f ð~bÞ;~J20 � a0 þ 12a4q�1
0 f ð~bÞ with

f ð~bÞ � ~b
zð1�~bfHÞj. In this way, under the assumption that q1 is negligible in

Equation 2.24, one obtains closed analytical expressions for the different transport
coefficients. It turns out that this assumption is a reasonable one for several QCs of
interest. In fact, the values q1¼� 0.025 eV, q1¼� 0.015 eV, and q1¼� 8.8� 10�5 eV,
are, respectively, obtained for Al-Mn-Si approximant phases [88], i-Al-Cu-Fe QCs [75]
and i-AlPdRe QCs [112]. We notice that the smaller q1 value corresponds to higher
structural qualityQCs,whereas the largest one is obtained for an approximant crystal.
Accordingly, we can confidently assume the limiting behavior q1 ! 0 properly
applies to ideal QCs.

In the more realistic case q1 6¼ 0 we can obtain useful information by expanding
Equation 2.24 in Taylor series around the Fermi level to get

H0 ’ 4
q0

1þ p2

3
4q21�q0

q20
b�2

0
@

1
A;

H1 ’ 8p2q1b
�1

3q20
1þ 14p2

5
2q21�q0

q20
b�2

0
@

1
A

ð2:29Þ

In this way, one obtains approximate analytical expressions for the electrical
conductivity and Seebeck coefficient curves [113],

sðTÞ ¼ sð0Þ½1þ bT2LðTÞ� ð2:30Þ

with

LðTÞ ¼ j2 þ j4bT
2 þ j6b

2T4 ð2:31Þ
and

SðTÞ ¼ �2 ej jL0T
j1 þ j3bT

2

1þ j2bT2 þ j4b2T4
ð2:32Þ

where b � e2Lo, Lo ¼ p2k2B=3e
2 ¼ 2:44� 18�8 V2 K�2 is the Lorenz number. These

expressions are valid in the low temperature regime, up to about 50–100K [36]. The
coefficients jn can be explicitly expressed in terms of the electronicmodel parameters
and contain detailed information about the electronic structure of the sample. For
instance, the first-order phenomenological coefficients are defined in terms of the
electronic model parameters as [113]

j1 � � c1d1e
4
2 þac2d2e

4
1

ee41e
4
2

ð2:33Þ

j2 �
c1e

6
2ðe21�4d21Þþac2e

6
1ðe22�4d22Þ

ee61e
6
2

þ 4j21 ð2:34Þ
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and can be related to the topology of the spectral conductivity function s(E) bymeans
of the following expressions,

j1 ¼
1
2

d ln s Eð Þ
dE

� �
EF

ð2:35Þ

and

j2 ¼ 2j21 þ
1
2

d2 ln s Eð Þ
dE2

� �
EF

ð2:36Þ

Thus, from the knowledge of the phenomenological coefficients j1 and j2 we can
obtain suitable information concerning the slope and curvature of the DOS close
to EF.

For instance, in the low-temperature limit Equation 2.32 reduces to the linear form

SðT ! 0Þ ¼ �2 ej jL0j1 T � m0T ð2:37Þ
The sign of the slopem0 is determined by the sign of the parameter j1 that, in turn,

depends on the electronic structure of the sample according to Equation 2.35.
Therefore, Equation 2.37 reduces to the well-known Mott�s formula

S ¼ � ej jL0
d ln sðEÞ

dE

� �
E¼m

in the low-temperature limit: It then follows that Mott�s formula will properly
describe the thermoelectric power of QCs as far as the remaining coefficients j2,
j3 and j4 in Equation 2.32 are negligible as compared to j1. Since these coefficients
are multiplied by the temperature-dependent factors bT2 and b2T4, respectively, it is
clear that the range of validity of Mott�s formula will be strongly dependent on the
electronic structure of the sample.

2.2.4.2 Application Examples
In this section we will illustrate the phenomenological framework introduced in the
previous one by relating themain topological features of the experimental s(T) and S
(T) curves to certain characteristic features of the electronic structure of the samples.
The key point of this approach relies on the analytical coefficients jn, which can be
regarded as phenomenological parameters containing information about the elec-
tronic structure of the sample. Since the values of the jn coefficients can be also
determined from the analysis of the experimental transport curves, one can obtain
useful information about the spectral conductivity function (E) from the topological
features present in these curves. The first step consists in determining the values of
the jn coefficients from suitable fits to the experimentally obtained transport curves.
The next step will be then to determine the electronic model parameters ci, di, and a,
from the obtainedn valuesmaking use of previously derived analytical formulae.Due
to the involved nature of the analytical expressions relating the phenomenological
coefficients to the model parameters, this is a rather cumbersome task. Fortunately,
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even the partial knowledge of some phenomenological coefficients suffices to gain
some physical insight onto certain relevant features of the electronic spectrum of the
sample.

As a suitable sample let us first consider the Al82.6–xMn17.4Six (x¼ 9) -phase [114],
which is a well-documented representative of the 1/1-cubic approximants class. In
Figure 2.12we show the temperature dependence of the electrical conductivity for the
Al73.6Mn17.4Si9 cubic approximant. The curve exhibits a typical metallic behavior up
to �100K, where the conductivity attains a minimum and then it progressively
increases as the temperature is further increased. In Figure 2.13 we show the
temperature dependence of the thermoelectric power for the same approximant
phase. The thermopower shows a remarkable nonlinear behavior, exhibiting a broad
minimum at about T1¼ 160K, and changes its sign twice at about T0¼ 50K and
260K, respectively. This anomalous behavior resembles that observed for several
icosahedral QCs [21–23].

From the knowledge of the complete set of phenomenological parameters listed in
the correspondingfigure captions one can derive the corresponding electronicmodel
parameters following the algebraic procedure described in reference (92). Finally,
making use of Equation 2.9 one determines the spectral conductivity function, which
is shown in Figure 2.16 along with the (E) curves derived for other CMA represen-
tatives. By inspecting this figure we see that the spectral conductivity of the
quasicrystalline phase is both deeper and broader than that corresponding to the
approximant phase, thus indicating a less effective Hume-Rothery mechanism for
the approximant crystal. On the other hand, the presence of a well-defined spectral
feature at about �0 .03 eV may be indicative of hybridization effects likely related to
bond formation in the approximant sample.

Figure 2.12 Electrical conductivity as a
function of temperature for the Al73.6Mn17.4Si9
cubic approximant (open circles). The solid line
corresponds to the best fit curve
s(T)¼s0(1 þ BT2 þ CT4 þ DT 6) with
s0¼ 312.6 	0.2 (cm)�1; B¼ (�3.50

	0.08)� 10�6 K�2; C¼ (1.91
	0.02)� 10�10 K�4; D¼ (�1.07
	0.02)� 10�15 K�6, with a correlation
coefficient r¼ 0.9824 (From reference [88].With
permission).
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Another illustrative example is provided by the orthorhombic 0 phase of the Al-Pd-
Mn alloys system exhibiting a complex unit cells, composed of 258 atoms. The
electrical resistivity of this phase shows an almost negligible temperature depen-
dence between 4 and 300K (Figure 2.14) [115]. Whereas weakly temperature-
dependent resistivities are not uncommon for both amorphous alloys and bulk

Figure 2.13 Thermoelectric power as a
function of temperature for the Al73.6Mn17.4Si9
cubic approximant (open circles). The solid line
corresponds to the best fit curve given by
S(T)¼� 0.0488T(a þ fT2 þ gT4)/

(1 þ BT2 þ CT4 þ DT6) with a¼ 0.29 	0.05
(eV)�1; f¼ (6 	2)� 10�5 K�2; and g¼ (�1.1
	0.3)� 10�9 K�4; with Pearson x2¼ 0.562.
(From reference [88]. With permission).

Figure 2.14 Electrical conductivity of Al-Pd-Mn complex alloys as a function of temperature. Solid
curves are best fits obtained by a simultaneous analysis of the conductivity and thermopower data.
(From reference [89]. With permission).
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metallic glasses lacking long-range ordered crystalline lattices [50], the temperature
independent resistivity of j0-Al-Pd-Mn was observed on monocrystalline samples of
good lattice perfection and structural homogeneity. The corresponding thermopower
curves are displayed in Figure 2.15. Their values are small and show a rather smooth
behavior with several changes of the slopewithin the investigated temperature range.
Following the procedure previously described one obtains the spectral conductivity
functions shown in Figure 2.16.

Figure 2.15 Thermoelectric power of Al-Pd-Mn complex alloys as a function of temperature. Solid
curves are best fits obtained by a simultaneous analysis of the conductivity and thermopower data.
(From reference [89]. With permission).

Figure 2.16 Comparison among the spectral conductivity functions corresponding to
quasicrystals, approximant phases, and complex metallic alloys. (From reference [89]. With
permission).
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The absence of a pseudogap in the case of j0-Al-Pd-Mn samples is clearly
appreciated, indicating that the Hume-Rothery mechanism there is less effective
and the electrical conductivity is consequently higher. The (E) curves of the j0-Al-
Pd-Mn samples are relatively flat as compared to those corresponding to Al63-
Cu25Fe12 and Al73.6Mn17.4Si9 compounds. Thus, the origin of the almost temper-
ature-independent electrical conductivity of the j0-Al-Pd-Mn complex alloys can
then be traced back to the specific form of the spectral conductivity, which exhibits
very weak variation over the energy scale of severalmeVaround the Fermi level. Yet,
they show some fine structure that yields observable effects in the temperature-
dependent thermoelectric power curves. These electronic structure related effects
highlight the difference between j0-Al-Pd-Mn phase and conventional free-electron
alloys.

2.3
Phonons

2.3.1
Phonons: An Introduction

The study of phonons in CMA bears some similarities with what has been presented
for electrons. The large unit cell, the eventual aperiodic character will influence the
vibrational properties of the material. The very notion of Bloch waves even is
questionable and the nature of the eigenmodes is still an open question.

There are, however, important differences.Ononehand, although eigenmodes are
no longer scalar but vectors for phonons, the situation is somewhat simpler since we
donot deal with the difficulties of electrons bands and interaction.On the other hand,
it is possible to measure experimentally the dispersion relation using inelastic
neutron or X-ray scattering, which provides an extremely powerful experimental
tool for phonon studies.

As a simple toy model let us first consider a one-dimensional system of identical
atomswithmassm located on a periodic latticewith a lattice constant a and connected
by identical springs characterized by their stiffness K. We consider only first-
neighbor interactions [116, 117].

Because of the long-range periodic order, the solution to the dynamical problem is
a superposition of plane waves, characterized by their wavevector q (module q¼
2p/l) an energy E¼ �hv and a polarization e. In the one-dimensional case there is
only one �longitudinal� polarization, whereas in a three-dimensional case one has
to consider three polarizations, one longitudinal and two transverse.

Because of the periodicity we only need to consider planewaveswhosewavevectors
lie in the first Brillouin zone, that is, q<p/a. The dynamics of the lattice is thus
entirely characterized by the knowledge of the planewaves or vibrationalmodes. One
key parameter is the dispersion relation, which relates q and E for each vibrational
mode. The other important parameter is the eigenmodes that characterize the pattern
of atomic vibration. These are eigenmodes that may carry the eventual signature of
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structural complexity. Finally, it is important to recall that phonons are quantum
excitations that obey the Bose–Einstein statistics.

If we now come back to the monoatomic 1D system, the solution of the dynamical
problem is easily solved and the dispersion relation writes:

E ¼ 2

ffiffiffiffi
K
m

r
sinðqa=2Þj j ð2:38Þ

In the limit of long-wavelength excitations (or when q goes to zero) the dispersion
relationship is linear with a slope related to the sound velocity: this is the acoustic
regime. In this regime all atoms vibrates almost in phase. As q increases, the
dispersion relation departs from the linear regime to get a zero slope at the Brillouin
zone boundary: at this particular point the solution is a stationary wave.

Let us now consider a system with two atoms with masses m1 and m2 regularly
placed on a periodic lattice and connected with identical springs. The crystal lattice
parameter is now 2a, that is, twice that of the single atom, and the corresponding
Brillouin zone is half. There are now two branches in the dispersion relation, which
means that for eachwavevector q there are twomodeswith different energies.When q
is close to zero, the twomodes are (i) an acousticmodewhere all atoms aremoving in
phase and (ii) an optic mode where two neighboring atoms are moving in phase
opposition. There is also a gap in the dispersion relation, which defines an energy
region for which there are no phonons. This gap is related to the mass difference in
this simple example (Figure 2.17).

Figure 2.17 Extended zone schemedispersion
relation for 5 atoms (left) and 13 atoms (right)
Fibonacci approximant. The gray areas indicate
the largest gap in the dispersion. The Brillouin

zone boundaries are shown by vertical dashed
lines. The dispersion relation of the two-atom
model is shown by a black solid line up to the
Brillouin zone boundary.
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The next step toward a complex system is to increase the number of atoms in the
unit cell. This can be achieved by using an approximant to the Fibonacci chain. If we
consider the two massesm1 andm2 withm2/m1¼ t where t is the golden mean, the
distribution ofmasses in the unit cell can be described by successive approximant LS,
LSL, LSLLS. . .. If we consider the LSLLS approximantwith 5 atoms in the unit cell the
dispersion relation, shown in Figure 2.17, contains now 5 branches. The Brillouin
zone is now smaller, and to exemplify similarities with the 2-atom model the
dispersion relation is displayed in an extended zone scheme. There are now 4 gaps,
shown by gray areas, but some of them are very small: this is the case for the gap
around 7meV. One can also notice some similarities with the simple 2-atommodel:
in particular the largest gap is located in the same energy range around 17meV. The
phonon eigenvectors and the corresponding pattern of displacement is, however,
much more complex than in the simple 2 atoms per cell. As the number of atoms
increases, with for instance 13 atoms in the unit cell, shown on the right panel, the
number of gaps will of course increase. There are now 12 gaps, but some of them are
extremely small and cannot be seen in the figure and the similarities between the two
models are quite clear.

When the system goes to infinity for the one-dimensional quasicrystal with the
Fibonacci chain structure, the number of gaps goes to infinity. Some of them are of
course very small, but this large number of gaps will play a role in the nature of the
vibrational modes. In fact, an acoustic regime still exists in the 1D quasicrystal,
although with a smaller range, which of course will affect thermal conductivity
properties. The most characteristic signature of the long-range aperiodic order, as
for electrons, is that in some energy range the modes are critical: phonons do not
behave as in a simple periodic structure, with propagating extended plane waves.
Modes are neither like in disordered solid, where the modes decay exponentially
with the distance around a defect.Modes are �critical:� the phononwave propagates
but with a decay that follows a power law. This is related to the quasiperiodic
distribution of similar local environments in the structure: the phonon wave
somehow �propagates� from one such environment to another similar one with
which it will �resonate� (for an introduction to aperiodic crystals and their
dynamics see reference [118]).

Within the harmonic approximation, the above simple results can be generalized
to three-dimensional systems. The solution of the dynamical problems is written in
the form of plane waves or Bloch waves. If both the structure and the interactions are
known the dynamical problem may be written in a matrix form (dynamical matrix),
the solution being the eigenvalues (energies) and eigenvectors (pattern of vibration).
If there are n atoms in the unit cell, there are 3n modes, 3 of which are acoustic,
namely one longitudinal and two transverse acoustic modes.

For a 3D quasicrystal, there are no exact solutions, and the nature of the phonon
modes is still an open question. In the low-energy range it has been shown that there
is an acoustic regime, although in a limited energy range. The definition of
pseudozone boundaries is also important: this defines the most important points
in reciprocal space, for which one may expect a gap opening in the dispersion
relation. At higher energy, simulations show that only a limited number of atoms
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participate in a given mode, and it has been postulated that modes should also be
critical, as in the one-dimensional case, but this has not been proved yet even on large
simulations.

We will show in the following that in several complex systems it is now possible to
carry out realistic simulations that comparewell with the experimental results. This is
a rather demanding simulation, which requires knowledge of both the structure and
of the interaction Hamiltonian. Even for a �simple� structure, the atomic structure
might not be as simple, for inmost cases disorder is present (partially occupied sites,
split positions, mixed occupancy. . ..) which in most cases is not taken into account
properly. TheHamiltonian is derived fromab initiomethods using theDFTapproach,
but this is restricted to periodic cells with only a few hundred atoms. For larger
numbers of atoms one generally uses adapted Hamiltonian, such as the embedded
atom method (EAM potentials) or pair potentials, etc.

Besides the dispersion relation, the vibrational density of states (VDOS), n(E), is an
important quantity. It represents the number of vibrational modes whose energy lies
between E and E þ dE. The VDOS is, for instance, of importance to compute
macroscopic thermodynamical quantities such as the specific heat. As this will be
used in the following we give here two important properties of the VDOS: (i) in the
acoustic regime where the dispersion relation is linear the VDOS goes like E2; when
the dispersion relation slope is equal to zero, there is a so-called vanHove singularity
in the dispersion. This will be the case at the Brillouin zone boundary but also at each
tile there is a gap opening.

TheDebye approximation, frequently used in thefield of complex systems, is a very
crude approximation that replaces the complex VDOS shape, by a simple quadratic
behavior. In other words, the Debye approximation considers that the vibrational
modes are only in the acoustic regime.

Figure 2.18 illustrates the above concepts in the case of a relatively simple system,
CaF2 with three atoms in the unit cell (9 modes altogether). The dispersion relation

Figure 2.18 Middle and right: Phonon-
dispersion curves from inelastic neutron
scattering (data points with thin connecting
lines) at RT and from ab initio theory (thick

lines). Triangles refer to longitudinal, and
squares to transverse polarization. Left: Phonon
density of states from ab initio theory (From
reference [132]).
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has been measured along high symmetry axes by inelastic neutron scattering on a
single grain, and is compared to DFT calculations. The left panel presents the
corresponding VDOS. Note the v2 dependence at low energy, and van Hove
singularities corresponding to dispersionless branches generally located close to
Brillouin zone boundaries.

2.3.2
Measuring Phonons: Inelastic Neutron and X-Ray Scattering

Measuring macroscopical quantities such as the specific heat allows one to get
indirect information on the vibrational density of states but the inelastic neutron
scattering method, invented in the 1950s by the Nobel Prize winner B. Brockhouse,
remains the experimental method of choice for the study of lattice dynamics. We will
show in the following that this method not only allows determination of the
dispersion relation, but also provides some insight into the nature of the modes
and eigenvectors, which makes them a unique tool.

Neutron sources (research nuclear reactors or spallation sources), can deliver
thermal neutrons whose energy is of the order a few tens of meV, that is, of the same
order of magnitude as phonon excitations. The incoming neutron can thus interact
inelastically with the sample, resulting in a neutron energy change that can be
analyzed.

Two main techniques are used to study phonons: the coherent inelastic neutron
scattering on a single crystal using the triple axis instrument, allowing the direct
measurement of the dispersion relation, and the vibrational DOS measurement
using incoherent neutron scattering on polycrystalline samples.

The neutron–matter interaction is a complex phenomenon, where the neutron
interacts with the nucleus of the atoms via strong nuclear interaction. The interaction
is characterized by the scattering cross-section, which contains two terms, the
coherent scattering cross-section and the incoherent (or self-) scattering cross-
section. The coherent scattering is the important one for processes such as the
diffraction, and is characterized by the scattering length b, which is the equivalent of
the atomic scattering factor used for X-rays.

2.3.2.1 Coherent Inelastic Neutron Scattering
The principle of the coherent inelastic neutron scattering is relatively simple. A
monochromatic neutron beam with a wavevector ki, is sent onto a single-crystal
sample. During the interaction the neutron can exchange energy with the crystal
[120, 121]. It can be shown that the energy transfer corresponds to the �creation�
when the neutron loses energy, or the annihilation, when the neutron gain energy, of
a phonon. This is illustrated in Figure 2.19, where the incoming neutron has
�created� a phonon in the system, the scattered neutron now having a wavevector
kf. In order to detect only those scattered neutron a crystal analyzer is installed
between the sample and the detector.

There are two important relations given by the momentum and energy conser-
vation law:
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kF�kI ¼ Q ¼ QBragg 	 q ð2:39Þ

whereQBragg is the closest Bragg peak. During the scattering process there has been
an energy exchange between the neutron and a phonon characterized by its
wavevector q and mode s, with an energy E¼ �hv. This is expressed by the energy
conservation law, where EF and EI are the final and incoming energy of the neutron:

EF�EI ¼ 	�hvsðqÞ ð2:40Þ
These two relations thus express the fact that the inelastic scattering signal is

directly related to a particular phonon characterized by itswavevector q, itsmode label
s and energy �hvs.

Themeasured inelastically scattered intensity is given by the differential scattering
cross-section related to the coherent scattering law S(Q, E) by:

q2s
qV� qEF

� �
coh;n

¼ kF
kI

� Scoh;n Q;Eð Þ ð2:41Þ

For the case of the creation or annihilation of a single phonon characterized by the
quantum number q, s the scattering law is related to the inelastic structure factor by
the following relation:

Ss Q; Eð Þj	1a Finel;s Q; qð Þ�� ��2dðQ�QBragg 	 qÞ 1
E
nðEÞj	1dðE 	 EsðqÞÞ ð2:42Þ

This is a very important relation expressing that a delta peak appears in the
measured signal for both a wavevector q and an energyEs. The inelasticallymeasured
signal is thus directly related to the phonon dispersion relation. This expression also
contains the inelastic structure factor defined by:

Finel;sðQ; qÞ ¼
XMaille

j
bj Q 
 eq;s;jffiffiffiffiffiffi

Mj
p

 !
expðiQ 
RjÞexpð�wjðQÞÞ ð2:43Þ

where e is the polarization of the mode (q,s) for the atom j, Rj the coordinate of the
atom inside the unit cell, bj its scattering length and wj the corresponding Debye–
Waller factor.

Figure 2.19 Illustration of the inelastic scattering process. Left panel: the incoming neutron
exchanges one phonon with the sample. Middle panel: a constant-Q scan and the resulting scan in
the right panel.
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This last expression is particularly important since it relates the observed in-
elastically scattered intensity to a Fourier transform where the polarization or
eigenmodes of the phonon are included. This means that the measured intensity
contains information on the eigenmodes, which we emphasize again, is a unique
experimental tool. The above expressions stand for a single mode. For a crystal with
3nmodes the resultingmeasured signal is obtained by summing up on the 3nmodes
that is,

SðQ;EÞ ¼
X

s¼1;...;3Nj
SsðQ;EÞ ð2:44Þ

The scalar productsQ.e in the expression (2.43) of the inelastic structure factors, is
a selection rule and allows, in favorable cases, to single out a single mode. This is
particularly true for the three acousticmodes: the relative position ofQ andq and thus
e, allows one to select a position in reciprocal space such that two of the three acoustic
signals are equal to zero. This is a particularly important tool formeasuring accurately
acoustic dispersions. Moreover, because all atoms are vibrating in phase, the
integrated intensity for the acoustic inelastic signal (in the limit of high temperature
and for a linear dispersion) is given by the expression:

IInt � kBT
�h

ðQ 
 eq;sÞ2
IBraggðQÞ
ðEsðqÞÞ2

ð2:45Þ

where IBragg is the Bragg peak intensity and T the temperature of the measurement.
This relation implies that acoustic phonons are best measured close to strong Bragg
peaks and at high value ofQ since the signal grows quadratically withQ. On the other
hand, the intensity decays rapidly with the energy of the mode, so that high-energy
modes are generally difficult to measure. We will show in the following that the
relation (2.45) is particularly useful for checking the acoustic character of a mode. In
particular, we define a normalized intensity as

Inorm ¼ Iint:E
2 ð2:46Þ

which is a constant as long as the phonon has an acoustic character.
Experimentally, themeasurement is carried out by performing energy scans while

keeping theQ vector constant. This is exemplified inFigure 2.20 in the case of a single

Figure 2.20 Illustration of the phonon–phonon interaction for a cubic term in the anharmonic
expansion (From reference (130)).
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phonon mode. In the energy scan, a peak appears for the energy of the phonon. In a
triple-axis experiment, the determination of the experimental resolution is complex
and depends on the incoming neutron energy, on the monochromator and crystal
analyzers, on the sample mosaic and on the dispersion relation. As an order of
magnitude, the energy resolution is equal to about 1meV on a thermal neutron
source and 0.1meV on a cold neutron source.

Recently, with the advent of third-generation synchrotron radiation X-ray sources,
the inelastic X-ray scattering technique has been greatly developed [122]. It requires a
tremendous resolution of the crystal analyzer: indeed for an incoming beam of the
order 20 keV, energy resolution of the order 1.5meV is achieved with a Si (11 11 11)
crystal monochromator and analyzer in backscattering geometry, that is, an excep-
tional value of dE/E is equal to 10�7. The principle of measurement is similar to the
one explained for the neutron case, although the main advantages is that small
sample size of the order 0.1mm can be used, whereas inelastic neutron scattering
requires sizes of the order of 1 cm.

2.3.2.2 Incoherent Inelastic Neutron Scattering
For polycrystalline samples, time-of-flight spectrometers are generally used. One
measures the response function S(Q,E) but averaged over all orientations, which
makes itmore difficult to interpret. On the other hand, this technique is very efficient
for measuring the vibrational density of states. In effect, for a monoatomic system,
within the incoherent approximation (i.e. for an incoherent scattering,where only the
incoherent cross-section plays a role) it can be shown that the integral over Q of the
measured signal is proportional to the vibrational density of state. In the case of a
polyatomic system themeasured signal is the generalized vibrational density of states
(GVDOS), which is a sum of each single atomic partial vibrational density of state
weighted by the incoherent scattering length divided by themass of each constituent.
This approach also applies, within some approximation, to the case of a purely
coherent signal.

2.3.3
Beyond the Harmonic Approximation

So far, all the presented results have been obtained under the harmonic approxi-
mation. The energy of the system can be expressed as a Taylor expansion as a function
of the atomic displacements, as shown in expression (2.47). In the harmonic
approximation only the first quadratic term is retained. This is of course most of
the time a valid approximation, for potential interactions are generally close to this
quadratic dependence near their minimum. It is important to point out that the
harmonic approximation is the only one allowing an exact calculation of the
dynamical matrix and thus of phonon dispersion relations and eigenmodes deter-
mination.

E ¼ E0 þ 1
2

X
u;u0 ;a;a0

q2E
qua;jqu0a0;j0

ua;ju
0
a0 ;j0 þ . . . ð2:47Þ
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When higher-order terms are taken into account, an exact solution to the
dynamical problem is no longer possible and approximate solutions have to be
derived. This iswhat is called anharmonic processes. An elegantway of dealingwith
anharmonic processes is using the Feynman diagrams. Indeed, it can been shown
that anharmonic perturbations are equivalent to phonon–phonon �collisions�
together with creation or annihilation of phonons. In the case of the cubic term
in the Taylor expansion 3 phonons are involved, whereas in the case of the term of
order 4, 4 phonons are involved. In this process, which is summarized Figure 2.20
for the cubic term, there is of course energy and momentum conservation: created
phonons thus have energy and a wavevector different from the initial ones as
illustrated in Figure 2.20. For periodic crystals changes of the wavevector can be
accomplished modulo a vector of the reciprocal vector G so that the resulting
wavevector writes:

kf ¼ k	 k0 	 G ð2:48Þ

When the final wavevector is close to a Brillouin zone boundary, this can lead to a
wavevector having a direction opposite to the two initial one: the phonon will
propagate �backward,� and thus limit the phonon thermal conductivity. This is
called theUmklappprocess, whichplays amajor role in the understanding of phonon
thermal conductivity. This Umklapp process has been generalized to quasicrystals
and used to interpret the temperature dependence of the thermal conductivity.

Using perturbation theory it can be shown that anharmonic interactions have two
consequences on the observed phonon spectrum: (i) phonons have a finite lifetime.
(ii) The energy of the phonon is displaced towards the low energy. Both effects can be
measured experimentally. If the phonon has a finite lifetime t, the amplitude of the
mode will decay exponentially has exp(�t/t). This will produce a broadening of the
observed excitation in the energy domain, which is the Fourier transform of the time
domain. The Fourier transform of an exponential decay is a Lorentzian function, so
that the observed phonon peak now has the shape of a Lorentzian with a half-width at
half-maximum C equal to 1/t, instead of being a delta peak in the harmonic case.
More accurately, the observed signal is that of a damped harmonic oscillator, which
can be approximated by a Lorentzian for small broadening.

It is interesting to give hand-waving arguments concerning the expected evolution
of anharmonic effects as the temperature is increased. When the temperature is
increased, the population of the different energy levels increases and thus the
probability of phonon–phonon interactions increases also. One thus expects the
observed signal to broaden as the temperature increases. In the meantime, as the
temperature increases the interaction potential generally becomes slightly softer so
that a displacement of the phononmode towards lower energy is expected. In general,
the anharmonic broadening is rather small and a high-resolution setup is required
for a detailed measurement of the anharmonic effect.

We illustrate the above results with the case of the CaF2 crystal. A particularly large
anharmonic effect has been observed in this case, as illustrated in Figure 2.21. As the
temperature is increased a clear broadening is observed, togetherwith a change of the
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Figure 2.21 Evolution of the inelastic scattering signal measured for an optical phonon as a
function of the temperature in CaF2. The position and width of each fitted excitation is given on the
right part of the panel (From reference [132]).
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shape of the measured signal that is characteristic of a damped harmonic oscillator
response [119]. The position, together with the width (in meV) is given on the right
side of each panel: as expected when the temperature increases, the width is
increasing and the position of the excitation is lower in energy.

Although it is not an anharmonic effect, it is interesting to briefly discuss the effect
of disorder on the phonon modes. The �simplest� disorder in that respect is the so-
calledmass defect, which has been intensively studied. If we consider amonoatomic
crystal, one atomcan be randomly substituted by an isotope: the interatomic potential
interaction is in principle not changed, but the mass is changed randomly on the
periodic lattice. If the concentration of the substituted atom is small, a perturbative
calculation can be carried out. In that case the mass defect is an isolated defect, and
because it has a different mass it will vibrate as an isolated oscillator with its own
frequency. This localized vibrational mode is seen as a dispersionless horizontal line
in the dispersion curve. If the substituting atom is heavier than the atom it is
replacing, the localizedmode occurs at rather low energy (remember that roughly the
energy scales as 1/Hm) and will interact with the acoustic branch. When the
dispersionless branch crosses the acoustic branch, the two modes interact and
resonate, giving rise to an anticrossing scheme (see below). This mass defect is
thus a new channel for a finite lifetime of the phonon. Indeed, simulations and
measurements show that the acoustic phonon lifetime is reduced.

If the substituting atom is lighter, it will vibrate at high energy, outside the energy
range of the dispersion curve.

Similar arguments can also be applied for chemical disorder, a frequently
encountered case in CMA. The chemical disorder certainly will reduce the phonon
lifetime, or will �broaden� the dispersion curve with new branches.

In summarizing the previous paragraphs we have shown that phonons can be
measured by inelastic neutron or X-ray scattering. This allows the determination of
the dispersion curve, but also to get some insight into the nature of the modes. In
particular, the broadening of the observed signal is directly related to the finite
lifetime of the phonon. Finally, it is important to recall that a lot of information is also
contained in the intensity distribution of the measured S(Q,E) function, since it is
indirectly related to the eigenvectors of the phonon modes. This is a particularly
important point in order to determine the influence of long-range aperiodic order on
vibrational properties. It also constitutes a very severe test of any modeling.

In the following we present some experimental results. We will first present
quasicrystal and their approximants and then some results obtained in thermoelec-
tric compounds in particular for cage compounds.

2.3.4
Phonons in Quasicrystals and their Approximants

2.3.4.1 The Zn2Mg Laves Phase
Although the Laves phase is not exactly a quasicrystal approximant, it is a phase of
moderate complexity whose atomic structure can be described by a periodic packing
of the Friauf polyhedron, a building block common to the Franck–Kasper-type
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quasicrystal or approximant such as Al-Li-Cu or Zn-Al-Mg. The structure is char-
acterized by the packing of a large (Mg) and a small (Zn) atom. The Friauf polyhedron
consists of a central Mg atom, surrounded by 12 Zn atoms located at the vertices of a
truncated tetrahedron and 4 Mg atoms that cap their hexagonal face. A layer of the
Zn2Mg phase is displayed on the Figure 2.22, the next layer being obtained bymirror
symmetry. The unit cell is hexagonal and contains 12 atoms. This leads to 36
branches, which can be dealt with by DFT calculations.

The phonon dispersion relations have been measured by inelastic neutron
scattering from single grains [101] along high-symmetry axes [123]. Excitations have
been measured along the main high-symmetry directions D, T, T0 and S of the
hexagonal Brillouin zone, parallel to the (001), (110) and (100) directions of the
hexagonal reciprocal lattice, respectively. To enhance the acoustic part of the signal,
measurements have been carried out for excitations originating from the strong
(006), (220) and (300) Bragg reflections.

When considering general features characterizing the behavior for all the mea-
sured acoustic excitations, only 2 different behaviors are observed among the four
acoustic modes studied.

The first one is represented by the dispersion curve of transverse acoustic (TA)
modes propagating along the (T) direction and polarized along the (001) one. In the
dispersion curve shown in Figure 2.23, full symbols correspond to the acousticmode
and open symbols to the optical excitations. The acoustic dispersion curve rapidly
bends over and departs significantly from linearity, becoming almost flat at the
Brillouin zone boundary. At the same time, the intensity of the optical excitation
located around 2.7 THz increases, while the intensity of the TA mode vanishes
progressively. This is exemplified in Figure 2.23 (right panel), which shows the
evolution of the normalized integrated intensity (expression (2.45) and (2.46)) for
both excitations. As previously explained, the intensity should remain constant as
long as the signal is purely acoustic. The strong intensity variation is reminiscent of
an �anticrossing� of two branches.When considering the width of the acousticmode
as a function of the wavevector, we observe a slight increase, going as q2

(Figure 2.19a). The width of the TA excitation remains, however, small when
compared to what is observed in quasicrystals.

Figure 2.22 Structure of the Zn2Mg Laves phase (left) and the Bergman Zn-Al-Mg phase (right).
The �soccer ball� cluster in the Bergman phase is obtained by the union of 20 Friauf polyhedra.
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The second behavior is represented by the dispersion of TA modes propagating
along the direction D and polarized along the (110) direction. Unlike the previous
case, the dispersion of the acoustic mode only slightly departs from linearity up to
relatively high energy values, of the order of 2.6 THz, and forwavevectors values up to
0.8 Å�1. For q values beyond the first Brillouin zone, the measured transverse
excitation is no longer an acousticmode but an opticalmode.However, the excitation
remains of acoustic character, as shown by the evolution of its normalized integrated
intensity: the norm is almost constant up to 0.6 Å�1. Two optical excitations have also
been measured. The evolution of the width of the acoustic mode as a function of the
wavevector shows a broadening rate going as q4.

These experimental results have been compared to simulations using two different
methods to compute both the dispersion relation and the intensity distribution,
which is a much tougher test than the dispersion relation alone. In the first method,
the dynamical structure factor can be obtained from the eigenvalues of the dynamical
matrix determined inharmonic approximation. In principle, thismethod canbeused
also with classical interaction potentials, but in our case we determine the dynamical
matrix from ab initio forces, which should result in the best possible accuracy. In a
second method, the dynamical structure factor is interpreted as a certain correlation
function, which can be measured in a molecular dynamics (MD) simulation. This
requires much larger samples, prohibiting the direct use of ab initio methods.
Classical interaction potentials are therefore necessary. For the best possible reli-
ability, these potentials are fitted to reproduce ab initio data, however. The main

Figure 2.23 Left panel: Dispersion relation for
modes propagating along the TT0 direction and
polarized along c�. The acoustic excitation is
shownwith a full circle; open symbols are for the
two observed optical modes. Error bars are
smaller than the symbols size. The solid line is a
guide for the eye. Right panel: (a) Evolution of

the width of the acoustic excitation (full circle)
and of the optical one (open circle) of
Figure 2.18. The acoustic excitation width
increases as q2 (solid line). (b) Same for the
evolution of the normalized integrated intensity.
There is a clear intensity exchange between the
acoustic and optical mode.
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advantage of this approach is that it does not rely on the harmonic approximation.
Moreover, the possibility of using larger samples also has the advantage that
structural or occupational disorder can be taken into account, which may prove
useful for the more complex structures, as will be shown later.

The Laves phase of MgZn2 has 12 atoms in the primitive unit cell, so that ab initio
calculations can be performed relatively easily, using the VASP code with the PAW
method. The relaxed unit cell is promoted to an orthorhombic supercell with 48
atoms and relaxed again. The dynamical matrix in harmonic approximation is then
determined by displacing one atom at a time (by 0.05 Ǻ), and computing the resulting
forces on all other atoms. This has to be repeated for 12 independent displacements
and is most conveniently done by using the PHONON package, which generates the
configurations for VASP with the required displacements, and computes and
diagonalizes the dynamical matrix from the VASP forces. The response function
can then be calculated using expressions (2.42), (2.43) and (2.44).

In order to account for the instrumental resolution, S(Q, E) has been convoluted
with a Gaussian, whose width was chosen so as to obtain the best fit with experiment.
The final comparison is shown for the direction (j, j, 6) in reciprocal space
(Figure 2.24). This means that the scans in Q-space are started at the Bragg peaks
(0 0 6) and proceed along the directions q¼ (j j 0). The graphs show the results for
selected values of j; the corresponding magnitudes of q are indicated in the upper
right corner of each subgraph. To obtain this comparison, a constant backgroundwas
added to the calculated intensities, which were also uniformly rescaled for each
direction. Furthermore, the energies had to be rescaled by a constant factor of 1.14.
This seems to indicate that the sound velocities are not accurately reproduced by the
ab initio calculations. Apart from this, the agreement is extremely good, not only for
the overall dispersion but also for the intensity distribution. In particular, the bending
of the dispersion and the intensity transfer from the acoustic to the opticmode is well
reproduced for the TT0 direction, as shown in Figure 2.24.

Experimental data have also been compared with EAM potentials calculations
using amolecular dynamic simulation,which, as already pointed out, doesnot rely on
the harmonic approximation. Potentials of EAM type have been fitted to reproduce
forces, energies and stresses computed ab initio. This so-called force-matching
method, which is implemented in the potential-fitting code potfit, ensures that even
classical potentials make best possible use of quantum-mechanical information. In
Figure 2.25, the dynamical structure factor is shown in an intensity diagram for the
TT0 and D directions. Again, there is a good qualitative agreement both for the
dispersion relation and for the intensity distribution. However, since the EAM
potentials are a bit too �soft� the energies have been rescaled proportionally. These
results thus validate the use of EAM potentials to compute the lattice dynamics of
larger samples either to include disorder or to study structurally complex phases such
as quasicrystals.

From the ab initio simulation it is also possible to compute the eigenmodes and
look for the pattern of vibrations in the unit cell. Although there are only 12 atoms per
unit cell, this is already quite complex. As a general trend, the light Mg atoms are
participating in high-energy modes, whereas in this high-energy range Zn atoms do
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Figure 2.24 Measured (circles) and calculated by DFT (solid line) intensities for direction (j j 6),
(TT0) for eight different q values. The error bars in themeasurement are smaller than the symbol size.
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notmovemuch.Adetailed analysis has to be conducted though, so as to extract a clear
picture of vibrations.

2.3.4.2 The i-Al-Pd-Mn Icosahedral Quasicrystal
The icosahedral Al-Pd-Mn phase was the first quasicrystal that had a high structural
quality [123] and could be grown as large single crystals of several cm3 [124, 125]. It
was thus in this system that the first detailed study of the lattice dynamic could be
achieved, although previous measurements were carried out in the i-Al-Li-Cu
[126, 127] and i-Al-Cu-Fe phases [128, 129].

Figure 2.26, left panel, displays a typical measurement of the scattering law
S(Q, E)¼ S(QBragg þ q, E) carried out in the transverse geometry, and going away
from a strong twofold Bragg reflection [130, 131]. Close to the Bragg peak there is a
well-defined acoustic signal, whose width is limited by the instrumental resolution.
Up to q¼ 0.3 Ǻ�1, this signal remains resolution limited and its normalized intensity,
as defined in 2.45 remains constant, as a signature of a purely acoustic mode. This is
what is expected in the long-wavelength limit also for quasicrystals. Above q¼ 0.3
Ǻ�1, the signal broadens very rapidly. In themeantime, the normalized intensity is no
longer exactly constant, and slightly increases, as a signature of mode mixing.
Nevertheless, the signal was interpreted as a single damped harmonic oscillator
(see Section 3.3) whose width is increasing. This is already clearly visible at q¼ 0.45
Ǻ�1 for instance, where the signal is significantly broader than at q¼ 0.15 Ǻ�1. The
width is reported as open symbols on the right panel, which displays the extracted
dispersion relation, with the strong twofold reflections chosen as zone center. Up to
q¼ 0.7 Ǻ�1 the signal can be considered to be mainly acoustic in character, although
their width is quite large at this point. At higher q, the signal can be analyzed as a set of
broad dispersionless excitations centered at 7, 12, 16 and 24meV. The width of these
excitations is of the order 4meV and certainly corresponds to the mixing of several
excitations. This can be viewed in a similar way to what is represented for the
Fibonacci chain in Figure 2.17, where the signal around 15 and 20meVwill be broad
as a result of the superposition of several modes.

Figure 2.25 Comparison between data (symbols) and the simulation using EAM potentials and
molecular dynamic along the TT0 and D directions. The intensity transfer between the acoustic and
the optic excitation along the TT0 direction is well accounted for.
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Auseful concept, already introduced, is that of pseudo-Brillouin zone boundaries
in quasicrystals, as proposed by Niizeki [132, 133]. Although the quasicrystal is
nonperiodic, the long-range quasiperiodic order results in a distribution of strong
Bragg peaks or strong Fourier component. Phonons are no longer Bloch waves, but
there is some quasiperiodic distribution of the eigenvectors. This is true for acoustic
modes, whose signature will be identical around strong Bragg peaks. The concept of
pseudo-Brillouin zone boundary (PBZB) can be derived within a weak-coupling-type
theory [133–137]. Within this framework one can show that the acoustic dispersion
curve should display a gap opening at pseudo-Brillouin zone boundaries (PBZB),
whose position in reciprocal space is defined by qPBZB¼QBragg/2, where QBragg is a
reciprocal lattice vector of the quasicrystal. Although the reciprocal space is densely
filled in a QC, only the strongest Fourier components are relevant, the width of the
gap being proportional to the amplitude of the structure factor F(QBragg). At the PZB,
the phonon acoustic wave is �Bragg reflected� as in a standard Brillouin-zone
boundary. To select the main zone boundaries we have to consider the intensity of

Figure 2.26 Experimental study of the lattice
dynamics of the i-Al-Pd-Mn phase. Left panel:
successive constant q-scans measured around
the strong twofold reflection. The distance from
the Bragg peak is indicated inside each panel.
Right panel: Dispersion relation extracted from

different measurements. Filled black symbols
are for the TA acoustic modes, gray symbols for
optic like excitations. The open circle stands for
the FWHM of the acoustic excitations, the solid
line is a q4 fit. The vertical dashed lines indicate
the first pseudo-Brillouin zone boundaries.
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the Bragg peaks structure factors. Unlike the case of electrons, where the important
Bragg planes are those with a length close to the Fermi sphere radius, in the case of
phonons one has to consider rather smallQBragg wavevectors in the range 0 to 2 Ǻ�1,
or qPBZB in the range 0 to 1 Ǻ�1, since the acoustic regime only holds for q smaller
than 0.6 Ǻ�1. These PBZB are placed around the strong Bragg peaks acting as zone
centers and are displayed as vertical dashed line in Figure 2.26. This approximation is
only valid in the vicinity of the zone center, where the acoustic mode is well defined.

As seen in Figure 2.26, the dispersionlessmodes at 7 and 12meVdo correspond to
the crossing of the transverse acousticmodewith the PZB: they can thus be viewed as
the trace of themode interaction occurring at the PZB. The higher energy dispersion-
less excitations correspond to the crossing of longitudinal acoustic excitationwith the
PZB.

From the broadening rate and the slope of the acoustic excitation one can extract a
phonon lifetime andmore interestingly a phononmean free path. At the limit of the
acoustic regime, both the mean free path and the wavevector points towards a
characteristic length of the order of 10 Ǻ [138].

Similarmeasurements have been carried out for the i-Zn-Mg-Yquasicrystal [139].
In this case a similar situation has been observed with acoustic modes showing an
abrupt broadening for wavevectors larger than 0.3 Ǻ�1. However, the broadening
rate is smaller and goes as q2 instead of q4 in the i-Al-Pd-Mn case. Moreover, for the
same wavevector the broadening is significantly smaller in i-Zn-Mg-Y than in i-Al-
Pd-Mn, leading to a mean free path of 20 Ǻ. The atomic structure is different, but
also the structural quality is higher in Zn-Mg-Y, which may explain the observed
differences.

2.3.4.3 The i-Zn-Mg-Sc Quasicrystal and its 1/1 Zn-Sc Approximant
The most detailed study so far has been conducted in the Zn(Mg)Sc system [140].
Indeed the discovery of a binary Cd-Yb quasicrystal by the group of An-Pang Tsai in
2000 [141] was a real breakthrough in the field that led to the first accurate structural
determination of a quasicrystal. The stable binary i-Cd-Yb [141] icosahedral (i-) phase
and the isostructural i-Zn-Mg-Sc [142] phase are particularly interesting in that
respect since both a quasicrystal and a periodic approximant can be synthesized, with
almost the same chemical composition [143, 144]. As shown recently [145], their
structure can be described by a packing of a large rhombic triacontahedral (RTH)
unit with a diameter of about 1.52 nm and containing about 158 atoms arranged on
successive shells (Figure 2.27). In both the quasicrystal and the 1/1 approximant the
RTH units are connected along their twofold axes by shared faces, and along their
threefold axes where they overlap. In the 1/1 approximant the RTHare located on the
vertices of a BCC lattice (lattice parameter a¼ 1.57 and 1.38 nm for Cd–Yb and
Zn–Sc, respectively). In the QC 94% of the atoms are parts of the RTHunits that are
located on vertices of a quasiperiodic network, with two small structural units filling
the gaps between the clusters. A section of the quasicrystalline structure perpen-
dicular to a fivefold axis is shown in Figure 2.27: only the cluster centers are
represented. Clusters are arranged in a hierarchical way forming a cluster of clusters
(orange decagonal disk), which in turn forms a cluster of �cluster of clusters� at an
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inflated scale. This hierarchical organization, typical of the quasiperiodic long-range
order, has been invoked as an important characteristic for physical properties
[146–148].

The QC and its approximant thus offer a unique possibility of comparing the
respective effect of the short-range order (RTHunits) and long-range order (periodic
versus quasiperiodic) on physical properties and on their lattice dynamics. The
similarity and differences of the QC and its approximant are also visible in reciprocal
space, as shown in Figure 2.28.Whereas the intensity distribution and the position in
reciprocal space of the strongest Bragg peaks are similar, there are significant
differences for weaker reflections, and of course a much larger number of Bragg
peaks in the case of the quasicrystal.

The inelastic scattering function S(Q, E)¼S(QBragg þ q, E) has beenmeasured by
inelastic neutron scattering and X-ray scattering for both the QC and its 1/1
approximant. Some results are reported in Figures 2.29 and 2.30 for transverse
excitations. The extracted dispersion relation has an overall similar shape in both
cases. In particular, there is an acoustic branch, separated by a pseudogap from an
optical excitation located around 14meV. However, significant differences are also
observed. In particular, the width of the pseudogap is larger and better defined in the
1/1 approximant than in the quasicrystal: this is visible in the dispersion relation but
also in the intensity distribution displayed in Figure 2.30: the scan recorded at

Figure 2.27 Structure of the CdYb icosahedral
quasicrystal. Left panel: successive shells of the
cluster found both in the QC and approximants.
White and blue color stand for Cd and Yb atoms
respectively. Right panel: 5 fold section showing

the cluster distribution. Only the clusters
centers have been represented. Yellow and pink
colors are for cluster centers slightly above (or
below) the plane. The hierarchical packing of the
clusters is shown with the orange disks.
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q¼ 0.54 Ǻ�1 is a good example of the differences, where the two excitations aremuch
better separated in the 1/1 approximant. The second difference is a slightly lower
energy for the 1/1 approximant optical modes than for the quasicrystal. This is the
first clear evidence of a difference in physical properties and in particular lattice
dynamics between an approximant and a quasicrystal.

These differences can be qualitatively interpreted using the concept of PBZB
previously introduced in the case of the quasicrystal. Indeed, as already explained the
important PZB have rather small wavevector and corresponds to Bragg peaks having
a highQper component. As a result, the single ZB in the 1/1 approximant is replaced
by two PZB shown as vertical dashed lines in the figure. This means that the
�efficiency� of the phonon wave Bragg reflection is smaller in the QC than in the 1/1
approximant. This is also confirmed by the intensity of the corresponding Fourier
components, which is smaller in the QC than in the 1/1 approximant. As a result, the
pseudogap between the acoustic and optical excitation is smaller in the QC.

Finally similarly to other quasicrystals one observes a rapid broadening of the
acoustic excitations for q larger than 0.3 Ǻ�1 in both cases, although excitations in the
QC are slightly broader than the one in the 1/1 approximant.

Figure 2.28 Distribution of the Bragg peak intensity in the 1/1 Zn-Sc approximant and Zn-Mg-Sc
quasicrystal. The top panels correspond to the experiment, the bottom panel to the simulation.
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The above experimental results have been compared with simulations on realistic
atomic models. This is possible thanks to the detailed knowledge of the atomic
structure. To model the interactions in the Zn–Sc system, oscillating pair potentials
that have been fitted against ab initio data [149] have been used and are shown
Figure 2.31. Note that the minimum of Sc–Sc distances is larger than the Zn–Zn, as
expected for those two atoms with different sizes. The right panel of Figure 2.31
illustrates the quality of the force-matching fitting using oscillating pair potentials.

A difficulty encountered in the modeling of the 1/1 approximant and the quasi-
crystal is the orientational correlations of the central tetrahedra of the atomic cluster
(see Figure 2.27). Indeed in the 1/1 approximant whereas tetrahedra have a
disordered orientations at room temperature, an ordering takes place below 150K
leading to a superstructure [150, 151]. Structural analysis of the 1/1 ordered low-T
phase showed that the tetrahedron orientation induces a strong distortion of the
successive icosahedral shells, breaking their icosahedral symmetry [151]. To model
the room-temperature random tetrahedron orientations, a larger supercell has
been used, containing 8 clusters and with lattice parameters equal to a1¼ 2a,
b1¼ c1¼H2a, where a is the lattice parameter of the 1/1 approximant and equals
to 13.76 Ǻ. Tetrahedra were randomly placed at each of its 8 cluster centers, followed
by amolecular dynamics annealing of the structure at room temperature, followed by
quench to T¼ 0K. Introducing this disorder has been found to be crucial in order to
have a reasonable comparison with experimental data.

Figure 2.29 Transverse excitations:
comparison between the measured dispersion
relation (symbols) and the simulated response
function S(Q,E) (temperature color-coded) in
the 1/1 approximant (left panel) and the
quasicrystal (right panel). The figure shows the
intensity distribution of the simulated response
function on a temperature color-coded scale.
The experimental positions of the excitations, as
measured by neutron inelastic scattering, are

shown by symbols: the black closed circles and
triangles stand for the acoustic signal, whereas
other symbols correspond to optical excitations.
Black triangles indicate the q positions for which
the normalized acoustic intensity is no longer
constant. Vertical white dashed lines indicate
the position of the (pseudo) Brillouin zone
boundaries. The simulation reproduces both
the general trend and the differences observed
between the QC and its approximant.
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To compute the dynamical response of the QC, we needed a unique realization of
the structure with periodic boundary condition. A 3/2 cubic approximant, which
contains 32 clusters in the unit cell, and has lattice parameter equal to 36.13 Ǻ has
been used. A binary decoration Zn–Sc, based on the related i-CdYb atomic struc-
ture [145] and on the ternary 2/1 Mg-Sc-Zn [152] has been used. The modeling was
achieved by positioning the RTH units on the vertices of the so called canonical cell
tiling [153] of the 3/2 approximant with a decoration procedure as described i [154].
Ambiguous atomic sites positionswere determined by total-energyminimization. As
for the 1/1 approximant, the tetrahedral orientations were obtained by a molecular
dynamic annealing followed by a quench. Induced deviations from icosahedral
symmetry of the successive shells around the tetrahedron are, as for the 1/1
approximant, a crucial parameter. The resulting model has a composition
Zn2528Sc456, contains 2984 atoms per unit cell and presents a diffraction pattern
which compares well to the QC one (see Figure 2.28).

Using these models and the fitted pair potentials the inelastic response function
S(Q,E) has been calculated either in the harmonic approximation and by direct
diagonalization of the dynamical matrix, or from atom trajectories generated by
room-temperaturemolecular dynamics, using themethod described in ref [155]. The
latter approach does not rely on the harmonic approximation, whichmight have been
an issue due to suspected shallow minima in the energy landscape related to
tetrahedron librations. However, the two approaches did not show any significant
differences.

Figures 2.29 and 2.30 display the calculated S(Q,E) in the transverse geometry for
both the approximant and the quasicrystal. The calculation is temperature color
coded, and does not include the term n(E)/E (where n(E) is the Bose occupation
factor), so that the acoustic mode presents a constant intensity. In both figures, the
simulation has been convoluted with a Gaussian distribution with full width at half-
maximum intensity (FWHM) of 1meV. Although the calculated transverse acoustic
excitations are slightly too soft, the main features are nicely reproduced by the
calculation: acousticmodes and pseudogap, high-energy optical excitations, low lying

Figure 2.31 Left panel: Radial dependence of
the energy of the oscillating pair potentials used
in the simulation of the Zn-Sc approximant and
QC dynamics. Right panel: Force matching fit,

showing the forces calculated with ab initio
(VASP) as a function of the one calculated with
the oscillating pair potentials. There is very good
agreement.
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optical excitation in longitudinal geometry. Even the detailed differences between the
QCand the approximant are reproduced: a larger pseudogap in the approximant than
in the QC, the interaction with an optical excitation around 7.5meV at the BZB in
transverse geometry for the approximant, lower positions of the optical bands in the
QC than in the approximant.

Not only are the dispersion relations matched by the calculation, but also the
intensity distribution is qualitatively well reproduced. To illustrate this point,
simulated spectra have been superimposed on the experimental data for a few
characteristic scans in Figure 2.30. Neutron and X-ray simulated spectra have been
convoluted with a Gaussian distribution (1 and 3meV FWHM, respectively), to
account for the effect of instrumental resolution. Although transverse modes are too
soft, the intensity distribution is well reproduced by the calculation. In particular, the
larger gap observed in the approximant is well accounted for. For longitudinal
excitations, the intensity distribution is also well reproduced. Note in particular the
good reproduction of the different intensity distribution at þ and� 0.45 Ǻ�1 for the
mode located at 6meV. The broadening of TA mode is also well reproduced,
demonstrating that it corresponds to mixing with low-lying excitations, since the
simulation is carried out in the harmonic approximation.

We insist on the fact that the very good quantitative agreement for the intensity
distribution is exceptional. Indeed, remembering expressions (2.43) and (2.44), this
means that the simulation reproduces correctly the eigenvectors or the pattern of
vibrations of both the QC and its 1/1 approximant. In fact, there are extremely few
examples, even for simpler systems, for which such a quantitative comparison has
been achieved.

This has been only possible because a detailed structure analysis is available on the
one hand and because the oscillating pair potentials are a good approximation of the
Hamiltonian on the other hand. This is certainly because (i) there is a strong size
effect with a large and small atom, (ii) the oscillations of the pair potential are a good
approximation for the electronic stabilization and in particular the so-called Friedel
oscillations.

Now that the simulations are validatedona veryfirmbasis, it is possible to analyze in
more details the results. In particular, it is interesting to check the eventual role of
clusters; are they clusters modes? Is the quasiperiodic order bringing in a signature?
What about criticalmodes? For this last question a 3/2 approximantmight be too small
and larger-scale simulations are probably necessary. But one of themain challenges is
finding new tools for the simulation analysis. Indeed, the simulations are done on a
periodic lattice, although with a rather large unit cell. This means that all wavefunc-
tions are described as planewaves, a tool thatmight not be adequate to grab thephysics
of quasicrystals. We must admit that theoretical tools are still missing in that respect.

Some preliminary analysis is, nevertheless, available. A first simple piece of
information can be gained in computing the partial density of states [156] projected
on the different shells of the atomic cluster. An example is given in Figure 2.32. The
partial density of states for the tetrahedral central cluster displays low-energymodes,
certainly related to the possibility of having different orientations. This might be
related to the phason modes that are also present in these QC phases [157, 158]. It is

94j 2 Properties of CMAs: Theory and Experiments



also interesting to look for the detailed configuration of the clusters as they appear in
the simulation. The right panel of Figure 2.32 shows the first shell around the
tetrahedron. As expected, the tetrahedron induces a strong distortion of the first
dodecahedral shell that is visible on the figure andwhich is then also �transmitted� to
the next shell. The orientation of the neighboring tetrahedra, connected along
3- and twofold axis is also displayed. That, locally, the clusters no longer have a
quasicrystalline structure is one of the surprising results already seen in the
structure analysis and in the low-temperature phase of the 1/1 approximant [151].
Of course, the overall icosahedral symmetry is restored by the different orientations
of the clusters.

To conclude this sectionwewould like tomake the linkwith the following sectionon
thermoelectrics. In thermoelectrics, a poorphononheat transport orphononglass-like
state is a crucial parameter [159]. Most quasicrystals have been found to be poor
thermal conductors [160–162], which has been attributed to a generalized Umklapp
process [163] or to a hierarchically variable-range hopping on clusters [147]. The
present simulations and results show that there is a strong acoustic-opticmodemixing
for wavevectors larger than 0.3 Ǻ�1. Indeed, the observed broadening of the acoustic
excitation, which is certainly a signature for the low thermal conductivity, has been
attributed to a mode mixing in the simulation. We suggest that this mode mixing is
another route forproducing low thermal conductivity, as alreadypointedout [138, 164].

2.3.5
Phonons in Cage Compounds and Thermoelectricity

The �tailoring� of physical properties has been the subject of intense research in the
field of thermoelectrics. In particular, it has been shown that a very powerful way of

Figure 2.32 Left panel: partial vibrational
density of states for the tetrahedral and the
dodecahedra. Sites on the dodecahedra are split
in two families corresponding to the bonding
scheme. Right panel: first dodecahedra shell

around the tetrahedron as obtained in the
simulation. Notice the strong distortion
induced on the dodecahedron. The neighboring
cluster-center tetrahedra are shown together
with the twofold and threefold bonds.
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improving the efficiency of thermoelectrics (increasing their dimensionless ther-
moelectric figure of merit ZT) is achieved by diminishing the lattice thermal
conductivities of those materials (See the chapter 9 on cage compounds). The
concept of the phonon-glass electron-crystal (PGEC) has been proposed by
Slack [165]: in this case the system behaves as a glass for phonons, with a very low
thermal conductivity, whilemaintaining its crystal-like character for electrons so that
the figure of merit ZT is increased. Various routes have been used along this concept
to tailor new thermoelectric materials. One widely explored field recently is that of
cage compounds such as clathrates or skutterudites [166]. It is believed that a well-
defined host framework structure and weakly bound guest atoms enables a simul-
taneous large charge-carrier conductivity similar to crystalline structures and a low
thermal conductivity similar to glasses. Indeed, the host framework structure ismade
of oversized cages, which can accommodate the guest atoms. Those atoms will
�rattle� at low energy inside the cages and thus reduce the lattice thermal conductivity
when interacting with the acoustic branches.

A good understanding of phonons in these systems is of course important if one
wants to understand the thermal conductivity properties. Indeed, thermoelectrics are
semiconductors and the thermal transport properties are dominated by phonon-
transport properties, the electron contribution beingmost of the time negligible. It is
only recently that detailed phonon analysis has been achieved experimentally and we
present in the following some of the results.

2.3.5.1 Clathrates
Clathrates have a structure that ismade of a framework of cages inwhich a guest atom
can be included.When the size of the cage is larger than the guest atom, the latter will
be onlyweakly coupled to the host framework structure and thus vibrate as an isolated
Einstein oscillator. The frequency of this vibration will be low if the guest atommass
is large. This has been denominated rattling modes. The interaction between the
acoustic modes of the framework and the localized Einstein mode lead to a drastic
reduction of the phonon lifetime and thus of the thermal conductivity.

A large number of results on the dynamics have been obtained on clathrate
hydrates, which do not have any thermoelectrical applications but have important
implication in the energy and environment fields. The framework structure of type-I
clathrate is made of water molecules located at the vertices of a dodecahedron
(20 sites) and a tetrakaidecahedron with additional 2 hexagons as shown in
Figure 2.33. The dodecahedron cage has an almost spherical symmetry, whereas
the larger cage is anisotropic with an average ellipsoid shape.

The lattice dynamic of Xe clathrate hydrates has been studied by the group of Tse
et al. [167, 169]. This is a type-I clathrate hydrate with two different cages as described
above. Xe atoms are inserted inside the cages and since they are smaller than the cage
size, localized vibrational modes are expected. Generally, one expects a smaller
vibrational frequency for larger cages or space, for in that case the interaction is
weaker. In type-I clathrates there are three different characteristic lengths and one
expects three localized modes with an increasing frequency corresponding to
vibration along the long axis of the large cage, vibration along the short axis of the
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large case and vibrations inside the small doedecahedral cage. Indeed, these three
localized modes have been observed by inelastic neutron scattering on powder
samples and are shown in Figure 2.33, right panel. The GVDOS of the Xenon
clathrate hydrate 7.6Xe,46H2O, measured at 100K, presents three peaks in the low
energy part located at 2.1, 2.9 et 3.9meV.

An important question is theway theXe localized vibrations are coupled to the host
framework structure. A priori one may assume that the coupling is weak since the
H2O–Xe interaction is via Van der Waals forces. However, this interpretation is not
completely correct. In effect, the Xe atoms �feels� a strong repulsion when they are
near the boundaries of the cages. This repulsive contact leads to a relatively strong
coupling between the Xe vibration and the water molecules of the framework.
Indeed, there is a resonance between the acoustic mode of the framework and the
localized vibration of the Xe atoms when the energy of the acoustic mode is close to
that of the Xe atoms. This is indeed what makes the mode visible in the density of
state measurement since the incoherent scattering cross-section of Xe is much
smaller than that of the water molecules. This interpretation is confirmed by a
temperature study, which shows that the frequency of the localized modes increases
as T increases. Remember that a �simple� anharmonic coupling, as explained in
Section 3.3 (see also Figure 2.21), lead to a reverseTdependence.Here, asT increases,
the guestmolecule explore the higher-energy part of the potential, which is very steep,
and thus leads to an average �stronger� interaction as T increases, leading to a higher
frequency of the vibrational mode (roughly proportional to the force constant). A
detailed study on different clathrate hydrates with guest molecules having different
sizes has confirmed this interpretation [168].

Tse et al. have calculated the effect of this coupling between the modes on the
phonon lifetime [169]. An important notion in order to fully characterize this
interaction is the one of anticrossing, which results from symmetry consideration:
two phonon dispersion branches (corresponding to two different modes) belonging
to the same symmetry cannot cross each other. This is illustrated in Figure 2.34 in the

Figure 2.33 Left panel: distribution of the two cluster in clathrate of type I. Right panel: Measured
GVDOS of the Xe clathrate hydrate obtained by incoherent neutron scattering (From reference [154]).
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case of the interaction between an acoustic branch and a localized, dispersionless,
optic excitation. In the vicinity of the crossing, the two branches �repel� themselves,
which produces an important bending of the acoustic branch, while the optic branch
departs from a horizontal dispersion. In the meantime the characters of the modes
are exchanged. In the crossing area there is a strong hybridization ormixing between
the modes that reduces the phonon lifetime.

Thephonondispersion relation along the [110] direction of theXe clathrate hydrate
has been calculated and is shown Figure 2.34. The three arrows on the side give the
position of the low-energy bands observed experimentally in the GVDOS and located
at 17 cm�1 (2.12meV), 23 cm�1 (2.9meV) and 32 cm�1 (3.97meV). The longitudinal
and transverse acoustic branches (labeled LA and TA) are flat and do not show any
dispersion for wavevectors larger than the crossing point with the lower localized
energy mode at 17 cm�1. This is thus a characteristic of the anticrossing that will
reduce the phonon lifetime. Using a perturbation approach, treating the Xe atoms as
an impurity, it is possible to compute the phonon lifetime for the acoustic phonons
that are carrying the heat. The framework of such a calculationwas set up at the end of
the 1960s byMaradudin [170] calculating the effect of a point defect or of disorder on
lattice vibrations. Using Green�s function, and the vibrational mode of the lattice
without defects, the phonon lifetime is calculated. Figure 2.34 presents the results of
the calculation for atoms located in the large cage or in the small one. The inverse
lifetime t�1 is represented as a function of the wavevector q. For atoms in the large
cages, the inverse lifetime is zero for small wavevectors (i.e. large or infinite phonon
lifetime) corresponding to propagative phonons, whereas it become extremely large
at two particular wavevectors (black arrows), which correspond to the position where
the LA and TA branches cross the low-lying excitation and where there is a strong
resonant effect. The same calculation has been done for Xe atoms in the smaller cage,
and as expected, the peaks in the inverse phonon lifetime occur for largerwavevectors
since the corresponding localized mode has a larger energy. From these channels of
phonondecay it is in principle possible to estimate the thermal conductivity, although
it is quite complicated.Nevertheless, the overall picture of the phenomenon inducing
a low thermal conductivity is now quite clear.

Recently, a similar anticrossing effect has been evidenced experimentally in
Ba8Ga16Ge30, which shows potential thermoelectric applications. Large single crys-
tals could be grown that allowed the measurement of dispersion relation and of the
S(Q, E) function by inelastic neutron scattering en [171]. This was one of the first
experiments that evidenced the anticrossing without ambiguity. Figure 2.35 gathers
the main experimental results, which have been obtained. The left panel displays
results obtained for longitudinal modes propagating along the [109] direction and
measured from the strong Bragg peak (330). The figure displays the intensity
distribution as a function of q. Close to the Bragg peak (q¼ 0), the acoustic signal
is very strong and then decays as 1/E2. There is also an optical excitation around
5meV, whose intensity increases as q increases, especially near the crossing point.
The anticrossing of the two branches is clearly visible, and in particular the acoustic
mode has a flat dispersion at high q values. In the meantime there is an intensity
�transfer� from the acoustic to the optical mode, as expected in this scheme. The
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second panel gathers on the same curve the position of the excitations measured
around different zone center and for different orientations. Both the longitudinal and
transverse acoustic modes have a flat dispersion around 5meV, while the localized
optical excitation has a weak dispersion after the crossing. The data could be quite
nicely reproduced by a simplemodel of mode coupling, shown as the solid black line
on the figure. The good agreement between the model and the experiment thus
validates this hypothesis of coupling between the guest atom and the framework
structure.

Measuring thewidth of the different signals it is also possible to gain an estimate of
the corresponding phonon lifetime. A characteristic energy scan extracted from the
data is shown in Figure 2.35. A careful study of the phonon lifetime shows that it goes
from2.6 ps before the crossing to 1.3 ps at the crossing point. This thus evidenced the
lifetime reduction due to the mode coupling. This phonon lifetime has been used to
estimate the lattice thermal conductivity, using a rather crude approximation.Within
this scheme, this lifetime reduction is not enough to explain the observed low thermal
conductivity. The authors invoke the Umklapp process, which is another channel, as
explained above, for a thermal conductivity reduction, whichwill occur at rather lowT
because of the low energy of the optical excitations. One should note that some other
processes should also be investigated: in particular the lifetime reduction of trans-
verse modes, which might be different from the longitudinal one, the effect of
chemical disorder, another important channel for lifetime reduction and finally the

Figure 2.35 Results of the inelastic neutron
scattering measurement in the Ba8Ga16Ge30
clathrate. Left panel: Intensity distribution of
longitudinal modes propagating along the [109]
direction andmeasured around the (330) Bragg
peak. Right top panel: Comparison between the
measured dispersion relation (symbols) and a

simulation using a coupling between two
modes (solid line). Right bottom panel:
constant-Q energy scan measured close to the
crossing point (vertical small dashed line).
Three modes are visible whose width gives the
phonon lifetime (From reference [158]).
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structural complexity of the framework itself. In any case, the understanding of the
law thermal conductivity certainly calls for a more detailed analysis in the spirit of
what has been carried out by Tse et al. [169].

2.3.5.2 Skutterudites
Skutterudites have also been studied for their potential application as thermo-
electrics. Their atomic structure contains large structural vacancies that can be
�filled� by heavy atoms in order, as for clathrates, to reduce their thermal conduc-
tivity. Skutterudites are thus cage compounds, for which the concept of PGEC has
been first applied with some success. The first inelastic neutron-scattering mea-
surements have evidenced low-energy modes related to the filler or guest
atoms [166]. More recently, a complete study has been carried by inelastic X-ray
scattering by Tsuitsui et al., on a single crystal of the SmRu4P12 [172]. With the
inelastic X-ray scattering only small samples are required tomeasure accurately the
dispersion relation, which makes it a very powerful technique. Moreover, using
nuclear resonance they could extract directly the partial Sm density of state, that is,
the density of state of the guest atom.

The Sm partial density of state displays a single peak at about 9meV, which
corresponds to the localized mode. The dispersion relation extracted from the
inelastic X-ray measurement, shown in Figure 2.36, displays a clear anticrossing
effect: the acoustic branch bends over rapidly, while the optical mode presents a
small dispersion after the crossing. The study of the intensity distribution of the two
modes close to the crossing shows that the there is a mode hybridization. Again we
point out the importance of a careful intensity distribution study, which gives
decisive clues on the nature of themodes.Ab initio calculations, shown on the right
panel, have confirmed this hypothesis. The anticrossing is clearly visible, and the
main character of the mode (transverse or longitudinal) in good agreement with
this general scheme.

Figure 2.36 Left panel: Dispersion relation
measured by inelastic X-ray scattering on a
SmRu4P12 single grain. The gray horizontal line
shows the position of the Sm localized mode.
Right panel: Ab initio calculations. The

transverse (longitudinal) character of the mode
is indicated by a red (blue) color. The
anticrossing is clearly visible (From
reference [159]).
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More recently, Koza et al. [173] claimed to have evidenced a breakdown of the
PGEC scheme and in particular of the �rattling� scenario. They have carried out a
detailed study of the lattice dynamics in Fe4Sb12 skutterudites filled with La or Ce.
The experiment has been carried out on powder samples, and the S(Q,E) function
has been compared to ab initio simulations. Using the different contrast of the La
and Ce atoms, they have extracted the partial density of states of La atoms
(Figure 2.37). La atoms have a density of states peaked at two energies 5.7 et
7.5meV, most likely corresponding to localized vibration. These results have been
compared to the ab initio simulation, using a powder-averaged calculation that
reproduces conditions similar to the experimental one. The results of the simu-
lation are in quite good agreement with the experiment, as shown in Figure 2.37.
One can note, however, that around 6–10meV the simulation presents a more
pronounced structure in the signal, thanwhat is observed in the experiment. This is
most likely due to chemical disorder that has not been incorporated in the model
(see reference [140] for supplementary information). They have also carried out a

Figure 2.37 Left panel: comparison between
the measured GVDOS and the calculated one
for the La (black) and Ce (grey) Fe4Sb12
skutterudite. The bottom panel shows the La

partial density of states. Right panel: simulated
La partial scattering function. The gray scale is
on a logarithmic scale to enhance the weakest
contributions (From reference [160]).
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detailed comparison of the measured and simulated powder averaged S(Q, E)
function and in particular of the intensity distribution. As already pointed out for
quasicrystal [140], this is a very important and extremely sensitive test since it is
related to the eigenmodes of the system. The agreement between simulation and
experiment is good, thus validating the approach so that the simulations can be
used to analyze vibrational modes in more detail.

Of particular interest is the nature of the mode of the guest atoms. Indeed in the
PGEC scenario, those atoms should behave as isolated Einstein oscillators. We have
seen above that this result in an anticrossing scheme. The right panel of Figure 2.37
shows the partial S(Q, E) function for the guest atom, powdered averaged. There is a
clear dispersionless mode at 7meV, but there are also weak contributions corre-
sponding to acoustic excitation, as a signature of more collective-type modes
resulting from the coupling with the rest of the structure. The guest atoms thus
do not behave as �rattler� atoms. They conclude that the low lattice thermal
conductivity is rather due to a Umklapp process, with Brillouin zone boundary
modes at rather low energies and having an almost flat dispersion on a large portion
of the Brillouin zone.

These results and conclusion seem thus contradictory with that of Tsuitsui
et al. [172]. This is most likely because the rattling model has been considered in
its extreme simplicity by Koza et al. [173]. Introducing a reasonable coupling between
the host and guest structures allows both results to be reconciled. Indeed, the
simulated dispersion relation by Koza et al., clearly shows an anticrossing scheme
that stronglyflattens the acoustic dispersion relation. This is a very peculiar situation,
which is not encountered usually in crystals: this is because there is a low-energy
mode so that the flattening can occur.

As already said above, going further would require a detailed simulation or best
calculation (in a perturbative approach) of the thermal conductivity. An important
step in that direction would be a detailed analysis of the nature of the lower-energy
modes.

2.3.5.3 Zinc-Antimony Alloy Zn4Sb3
The Zn4Sb3 alloy is known to have very good thermoelectric properties, with a ZT
value equal to 1.3 at 670K. Although it is not a cage compound, it is interesting to look
at the origin of the low thermal conductivity, since recent inelastic neutron-scattering
results have been obtained. The atomic structure of this alloy is characterized by
vacancies, interstitial disorder but also by the formation of Sb dimers, as shown in
Figure 2.38 [174].

The specific heatmeasurements display a clear peak at low temperature, which can
be interpreted as resulting from an Einstein mode with energy centered around
5.3meV. One simple hypothesis is of course to associate this low-energy mode to the
vibration of the Sb dimer, which is equivalent to a heavy atom. In order to analyze this
mode Schweika et al. have carried out a measurement of the S(Q,E) function on
polycrystalline samples [175]. In order to get reasonable information on the nature of
the vibrational modes it is important to carry out themeasurement on a largeQ area.
The inelastic spectrum,measured at 300K, is shown inFigure 2.37. Thewhite central
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part corresponds to the elastic region, with on each side the neutron energy gain and
loss spectrum.

The spectrum has two main characteristics: first there is a well-defined excitation
with an energy of 5.2meV; secondly the intensity distribution of the signal strongly
depends on theQwavevector. ThisQ variation is a signature of a collective motion of
atoms. In effect, a single atommotion would give rise to a monotonic increase of the
signal as Q2. This again points to the importance of analyzing properly the intensity
distribution.

Schweika et al. [175] used a simplemodel to interpret the data. They considered that
the Sb dimer moves as a ball, both atoms moving exactly in phase as for a dumbbell.
They considered different cases: isotropicmotion of Sb ormotion confined along the
crystal c-axis. This last solution gave a much better agreement, as expected from the
anisotropy in the structure. The best agreement has been obtained when introducing
a weak coupling between two neighboring dimers. There are only two parameters in
this simple model: the distance between the atoms in the dimer, and the vibration

Figure 2.38 Left panel: illustration of the
Zn4Sb3 atomic structure, without considering
chemical disorder. Sb dimers are aligned along
the c-axis [60]. Right panel: top S(Q, E) function

measured by inelastic neutron scattering for
Zn4Sb3. Bottom: simulated S(Q,E), for dimers
vibrating along the c-axis and with a weak
coupling between them (From reference [162]).
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amplitudes, which give rise to a Debye–Waller factor. The result of the simulation is
shown inFigure 2.37: both the position and theQdependence of the intensity arewell
reproduced, with refined parameters that are in perfect agreement with the crystal-
lographic data.

Moreover, the 5meV localizedmode displays a width larger than the instrumental
resolution from which it is possible to extract a phonon lifetime equal to 0.39 ps.
When associating this lifetime with the sound velocity for acoustic modes one gets a
phonon mean free path equal to 9.6 Ǻ. By considering a simple phonon gas, they
could extract a thermal conductivity k¼ cvvslp/3 a 13.2mW/K/cm�1 at 300K, in good
agreement with the experimental k, equal to 13mW/K/cm�1.

The results thus give quite a complete picture of the phenomena leading to a low
thermal conductivity.

2.3.6
Phonon and Transport Properties: The Example of Thermoelectricity

2.3.6.1 Thermal Conductivity
The thermal conductivity of QCs belonging to different families has beenmeasured,
covering different temperature ranges, and the following general conclusions can be
drawn from the collected data:

. Althoughmost metallic alloys are good heat conductors, the thermal conductivity
ofQCs is unusually low, even lower than that observed for thermal insulators used
extensively in the aeronautical industry, such as titanium carbides or nitrides,
doped zirconia, or alumina. For example, in Al-Pd-Mn icosahedral phases the
thermal conductivity at room temperature is comparable to that of zirconia
(1Wm�1 K�1), and this value decreases to about 10�4Wm�1 K�1 below
0.1 K [39, 40].

. Assuming that QCs obey the Wiedemann–Franz law (see Section 2.1.5) one
estimates that the contribution of electrons to the thermal transport is, at least, one
order ofmagnitude lower than that due to phonons over awide temperature range
(0.1 K�T� 200K) [90].

. The thermal diffusivity of these alloys is extraordinarily low, even lower than that
of zirconium oxide [91].

The low thermal conductivity of QCs can be understood in terms of two main
facts. In the first place, due to the presence of the pseudogap (see Section 2.3.1), the
charge carrier concentration close to the Fermi level is low, so that heat must
propagate by means of atomic vibrations (phonons). In the second place, in the
energy window where lattice thermal transport is expected to be most efficient the
frequency spectra of quasiperiodic systems is highly fragmented. As a conse-
quence (see Section 2.3.4), the corresponding eigenstates become more localized
and thermal transport is further reduced. Physically, this effect can be attributed to
the fact that quasicrystal lattices have a fractal reciprocal space, lacking a well-
defined lower bond as that provided by the lattice parameter in the case of periodic
crystals. Consequently, the transfer of momentum to the lattice is not bounded
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below, which gives rise to a significant degradation of thermal current through the
sample.

During the last decade some specific treatments, aimed to exploit the physical
implications of the quasiperiodic order notion, have been introduced in the theory of
thermal transport in thesematerials. Thus, the lack of awell-defined reciprocal lattice
in quasicrystals leads to a power-law (instead of the usual exponential) dependence of
the umklapp processes that can be expressed in terms of a scattering rate of the form
t�1/v2T 4, wherev is the phonon frequency [176]. These processes are expected to
be dominant in the temperature range 20.jT.j100. Making use of this scattering
rate value in the expression

kphðTÞ � T3
ðH=T

0

x4ex

ðex�1Þ2 tðxÞdx ð2:49Þ

where x� �hv/kBT, one gets kph�T�3. According to the data listed in Table 2.4,
however, fitting analyzes to experimental kph curves do not agree with theoretical
expectations, leading to a temperature dependence of the form kph�T�1 in all
considered cases. On the other hand, starting at T&100 K one expects the variable-
range hopping mechanism introduced by Janot will play an increasingly significant
role [177]. According to this model the thermal conductivity curve should rise
following a power law of the form kph�T�3/2 within the temperature interval
100&T&400. Nevertheless, the fitting analysis to experimental ph curves shown in
Table 2.5 indicates that most considered samples significantly deviate from the
expected behavior in this temperature range. Thus, a fundamental understanding of
the thermal conductivity processes in these materials is still awaiting a definitive
clarification.

2.3.6.2 Thermoelectric Figure of Merit
During the last few years we havewitnessed a growing interest in searching for novel,
high-performance thermoelectric materials for energy conversion. The efficiency of

Table 2.4 Values of the umklapp scattering rate and thephononic thermal conductivity temperature
dependence kph(T), for different CMAs reported in the literature. The values were obtained from a
fitting analysis of the thermal conductivity experimental curves, and the kph temperature
dependence was derived from Equation (2.38).

SAMPLE t�1 kph(T) Reference

i-Zn57Mg34Y9 v3T T�1 [25]
i-Al64Cu23Fe13 v3T T�1 [42]
i-Al72Pd19.5Mn18.5 v2T T�1 [180]
c-Al-Cr-Fe v2T T�1 [40]
e-Al-Pd(Fe,Co,Rh) v3T T�1 [181]
y- Al-Pd-Mn v4 T�1 [41]
j0-Al-Pd-Mn v4 T�1 [41]
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thermoelectric devices depends on the transport coefficients of the constituent
materials and it can be properly expressed in terms of the figure of merit given by
the dimensionless expression

ZT ¼ TsS2

ke þ kph
ð2:50Þ

where T is the temperature, s(T) is the electrical conductivity, S(T) is the Seebeck
coefficient and ke(T) and kph(T) are the thermal conductivities due to the electrons
and lattice phonons, respectively. The appealing question regarding what electronic
structure provides the largest possible figure of merit was addressed some time ago,
concluding that (i) the best thermoelectric material is likely to be found among
materials exhibiting a sharp singularity (Dirac delta function) in the density of states
close to the Fermi level, and (ii), in that case, the effect of the DOS background
contribution onto the figure of merit valuemay be quite dramatic, the figure of merit
value being inversely proportional (in amarked nonlinear way) to theDOS value near
the singularity [178].

Quite interestingly, the electronic structure of quasicrystalline alloys satisfies these
requirements in a natural way, since its exhibits a pronounced pseudogap at the
Fermi level as well as some narrow features on the DOS close to the Fermi level (see
Section 2.3.2). At first sight it may seem surprising to propose a metallic alloy as a
suitable thermoelectric material, since it is well known that metallic compound
usually exhibit very lowZT� 10�3. However, such a proposal makes sense due to the
peculiar transport properties of QCs [179]. In fact, their electrical conductivity (i) is
remarkably low (ranging from 100 to 5000V�1 cm�1 at room temperature), (ii) it
steadily increases as the temperature increases up to the highest temperatures of
measurement ðT ’ 900 KÞ and (iii) it is extremely sensitive tominor variations in the
sample composition. This sensitivity to the sample stoichiometry is also observed in
other transport parameters, like the Hall or Seebeck coefficients, and resembles
doping effects in semiconductors. In addition, the temperature dependence of the
Seebeck coefficient: (i) is clearly nonlinear, exhibiting well-defined extrema in most
instances, (ii) small variations in the chemical composition give rise to sign reversals
in the S(T) value, (iii) and for a given sample stoichiometry it shows a strong
dependence on the heat treatments applied to the sample [180]. Therefore, the

Table 2.5 Reported values of the power-law exponent describing the phononic thermal conductivity
temperature dependence ph(T) Tn, for different CMAs. The n values were obtained from a fitting
analysis of the experimental curves in the indicated temperature ranges.

Sample T range (K) n Reference

i-Cd-Yb 110–300 1.2 [29]
i-Al-Pd-Re 150–300 1.4 [25]
i-Ag-In-Yb 150–300 1.5 [27]
i-Al-Pd-Mn 200–300 1.7 [26]
i-Zn-Mg-Y 140–300 1.7 [24]
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electronic transport properties of quasicrystalline alloys exhibit unusual composition
and temperature dependences, resembling more semiconductor-like than metallic
character. Furthermore, the thermal conductivity of QCs is unusually low for a
metallic alloy and it is mainly determined by the lattice phonons (rather than the
charge carriers) over awide temperature range. This low thermal conductivity ofQCs
is particularly remarkable in the light of Slack�s phonon-glass/electron-crystal
proposal for promising thermoelectric materials [181], and it has considerably
spurred the interest on the potential application of QCs as thermoelectric materials
from an experimental viewpoint.

Consequently, according to their transport properties, quasicrystalline alloys are
marginally metallic and should be properly located at the border line between metals
and semiconductors. Thus, QCs bridge the gap between metallic materials and
semiconducting ones, occupying a very promising position in the quest for novel
thermoelectric materials. Thus, one of the main advantages of QCs over other
competing thermoelectric materials is that one can try to modify both the electrical
conductivity and the thermoelectric power, without losing the low thermal conduc-
tivity, by properly varying the sample stoichiometry [180].

According to their chemical compositionQCs can be grouped into several families.
In Table 2.6 we list the transport coefficients values for those representatives yielding
the best figure of merit values at room temperature. From the listed data we
appreciate a progressive trend towards larger values of ZT resulting from the
synthesis of suitable QCs. Furthermore, significantly enhanced figure of merit
values are obtained at higher temperatures. Thus, we have ZT¼ 0.25 for i-Al-Pd-
Mn samples [185] atT¼ 550K;ZT¼ 0.11 for i-Al71Pd20Re9 samples atT¼ 660K, and
ZT¼ 0.15 for i-Al71Pd20(Re0:45Ru0:55)9 samples at T¼ 700K [184]. Consequently, it
seems reasonable to expect that relatively high values of the figure of merit may be
obtained by a judicious choice of sample composition, working temperature, and
Peltier cell structural design [186].

Table 2.6 Room-temperature transport coefficients values for different quasicrystalline families,
after.

Sample s (V�1 cm�1) S (mVK�1) k (Wm�1 K�1) ZT

Al-Cu-Ru 250b) 27b 1 : 8d) 0 : 003
Al-Cu-Fe 310b) 44b 1 : 8c) 0 : 01
Cd-Yb 7000f) 16f 4 : 7f) 0 : 01
Al-Cu-Ru-Si 390b) 50b 1 : 8d) 0 : 02
Al-Pd-Re 175e) 95e 0 : 7e) 0 : 07
Al-Pd-Mn 640a) 85a 1 : 6a) 0 : 08

(From reference [112]. With permission).
a) Reference [180].
b) Reference [182].
c) Reference [40].
d) estimated.
e) Reference [184].
f) Reference [183].
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2.4
Conclusion

We have seen that tremendous progress was achieved recently in the under-
standing of the lattice dynamics of complex metallic alloys for very different
systems: Zn-based quasicrystal and approximant, clathrates, skutterudites, etc.
This has been possible thanks to a combined approach where experiments and
simulations can be achieved jointly. In that respect neutron (or X-ray) inelastic
scattering is an extremely powerful technique, which of course allows the
determination of the dispersion relation. We have also seen that the intensity
distribution is a very sensitive tool related to the nature of the vibrational modes:
it is only recently that this intensity analysis has been proposed in complex
systems.

In quite different complex systems simulations using either adapted potentials
(EAM or oscillating pair potentials) or ab initio calculation have been proved to be in
excellent agreement with the experiment. This paves the way for a deeper under-
standing of the nature of the vibrational modes. This is certainly a challenging task,
which will require the development (or rediscovery) of theoretical tools. Indeed, in
most of the complex systems the plane-wave expansion is probably no longer the
appropriate tool to analyze the physics. This is of course the case for aperiodic crystals
such as quasicrystals, butmight also be the case for cage compounds, especially when
disorder is introduced in the simulations. Whether there are cluster modes in
quasicrystals, although most likely, remains an open question. Similarly, the exis-
tence of criticalmodes in quasicrystal is still open. The advances achieved, open anew
and fascinating area in this field, which allow those fascinating questions to be
tackled.

The understanding of the detailed mechanisms leading to a low thermal conduc-
tivity of CMA is still at a very early stage. Simple models have been put forward, such
as rattling, generalized umklapp, anticrossing, etc. They certainly already grasp some
important physical parameters. For instance, although there are some contradictory
results, the existence of a low-lying localized energymode and its interactionwith the
acoustic branch has been proved to be one channel in reducing the lattice thermal
conductivity in cage compounds. Structural complexity, with the existence of a large
number of low-lying optical excitations is also a channel for such a reduction. The
obtained results certainly call for more detailed calculation and simulation of the
thermal conductivity.

Finally, progress made both for electrons and phonons in complex systems opens
the way to the understanding of the mechanism stabilizing the complex long-range
order and in particular the aperiodic long-range order.
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3
Anisotropic Physical Properties of Complex Metallic Alloys
Janez Dolinšek and Ana Smontara

3.1
Introduction

The anisotropic crystallographic structures of complex metallic alloys (CMAs) result
in anisotropicmagnetic, electrical and thermal transport properties, whenmeasured
along different crystallographic directions. Interesting classes of CMA compounds
are the Al4TM (TM¼ transitionmetal) and Al13TM4 families of intermetallics, which
are periodic approximants to the decagonal quasicrystals (d-QCs). Their structures
can be viewed as a stack of atomic planes and this structural anisotropy is at the origin
of the anisotropic physical properties. While the stacked-layer crystallographic
structure is a common property of the Al4TM and Al13TM4 families, member
compounds differ in the unit cell size and the number of atomic layers in the unit
cell.

In the followingwepresent a study of the anisotropic physical properties (magnetic
susceptibility, electrical resistivity, thermoelectric power,Hall coefficient and thermal
conductivity) of three stacked-layer CMAs of systematically increasing structural
complexity comprising two, four and six atomic layers in the unit cell. The first is the
Al76Co22Ni2 compound [1, 2], known as the Y-phase of Al-Ni-Co, which belongs to the
Al13TM4 class and is a monoclinic approximant to the decagonal phase with two
atomic layers within one periodic unit of� 0.4 nm along the stacking direction and a
relatively small unit cell, comprising 32 atoms.

The second is the orthorhombic o-Al13Co4 compound [3], belonging to the
Al13TM4 class of decagonal approximants with four atomic layers within one periodic
unit of � 0.8 nm along the stacking direction and a unit cell comprising 102 atoms.
The third is the Al4(Cr,Fe) complexmetallic alloy with composition Al80Cr15Fe5 [4, 5],
belonging to the class of orthorhombic Al4TMphases, which are approximants to the
decagonal phase with six atomic layers in a periodic unit of 1.25 nm and 306 atoms in
the giant unit cell. The above selection of samples allowedus to consider the evolution
of anisotropic physical properties of the stacked-layer CMAs with increasing
structural complexity and the unit cell size.

Complex Metallic Alloys: Fundamentals and Applications
Edited by Jean-Marie Dubois and Esther Belin-Ferré
Copyright � 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32523-8
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3.2
Structural Considerations and Sample Preparation

We describe here structural details of the investigated Y-Al-Ni-Co, o-Al13Co4 and
Al4(Cr,Fe) phases and the sample-preparation methods.

3.2.1
Y-Al-Ni-Co

The Y-Al-Ni-Co phase is described in the literature as the Al13�x(Co1�yNiy)4 mono-
clinic phase [6], belonging to the Al13TM4 class of decagonal approximants. Other
members of this class are monoclinic m-Al13Co4 [7], orthorhombic o-Al13Co4 [8],
monoclinic Al13Fe4 [9], monoclinic Al13Os4 [10], Al13Ru4 (isotypical to Al13Fe4) [11]
and Al13Rh4 (also isotypical to Al13Fe4) [12]. The structure of Al13�x(Co1�yNiy)4 with
x¼ 0.9 and y¼ 0.12, corresponding to composition Al75Co22Ni3, was first described
by Zhang et al. [6]. Lattice parameters of the monoclinic unit cell (space group C2/m
(No. 12)) are a¼ 1.7071(2) nm, b¼ 0.40 993(6) nm, c¼ 0.74 910(9) nm, b¼ 116.17�

and Pearson symbol mC34–1.8 with 32 atoms in the unit cell (8 Co/Ni and 24 Al),
which are placed on 9 crystallographically inequivalent atomic positions (2Co/Ni and
7 Al). Two of these are partially occupied (Al(6) by 90% and Al(60) by 10%). X-ray
diffraction data revealed that theAl13�x(Co1�yNiy)4 phase is identical to the previously
reported Y–phase, found as predominant phase in samples with nominal composi-
tions Al75Co20Ni5 and Al75Co15Ni10 [6, 13]. The structure of the Al13�x(Co1�yNiy)4 is
built up of one type of flat atomic layers, which are related to each other by a 21 axis,
giving � 0.4 nm period along the [010] stacking direction (corresponding to the
periodic direction in the related decagonal d-Al-Ni-Co quasicrystal) and two atomic
layers within one periodicity unit. Locally, the structure shows close resemblance to
the d-Al70Co15Ni5 quasicrystal [14], which also consists of only one type of a
quasiperiodic layer, repeated by a 105-axis and giving the same � 0.4 nm period.

The single crystal used in our studywas grown froman incongruent Al-richmelt of
initial composition Al81.9Co14.5Ni3.6 by the Czochralski method using a native seed.
The composition of the crystal (rounded to the closest integers) was Al76Co22Ni2 and
its structure matched well to the monoclinic unit cell of the Zhang et al. model [6]
(who studied the composition Al75Co22Ni3). In order to perform crystallographic-
direction-dependent studies, we have cut from the ingot three bar-shaped samples of
dimensions 2� 2� 6mm3, with their long axes along three orthogonal directions.
The long axis of the first sample was along the [010] stacking direction (designated in
the following as b), which corresponds to the periodic direction in the related d-Al-Ni-
Co quasicrystal. The (a,c)monoclinic plane corresponds to the quasiperiodic plane in
d-QCs and the second sample was cut with its long axis along the [001] (c) direction,
whereas the third one was cut along the direction perpendicular to the (b,c) plane.
This direction is designated as a� (it lies in the monoclinic plane at an angle 26� with
respect to a and perpendicular to c). For each sample, the orientation of the other two
crystallographic directions was also known. The so-prepared samples enabled us to
determine the anisotropic physical properties along the three orthogonal directions
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of the investigated monoclinic Al76Co22Ni2, abbreviated as Y-Al-Ni-Co in the
following.

3.2.2
o-Al13Co4

The orthorhombic o-Al13Co4 phase is another member of the Al13TM4 class of
decagonal approximants. According to the structural model by Grin et al. [8], lattice
parameters of the o-Al13Co4 orthorhombic unit cell (space group Pmn21, Pearson
symbol oP102) are a¼ 0.8158 nm, b¼ 1.2342 nm and c¼ 1.4452 nm with 102 atoms
in the unit cell. The structure corresponds to a four-layer stacking along [100] [6, 8],
with flat layers at x¼ 0 and x¼ 1/2 and two symmetrically equivalent puckered layers
at x¼ 1/4 and 3/4, giving � 0.8 nm period along [100].

The o-Al13Co4 single crystal used in our study was grown by the Czochralski
technique (the details are described elsewhere [15]) and its structure matched well to
the orthorhombic unit cell of the Grin et al. model [8]. In order to perform
crystallographic-direction-dependent studies, we have cut from the ingot three
bar-shaped samples of dimensions 2� 2� 7mm3, with their long axes along three
orthogonal directions. The long axis of the first sample was along the [100] stacking
direction (designated in the following as a), which corresponds to the pseudo-10-fold
axis of the o-Al13Co4 structure and is equivalent to the periodic (10-fold) direction in
the related d-QCs. The (b,c) orthorhombic plane corresponds to the quasiperiodic
plane in the d-QCs and the second sample was cut with its long axis along the [010] (b)
direction and the third one along the [001] (c) direction. For each sample, the
orientation of the other two crystallographic directions was also known.

3.2.3
Al4(Cr,Fe)

The Al4(Cr,Fe) phase [16] belongs to the Al4TM class of body-centered orthorhombic
phases. The Al4TM phase has been so far observed in six different Al-TM alloys, so
that it must be a common structure to this class of alloys. The Al4TM structure can be
described as a periodic repetition of a sequence P0FPp0fp of six atomic layers stacked
within one periodicity length of 1.25 nm along a, showing close structural relation-
ship to the six-layer Al-TM d-QCs with the same periodicity. The block P0FP is
composed of a flat layer F at x¼ 0 and a puckered layer P at x � a/6, whereas the
puckered layer P0 is in a mirror-reflecting position across the F layer. The block p0fp
equals the block P0FP translated by (a/2, b/2, c/2).

The single crystal used in our study was grown from an incongruent Al-richmelt
of initial composition Al87Cr7Fe6 by the Czochralski method using a native seed.
The composition of the sample (rounded to the closest integers) was Al80Cr15Fe5
and its structure could be assigned to the orthorhombic phase, previously described
by Deng et al. [16], with the following crystallographic parameters: Pearson�s
symbol oI366–59.56, space group Immm (No. 71), unit cell parameters a
¼1.2500(6) nm, b¼ 1.2617(2) nm, c¼ 3.0651(8) nm and 306.44 atoms in the giant
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unit cell. Due to body centering, the primitive unit cell contains only half as many
atoms. Cr and Fe atoms are not differentiated crystallographically. In order to
perform crystallographic-direction-dependent studies, we prepared three bar-
shaped samples of dimensions 2� 2� 8mm3 with their long axes along the three
crystallographic directions of the orthorhombic unit cell. The [100] stacking
direction (designated in the following as a) corresponds to the periodic direction
in d-QCs, whereas the [010] (b) and [001] (c) directions lie within the atomic planes
(corresponding to the quasiperiodic directions in d-QCs).

3.3
Anisotropic Magnetic Properties

3.3.1
Y-Al-Ni-Co

The magnetization as a function of the magnetic field, M(H), and the temperature-
dependent magnetic susceptibility, x(T), were investigated in the temperature
interval between 300 and 2K, using a Quantum Design SQUID magnetometer,
equipped with a 50-kOe magnet. In the orientation-dependent measurements,
magnetic field was directed along the long axis of each sample, thus along the a�,
b and c crystallographic directions. The M(H) curves at T¼ 5K are displayed in the
upper panel of Figure 3.1, showing a linear dependence of the magnetization on the
magneticfield in thewhole investigatedfield range up to 50 kOe, except in the vicinity
of H¼ 0, where small hysteresis loops are observed for all three directions due to a
small ferromagnetic (FM) component in the magnetization. The slopes of theM(H)
curves appear in the order (qM/qH)b < (qM/qH)c � (qM/qH)a� and show the
following anisotropy: the slopes for the two inplane directions a� and c are positive
paramagnetic and there is little difference in magnitude between these two direc-
tions. In contrast, the qM/qH slope for thefield along the stacking b direction ismuch
larger and negative diamagnetic.

The temperature-dependent anisotropic magnetic susceptibility x¼M/H along
the three crystallographic directions,measured in a field 10 kOe and appearing in the
order xb < xc � xa�, is displayed in the lower panel of Figure 3.1. The two inplane
susceptibilities xa� and xc are positive paramagnetic and there is notmuch difference
in theirmagnitudes. In contrast, the susceptibility along the stacking b direction xb is
negative diamagnetic, in agreement with the anisotropic behavior of theM(H) curves
shown in the upper panel of Figure 3.1. At temperatures below about 20 K, all three
susceptibilities show a Curie upturn, typical of localized paramagnetic impurities.

3.3.2
o-Al13Co4

Themagnetic field was again directed along the long axis of each sample, thus along
the a, b and c crystallographic directions. TheM(H) curves at T¼ 5K are displayed in
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the upper panel of Figure 3.2. For all three directions, theM(H) dependence is linear
and positive paramagnetic in the whole investigated field range up to 50 kOe, except
in the close vicinity ofH¼ 0, where a curvature typical of a small ferromagnetic (FM)
component in the magnetization is observed. The M(H) curves show anisotropy in
the slopes in the following order: (qM/qH)a� (qM/qH)b< (qM/qH)c. The anisotropy
between the two inplane directions b and c is small, whereas the anisotropy to the
stacking direction a is considerably larger.

The temperature-dependent magnetic susceptibility x¼M/H in the field of 1 kOe
applied along the three crystallographic directions a, b and c is displayed in the lower
panel of Figure 3.2. For each direction, both zero-field-cooled (zfc) and field-cooled
(fc) temperature runs were performed. The existence of the FM component in the

Figure 3.1 (a) MagnetizationM of Y-Al-Ni-Co
as a function of the magnetic field H at T¼ 5 K
with the field oriented along three orthogonal
crystallographic directions a�, b and c.

(b) Temperature-dependent magnetic
susceptibility x¼M/H in the field H¼ 10 kOe
applied along the three crystallographic
directions.
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susceptibility is manifested in the zfc–fc susceptibility splitting, observed below
about 100K. The presence of the zfc–fc splitting demonstrates remanence of the
spins within the FM clusters. The anisotropic susceptibility appears in the order
xa< xb< xc, in agreement with the anisotropy determined from theM(H) relation of
Figure 3.2 (upper panel).

3.3.3
Al4(Cr,Fe)

The M(H) curves of Al80Cr15Fe5 for the field up to 50 kOe along the three
crystallographic directions are displayed in the upper panel of Figure 3.3. The curves
are nonlinear and appear in the orderMa<Mb�Mc. There is almost no anisotropy

Figure 3.2 (a) Magnetization M of o-Al13Co4
as a function of the magnetic field H at T¼ 5 K
with the field oriented along three orthogonal
crystallographic directions a, b and c. (b)
Temperature-dependent magnetic

susceptibility x¼M/H in the field H¼ 1 kOe
applied along the three crystallographic
directions. Both zero-field-cooled (zfc) and
field-cooled (fc) runs are shown.
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for the two inplane crystallographic directions b and c, whereas the anisotropy to the
stacking direction a is larger.

The susceptibility x¼M/H was investigated in a magnetic field H¼ 1 kOe
(Figure 3.3, lower panel), which was directed along the a, b and c crystallographic
directions. All three susceptibilities exhibit a Curie-type paramagnetic behavior of
localized magnetic moments and show the anisotropy in the order xa < xb < xc.

Summarizing the experimental anisotropic magnetic properties, we observe that
all three compounds show weak inplane anisotropy of the susceptibility and the
magnetization, whereas the anisotropy to the stacking direction is larger. The inplane
magnetism is always considerably stronger than that along the stacking direction.
Comparing the three compounds, the magnetization along the stacking direction
shows the following regularity: for the Y-Al-Ni-Co it is diamagnetic; it becomes
marginally paramagnetic for the o-Al13Co4 and strongly Curie-paramagnetic for the
Al4(Cr,Fe).

Figure 3.3 (a)MagnetizationM of Al80Cr15Fe5
as a function of the magnetic field at T¼ 2 K for
the field oriented along three orthogonal
crystallographic directions a, b and c of the

orthorhombic unit cell. (b) Temperature-
dependent magnetic susceptibility x in a field
H¼ 1 kOe applied along the three
crystallographic directions.
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3.4
Anisotropic Electrical Resistivity

3.4.1
Y-Al-Ni-Co

Electrical resistivity was measured between 300 and 2K using the standard four-
terminal technique. The r(T) data for the three crystallographic directions are
displayed in Figure 3.4. The resistivity is the lowest along the stacking b direction
perpendicular to the atomic planes, where its room temperature (RT) value amounts
r300Kb ¼ 25 mV cm and the residual resistivity is r2Kb ¼ 10 mV cm. The two inplane
resistivities are higher, amounting to r300Kc ¼ 60 mV cm and r2Kc ¼ 29 mV cm for the
c direction and r300Ka� ¼ 81 mV cm and r2Ka� ¼ 34 mV cm for the a� direction.

Whereas rb is considerably smaller than ra� and rc by a factor of about 3, the two
inplane resistivities are much closer, ra�=rc � 1:3. The above resistivity values,
appearing in the order rb < rc < ra� (even the inequality rb � rc < ra� may be
considered to hold), reveal that Y-Al-Ni-Co is a good electrical conductor along all

Figure 3.4 Temperature-dependent electrical resistivity of Y-Al-Ni-Co along three orthogonal
crystallographic directions a�, b and c.
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three crystallographic directions. The ratios of the resistivities along different
crystallographic directions vary little over the whole investigated temperature range
300–2K, amounting at RT ra�=rb � 3:2, rc/rb� 2.5 and ra�=rc � 1:3. The strong
positive temperature coefficient (PTC) of the resistivity along all three crystallo-
graphic directions demonstrates the predominant role of the electron–phonon
scattering mechanism, so that the resistivity is of the Boltzmann type.

3.4.2
o-Al13Co4

The r(T) data of o-Al13Co4 along the three crystallographic directions are displayed in
Figure 3.5. The resistivity is the lowest along the stacking a direction perpendicular to
the atomic planes, where its RT value amounts r300Ka ¼ 69 mV cm and the residual
resistivity is r2Ka ¼ 47 mV cm. The two inplane resistivities are higher, amounting to
r300Kb ¼ 169 mV cmand r2Kb ¼ 113 mV cm for the b direction and r300Kc ¼ 180 mV cm
and r2Kc ¼ 129 mV cm for the c direction. The anisotropy of the two inplane

Figure 3.5 Temperature-dependent electrical resistivity of o-Al13Co4 along three orthogonal
crystallographic directions a, b and c.
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resistivities is small, amounting at RT to r300Kc =r300Kb ¼ 1:07, whereas the anisotropy
to the stacking direction is considerably larger, r300Kc =r300Ka ¼ 2:6 and
r300Kb =r300Ka ¼ 2:5. The anisotropic resistivities thus appear in the order ra< rb< rc
(even the inequality ra� rb< rc may be considered to hold), which is the same
order as that of the anisotropic magnetic susceptibility shown in Figure 3.2. The
PTC of the resistivity along all three crystallographic directions demonstrates the
predominant role of the electron–phonon scatteringmechanism and the resistivity
is of Boltzmann type.

3.4.3
Al4(Cr,Fe)

The anisotropic electrical resistivity of Al80Cr15Fe5 is displayed in Figure 3.6. The
resistivity is the lowest along the stacking a direction perpendicular to the atomic
planes. ra shows a PTC in the whole investigated temperature interval and a RT
value r300Ka ¼ 297 mV cm. The resistivities within the atomic planes are higher and
exhibit qualitatively different temperature dependencies with a broad maximum,
where the temperature coefficient is reversed. rb exhibits a maximum at about
125 K with the peak value 375 mV cm and the RT value r300Kb ¼ 371 mV cm. The
resistivity rc is the highest; its maximum value 413 mV cm occurs at 100 K and the
RT value is r300Kc ¼ 407 mV cm. At RT, the ratios of the resistivities amount rc/
ra¼ 1.37, rb/ra¼ 1.25 and rc/rb¼ 1.10. The resistivity of Al80Cr15Fe5 is thus
qualitatively different from the Boltzmann-type PTC resistivities of Y-Al-Ni-Co
and o-Al13Co4. In the following we give some theoretical consideration of this non-
Boltzmann behavior.

In an anisotropic crystal, the electrical conductivity s¼ r�1 (the inverse resistivity)
is generally a symmetric (and diagonalizable) tensor, relating the current density j

*
to

the electric field E
*

via the relation ji ¼ S
j
sijEj, where i,j¼ x,y,z denote crystallo-

graphic directions. The tensorial ellipsoid exhibits the same symmetry axes as the
crystallographic structure. For the orthorhombic Al80Cr15Fe5 crystal this implies that
the conductivity tensor is diagonal in the basis of the crystallographic directions a, b
and c. The geometry of our samples (their long axes were along the three crystal-
lographic directions) and the direction of the electric field applied along their long
axes imply that diagonal elements sxx¼sa, syy¼ sb and szz¼sc were measured in
our experiments. The temperature dependence of each of these elements was then
analyzedusing the theory of slow charge carriers byTrambly de Laissardi�ere et al. [17],
which applies to any diagonal element of the conductivity tensor (in [17], sxx is
considered, but x may be any crystallographic direction).

According to the theory of slow charge carriers [17], the semiclassical (Bloch–
Boltzmann) model of conduction breaks down when the mean free path of charge
carriers is smaller than a typical extension of their wavefunction. This situation is
realized for sufficiently slow charge carriers (where low electronic velocity is a
consequence of weak dispersion of the electronic bands) and leads to a transition
from a metallic to an insulating-like regime when scattering by defects or temper-
ature effects increases. According to the Einstein relation, the conductivity s depends
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on the electronic density of states (DOS) g(e) and the spectral diffusivity D(e) within
the thermal interval of a few kBT around the Fermi level eF. In the case of slowly
varying metallic DOS around eF it is permissible to replace g(e) by g(eF). For the
diffusion constant it was shown [17] that it can be written as D ¼ n2tþ L2ðtÞ=t,
where n is the electronic velocity, t the scattering (relaxation) time and L2(t) is the
nonballistic (non-Boltzmann) contribution to the square of spreading of the quantum
state at energy e due to diffusion, averaged on a time scale t. L(t) is bound by the unit
cell length and saturates to a constant value already for short averaging time. The dc

Figure 3.6 Temperature-dependent electrical resistivity of Al80Cr15Fe5 along the three
crystallographic directions a, b and c of the orthorhombic unit cell. Solid lines are fits with
Equation 3.2 and the fit parameter values are given in Table 3.1.
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conductivity of the system in the crystallographic direction j can be written as

sj ¼ sBj þ sNBj ¼ e2gðeFÞn2j tj þ e2gðeFÞ
L2j ðtjÞ
tj

ð3:1Þ

where sBj is the Boltzmann contribution and sNBj is the non-Boltzmann contribu-
tion. The scattering rate t�1will generally be a sumof a temperature- and orientation-
independent rate t�1

0 due to scattering by quenched defects and a temperature-
dependent term due to scattering by phonons t�1

p . The anisotropy of the atomic
structure implies that the phonon spectrum will also be anisotropic, so that the
scattering rate will generally depend on the crystallographic direction,
t�1
j ¼ t�1

0 þ t�1
pj . In the simplest case, tpj can be phenomenologically written as a

power-law of temperature, tpj ¼ bj=T
aj . Assuming that L2(tj) can be replaced by its

limiting value, a constant L2j , Equation 3.1 yields aminimum in the conductivity sj as
a function of t or temperature (or equivalently, there is a maximum in the resistivity
rj ¼ s�1

j ) at the condition tj ¼ Lj=vj. Above the resistivity maximum, the non-
Boltzmann contribution prevails and the resistivity exhibits a nonmetallic negative
temperature coefficient (NTC), whereas below the maximum, the resistivity exhibits
a metallic PTC due to dominant Boltzmann contribution. The resistivity maxima, as
observed for rb and rc in Figure 3.6, can thus be considered as a consequence of a
crossover from dominant ballistic conductivity at low-T to dominant nonballistic
conductivity at high-T due to small velocities of the charge carriers.

Defining Aj ¼ e2gðeFÞn2j t0;Bj ¼ e2gðeFÞL2j =t0 and Cj ¼ t0=bj, Equation 3.1 can be
rewritten as

sj ¼
Aj

1þCjTaj
þBjð1þCjT

aj Þ ð3:2Þ

that contains four crystallographic-direction-dependentfit parametersAj,Bj,Cj andaj

(the last two always appear in a product CjTaj ). The zero-temperature conductivity is
obtained as s0j ¼ Aj þBj. In the regime of dominant scattering by quenched defects,
t0=tpj ¼ CjTaj � 1, normally realized at low temperatures, expansion of Equa-
tion 3.2 yields the low-temperature formof the conductivity sj ¼ s0j �s1Taj (provided
Aj > Bj). This can be viewed as a generalized Bloch–Gr€uneisen law that yields a
metallic PTC resistivity. In the other extreme of dominant phonon scattering,
t0=tpj ¼ CjTaj � 1, normally realized at high temperatures, Equation 3.2 yields the
high-temperature form of the conductivity as sj ¼ s2Taj , yielding an insulator-like
NTC resistivity. The relative magnitudes of Aj, Bj and CjTaj coefficients thus
determine the temperature dependence of the resistivity within a given temperature
range, which can either be in themetallic or insulating-like regimes, or at a crossover
between these two regimes (in which case the resistivity exhibits a maximum). Since
these coefficients depend on the electronic structure of the investigated compound
(g(eF) and nj), its crystallographic details (Lj), defect concentration (t0) and phononic
spectrum (tpj), they are specific to a given structure and sample purity.

128j 3 Anisotropic Physical Properties of Complex Metallic Alloys



The fits of the resistivities with Equation 3.2 are displayed in Figure 3.6 as solid
lines and thefit parameters are collected in Table 3.1. Thefits are excellent for all three
crystallographic directions. The Aj parameter values enable us to estimate the
anisotropy of the electronic average velocities along the three crystallographic
directions. We get va=vb ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Aa=Ab

p ¼ 1:13, va/vc¼ 1.17 and vb/vc¼ 1.04, so that
the velocity is the highest along the stacking a direction and there is also small
anisotropy within the atomic planes. The parameters Cj and aj describe the anisot-
ropy of the electron–phonon scattering rate.

Here, it should be mentioned that a maximum in the resistivity at low tempera-
tures is also predicted by the theory of weak localization [18], frequently used to
analyze the temperature-dependent resistivity of icosahedral quasicrystals. Weak
localization is considered to introduce small temperature-dependent correction to
the Boltzmann conductivity due to spin-orbit and inelastic scattering processes of
electrons. However, while the validity of the weak localization concept is restricted to
low temperatures, the theory of slow charge carriers of Equation 3.2 is applicable at all
temperatures and does not involve any electron localization.

Electrical resistivities of the investigated Y-Al-Ni-Co, o-Al13Co4 and Al4(Cr,Fe)
thus show similar anisotropy, being weak for the two inplane directions and
stronger to the stacking direction. For all three compounds, the resistivity is the
lowest along the stacking direction. The resistivity values increase with increasing
complexity of the compounds, being lowest for the Y-Al-Ni-Co (RTvalues along the
three orthogonal crystallographic directions in the range 25–81 mV cm), signifi-
cantly higher for the o-Al13Co4 (RT values in the range 69–180 mV cm) and even
higher for the Al4(Cr,Fe) (RT values in the range 297–413 mV cm). This overall
increase of the resistivity is also accompanied by the change of the temperature
coefficient: while the resistivities of Y-Al-Ni-Co and o-Al13Co4 show Boltzmann-
type PTC for all crystallographic directions, the temperature-dependent inplane
resistivity of Al4(Cr,Fe) is non-Boltzmann, exhibiting a maximum by changing the
slope from PTC to NTC, whereas the resistivity along the stacking direction still
shows PTC in the investigated temperature range, but of the opposite curvature to
those of the Y-Al-Ni-Co and o-Al13Co4 compounds.

Table 3.1 Fit parameters of the electrical resistivity (solid curves in Figure 3.6, as calculated from
Equation 3.2).

Crystallographic direction a
AaðmV cmÞ�1 BaðmV cmÞ�1 Ca aa

2.16� 10�3 1.32� 10�3 4.40� 10�3 0.70
Crystallographic direction b
AbðmV cmÞ�1 BbðmV cmÞ�1 Cb ab

1.70� 10�3 1.04� 10�3 1.27� 10�2 0.64
Crystallographic direction c
AcðmV cmÞ�1 BcðmV cmÞ�1 Cc ac

1.57� 10�3 9.34� 10�4 2.06� 10�2 0.57

The units of the coefficients Cj are chosen so that the temperature in the expression CjT
aj is

dimensionless.
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3.5
Anisotropic Thermoelectric Power

3.5.1
Y-Al-Ni-Co

The thermoelectric power (the Seebeck coefficient S) wasmeasured between 300 and
2K by using a standard temperature-gradient technique. The sample was mounted
on two small, electrically insulated copper thermal reservoirs. Electrical connections
to the sample were made via annealed gold leads attached to its ends using silver
paint. The temperature difference on the sample was measured by means of a
differential Au(0.03% Fe)–chromel thermocouple with junctions glued by a General
Electric varnish as close as possible to the electrical connections for measuring the
thermopower. At each temperature, we have reversed the temperature difference on
the sample several times, keeping it lower than 1K. The experimental setup was
checked bymeasuring a piece of leadwire. The anisotropic thermopower data of Y-Al-
Ni-Co are displayed in Figure 3.7. Thermopower is negative for all three directions,
suggesting that electron-type carriers dominate the thermoelectric transport. The RT
values are in the range between �2 and �20 mV/K in the order Sa� < Sc < Sb. The
S(T) characteristics for all directions are qualitatively similar, except for the
variation in magnitude. In all cases, a change of slope is observed at about 70 K,
where the low-temperature slope is higher than the high-temperature one. Non-
linearities in the thermopower in this temperature range are often associated with
electron–phonon effects, which typically reach their maximum value at a tempera-
ture that is some fraction of the Debye temperature qD. The importance of phonons

Figure 3.7 Temperature-dependent thermoelectric power (the Seebeck coefficientS) of Y-Al-Ni-Co
along three orthogonal crystallographic directions a�, b and c.
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in the temperature dependence of the thermopower of Y-Al-Ni-Co is analogous to
the temperature-dependent electrical resistivity of this compound, where electro-
n–phonon interaction represents the main scattering mechanism, leading to the
PTC of the resistivity. The thermopower in all three directions extrapolates
approximately linearly to zero upon T ! 0, a feature that is usually associated
with metallic diffusion thermopower.

3.5.2
o-Al13Co4

The thermopower data of o-Al13Co4, measured along the three crystallographic
directions a, b and c, are displayed in Figure 3.8. The thermopower appears in the
order Sb<Sc< Sa and shows the following anisotropy: it is positive along the
stacking a direction with the RT value S300Ka ¼ 18:6 mV=K, it becomes almost
symmetrically negative for the inplane b direction with S300Kb ¼ �17:1 mV=K and
is close to zero for the second inplane c direction, amounting S300Kc ¼ �2:9 mV=K.
Whereas Sa and Sb exhibit a relatively strong linear-like temperature dependence
(a small change of slope at about 50 K may be noticed, a feature that is often
associated with electron–phonon effects), Sc shows almost no temperature depen-
dence in the investigated temperature range. The observed anisotropy of the
thermopower, ranging between positive and negative values, demonstrates that
the Fermi surface is highly anisotropic, consisting of electron-like and hole-like
parts, which may compensate each other for some crystallographic directions to
yield a thermopower close to zero.

Figure 3.8 Temperature-dependent thermoelectric power (the Seebeck coefficient S) of o-Al13Co4
along three orthogonal crystallographic directions a, b and c.
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3.5.3
Al4(Cr,Fe)

The anisotropic thermopower of Al80Cr15Fe5 is displayed in Figure 3.9. Thermo-
power is small in all three directions and the values are in the range between þ 1
and �2.5 mV/K. Sa, Sb and Sc exhibit slight quantitative differences in the details of
their rather complicated temperature dependencies, but all of them exhibit
qualitatively similar features of a pronounced minimum around 80 K and addi-
tional local minima and maxima. In the minimum at 80 K, the Sa value is the
smallest, whereas at elevated temperatures, Sa exhibits stronger growth than the
inplane coefficients Sb and Sc.

Based on the above-presented experimental data, no systematic differences
between the anisotropic thermopowers of the investigated Y-Al-Ni-Co, o-Al13Co4
and Al4(Cr,Fe) compounds can be inferred.

3.6
Anisotropic Hall Coefficient

3.6.1
Y-Al-Ni-Co

TheHall coefficientmeasurements were performed by the five-pointmethod using a
standard ac technique in magnetic fields up to 10 kOe. The current through the
samples was in the range 10–50mA. The measurements were performed in the

Figure 3.9 Thermoelectric power of Al80Cr15Fe5 along three crystallographic directions a, b and c of
the orthorhombic unit cell.
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temperature interval from 90 to 370K. The temperature-dependent Hall coefficient
RH¼Ey/jxBz of Y-Al-Ni-Co is displayed in Figure 3.10. In order to determine the
anisotropy of RH, three sets of experiments were performed with the current along
the long axis of each sample (thus along a�, b and c, respectively), whereas the
magnetic field was directed along each of the other two orthogonal crystallographic
directions,making six experiments altogether. For all combinations of directions, the
RH values are typical metallic in the range 10�10m3C�1 (with the experimental
uncertainty of�0.1� 10�10m3C�1), showing aweak temperature dependence. This
temperature dependence shows a tendency to disappear at higher temperatures.RHs
exhibit pronounced anisotropy with the following regularity. The six RH sets of data
form three groups of two practically identicalRH curves, where themagneticfield in a
given crystallographic direction yields the same RH for the current along the other
two crystallographic directions in the perpendicular plane. Thus, identical Hall
coefficients were obtained for combinations Eb=jcBa� ¼ Ec=jbBa� ¼ Ra�

H (where the
additional superscript on the Hall coefficient denotes the direction of the magnetic
field), amounting Ra�

H ð300KÞ ¼ 8:5� 10�10 m3C�1, Ea�=jcBb ¼ Ec=ja�Bb ¼ Rb
H with

Rb
Hð300 KÞ � 0 andEb=ja�Bc ¼ Ea�=jbBc ¼ Rc

H withRc
Hð300 KÞ � 4:5� 10�10 m3C�1.

The two rather high positive values Ra�
H and Rc

H for the field lying in the (a,c) atomic
plane and the almost zero value of Rb

H for the field along the perpendicular b
direction (periodic direction in d-QCs) reflect strong anisotropy of the Fermi
surface that consists mostly of hole-like parts, whereas electron-like and hole-
like parts are of comparable importance for the field perpendicular to the (a,c)
plane.

Figure 3.10 Anisotropic temperature-dependent Hall coefficient RH¼ Ey/jxBz of Y-Al-Ni-Co for
different combinations of directions of the current jx andmagnetic field Bz (given in the legend). The
superscript a�, b or c on RH denotes the direction of the magnetic field.
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3.6.2
o-Al13Co4

The temperature-dependent anisotropicHall coefficientRH, of o-Al13Co4 is displayed
in Figure 3.11. In order to determine the anisotropy of RH, three sets of experiments
were performed with the current along the long axis of each sample (thus along a, b
and c, respectively), whereas the magnetic field was directed along each of the other
two orthogonal crystallographic directions,making six experiments altogether. For all
combinations of directions, the RH values are typical metallic in the range 10�10

m3C�1 (with the experimental uncertainty of�0.1� 10�10m3C�1).RH of o-Al13Co4
exhibits similar anisotropy as the previously described Y-Al-Ni-Co with the following
regularity. The six RH sets of data form three groups of two practically identical RH

curves, where themagnetic field in a given crystallographic direction yields the same
RH for the current along the other two crystallographic directions in the perpendic-
ular plane. Thus, practically identical Hall coefficients are obtained for combinations
Eb=jcBa ¼ Ec=jbBa ¼ Ra

H (where the additional superscript on the Hall coefficient
denotes the direction of the magnetic field), amounting Ra

Hð300 KÞ ¼ �6:5�
10�10 m3C�1, Ea=jcBb ¼ Ec=jaBb ¼ Rb

H with Rb
Hð300 KÞ ¼ 3:5� 10�10 m3C�1 and

Eb=jaBc ¼ Ea=jbBc ¼ Rc
H with Rc

Hð300 KÞ ¼ �0:6� 10�10 m3C�1. Rb
H and Rc

H are
almost temperature independent within the investigated temperature range, where-
as Ra

H shows moderate temperature dependence that tends to disappear at higher
temperatures.

The observed RH anisotropy reflects complicated structure of the Fermi surface.
The negative Ra

H < 0 is electron-like for the magnetic field along the stacking a

Figure 3.11 Anisotropic temperature-dependent Hall coefficient RH¼ Ey/jxBz of o-Al13Co4 for
different combinations of directions of the current jx andmagnetic field Bz (given in the legend). The
superscript a, b or c on RH denotes the direction of the magnetic field.
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direction, whereas the positive Rb
H > 0 behaves hole-like for the field along the

inplane b direction. For the field along the second inplane direction c, Rc
H � 0

suggests that electron-like and hole-like contributions are of comparable importance.

3.6.3
Al4(Cr,Fe)

The temperature-dependent anisotropic Hall coefficient RH¼Ey/jxBz of Al80Cr15Fe5
is displayed in Figure 3.12. In the first set of experiments, the current jxwas directed
along the stacking a direction perpendicular to the atomic planes and the magnetic
field Bzwas applied along either of the two inplane crystallographic directions (b and
c). In the second set, the current was flowing inplane along b, whereas the field
pointed either along the second inplane direction c or perpendicular to the planes
along a. In all cases,RH shows ametallic behavior by being temperature independent
at typical metallic values in the range about �1� 10�10m3C�1. RH exhibits pro-
nounced anisotropy. Whereas RH¼Ec/jaBb is positive, the other three combinations
of directions yield negative Hall coefficients.

The anisotropic Hall coefficient of the investigated Y-Al-Ni-Co, o-Al13Co4 and
Al4(Cr,Fe) shows the following regularity: the application of the field along the
stacking direction always yields the lowest value of the Hall coefficient (for o-Al13Co4
and Al4(Cr,Fe), the corresponding Hall coefficient is negative electron-like, whereas

Figure 3.12 Temperature-dependent Hall coefficient of Al80Cr15Fe5 for different combinations of
directions of the current jx and the magnetic field Bz (given in the legend).
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for the Y-Al-Ni-Co, it is practically zero), whereas the application of the field inplane
results in higherRH values and a change of sign to positive hole-like for at least one of
the inplane directions. No systematic change of RH with increasing structural
complexity can be claimed.

3.7
Anisotropic Thermal Conductivity

3.7.1
Y-Al-Ni-Co

The thermal conductivity k of Y-Al-Ni-Co was measured along the a�, b and c
directions using an absolute steady-state heat-flowmethod. The thermalflux through
the samples was generated by a 1-kV RuO2 chip-resistor, glued to one end of the
sample, while the other end was attached to a copper heat sink. The temperature
gradient across the sample was monitored by a chromel-constantan differential
thermocouple. The phononic contribution kph¼k�kel was estimated by subtract-
ing the electronic contribution kel from the total conductivity using the
Wiedemann–Franz law, kel ¼ p2k2BTsðTÞ=3e2 and the measured electrical conduc-
tivity data s(T)¼r�1(T) from Figure 3.4. Though the use of the Wiedemann–Franz
law is a rough approximation, in this way determined kph gives an indication of
the anisotropy of the phononic spectrum. The total thermal conductivity k along the
three crystallographic directions is displayed in the upper panel of Figure 3.13 and the
electronic contribution kel is shown by solid curves. At 300K, we get the following
anisotropy: ka� ¼ 12:5W=mK, ka�

el ¼ 9:1W=mK with their ratio ðka�
el =k

a� Þ300 K ¼
0:73, kb ¼ 46:3W=mK, kb

el ¼ 29:2W=mK with ðkb
el=k

bÞ300 K ¼ 0:63 and
kc ¼ 17:4W=mK with ðkc

el=k
cÞ300 K ¼ 0:70. Electrons are thus the majority heat

carriers at RT for all three directions. The anisotropic thermal conductivities appear
in the order ka� < kc < kb and similarly ka�

el < kc
el < kb

el, which is identical to
the order in which the anisotropic electrical conductivities of Y-Al-Ni-Co appear
(Figure 3.4): sa� <sc< sb. The phononic thermal conductivity is shown in the lower
panel of Figure 3.13.We observe that anisotropic kphs again appear in the same order,
ka�
ph < kc

ph < kb
ph, so that the phononic conductivity is the highest along the stacking b

direction perpendicular to the (a,c) atomic planes, whereas the two inplane conduc-
tivities are lower and show smaller anisotropy. For all directions, kphs show a typical
phononUmklappmaximum at about 40 K. The above results show that Y-Al-Ni-Co is
the best conductor for both the electricity and heat along the stacking b direction,
whereas both conductivities are smaller in the (a,c) plane.

3.7.2
o-Al13Co4

The thermal conductivity k of o-Al13Co4 wasmeasured along the a, b and c directions
and the phononic contribution kph¼ k� kel was estimated by subtracting the
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electronic contribution kel from the total conductivity k using theWiedemann–Franz
law. The total thermal conductivity k along the three crystallographic directions is
displayed in the upper panel of Figure 3.14 and the electronic contribution kel is
shown by solid curves. At 300K, we get the following anisotropy: ka¼ 12.5W/mK,
ka
el ¼ 10:2W=m K with their ratio ðka

el=k
aÞ300 K ¼ 0:82, kb¼ 6.1W/mK,

kb
el ¼ 4:4W=m K with ðkb

el=k
bÞ300K ¼ 0:72, kc¼ 6.2W/mK, kc

el ¼ 4:1W=m K with
ðkc

el=k
cÞ300K ¼ 0:66. Electrons (and holes) are thusmajority heat carriers at RT for all

three directions. The anisotropic thermal conductivities appear in the order
kc � kb < ka and the same order applies to the electronic parts kc

el � kb
el < ka

el. The
thermal conductivity is thus the highest along the stacking a direction, whereas the
inplane conductivity is smaller with no noticeable anisotropy between the two
inplane directions b and c. Since Figure 3.5 shows that the electrical conductivity

Figure 3.13 (a) Thermal conductivityk of Y-Al-Ni-Co along the three crystallographic directions a�,
b and c. Electronic contributions kel, estimated from theWiedemann–Franz law, are shown by solid
curves. (b) Phononic thermal conductivity kph¼k�kel along the three crystallographic directions.
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Figure 3.14 (a) Total thermal conductivity k of
o-Al13Co4 along the three crystallographic
directions a, b and c. Electronic contributions
kel, estimated from the Wiedemann–Franz law,

are shownby solid curves. (b) Phononic thermal
conductivity kph¼k� kel along the three
crystallographic directions.

of o-Al13Co4 is also the highest along a (appearing in the order sc<sb< sa), this
material is the best conductor for both the electricity and heat along the stacking a
directionperpendicular to the (b,c) atomic planes. The phononic thermal conductivity
is shown in the lower panel of Figure 3.14. We observe that the anisotropy of kph is
small and no systematic differences between the three directions can be claimed
unambiguously.

3.7.3
Al4(Cr,Fe)

The anisotropic thermal conductivity k of Al80Cr15Fe5 was measured along the a, b
and c crystallographic directions. The total thermal conductivity k and the electronic
contribution kel, estimated from the Wiedemann–Franz law, are displayed in the
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Figure 3.15 (a) Total thermal conductivity k of
Al80Cr15Fe5 along the three crystallographic
directions a, b and c of the orthorhombic unit
cell. Electronic contributions kel estimated from

the Wiedemann–Franz law, are shown by solid
curves. (b) Phononic thermal conductivity
kph¼ k�kel along the three crystallographic
directions.

upper panel of Figure 3.15. k and kel are somewhat higher along the stacking a
direction, whereas the anisotropy between the two inplane (b,c) conductivities is
small. At elevated temperatures, the anisotropy of k tends to disappear. The phononic
contribution kph¼k�kel is shown in the lower panel of Figure 3.15, where we
observe that the conductivity ka

ph along the a direction in the low-Tregime below 50K
(which can be associated with the regime where Umklapp processes are still
ineffective) is the highest, whereas the two inplane conductivities kb

ph and kc
ph are

somewhat smaller and also show very weak inplane anisotropy.
The anisotropic thermal conductivity of the investigated Y-Al-Ni-Co, o-Al13Co4 and

Al4(Cr,Fe) thus behaves in complete analogy to the electrical resistivity, by showing
weak inplane anisotropy and considerable anisotropy to the stacking direction. For all
three compounds, the thermal conductivity is the highest along the stacking
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direction, so that the investigated decagonal approximant phases are the best
conductors for both electricity and heat along the stacking direction perpendicular
to the atomic planes. At RT, Y-Al-Ni-Co shows the highest thermal conductivity, and
Al4(Cr,Fe) the lowest one, indicating that increased complexity of the structure results
in less efficient electronic and phononic transport of the heat.

3.8
Fermi Surface and the Electronic Density of States

The anisotropy of the electronic transport coefficients originates from the anisot-
ropy of the electronic band structure and the associated anisotropic Fermi surface.
Here, we present a theoretical ab initio calculation of the Fermi surface and the
electronicDOS for the known crystal structuralmodels of the Y-Al-Ni-Co, o-Al13Co4
and Al4(Cr,Fe) phases.

3.8.1
Y-Al-Ni-Co

The ab initio calculation of the band structure e�k;n (where n is the band index) of Y-Al-
Ni-Co was performed within the framework of the density functional theory by
applying Wien97 code [19], which adopts the full-potential linearized-augmented-
plane-wave (FLAPW) method [20]. Calculations were based on the Y-Al-Ni-Co
structural model by Zhang et al. [6], where we have replaced Ni atoms by Co (thus
considering the composition Al75Co25 instead of the �Zhang� composition Al75Co22-
Ni3). The partially occupied sites Al(6) and Al(60) were taken with probabilities 1 and
0, respectively. The muffin-tin radii around the atoms were 1.16A

�
that yielded the

basis-set energy cutoff parameter 10 eV. The k
*
-space summation was performed in

terms of the modified tetrahedron method [21]. We used 180 k
*

points for the self-
consistent cycle and 4320 k

*
points in the full Brillouin zone (BZ) for the additional

iteration, which was performed in order to obtain a dense mesh of the energy
eigenvalues e�k;n required for the calculation of the temperature-dependent transport
coefficients. The criterion for the self-consistency was the difference in the total
energy after the last two iterations, being less than 1� 10�4 Ry. Calculating the
electronic DOS for the Zhang et al.model [6], we found that the forces on some of the
atoms were as large as 170mRy/A

�
, so that the structure is obviously not in

equilibrium. To bring the atoms to their equilibrium positions, we performed
structural relaxation as implemented in the ABINIT code [22], which was stopped
after the forces on all atoms were less than 0.02mRy/A

�
in the relaxed structure. The

final atomic coordinates before and after the structural relaxation are published
elsewhere [2]. The DOSs of the original and the relaxed model are presented in
Figure 3.16. The DOS is strongly dominated by the transition-metal 3d states and
exhibits a modest pseudogap close to the Fermi level eF without any spikes. The
calculated Fermi surface in the first BZ of the original and the relaxed model is
displayed in Figure 3.17, using the drawing program XCrysden [23]. The Fermi
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Figure 3.16 Theoretical electronic DOS of the Y-Al-Ni-Co phase, calculated ab initio for the original
structural model of Zhang et al. [6] (thick gray curve) and the relaxed model [2] (thin black curve),
assuming composition Al75Co25.

Figure 3.17 Fermi surface in the first Brillouin
zone, calculated ab initio for (a) the original Y-Al-
Ni-Co model (Zhang et al. [6]) of composition
Al75Co25 and (b) its relaxed version [2].

Orientation of the reciprocal-space axes a�, b�

and c� is also shown. While a� and c� are
perpendicular to b�, the angle between a� and c�

amounts to 63.83�.
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surface is contributed by eleven bands that cross eF, resulting in a significant
complexity and highly anisotropic structure. This anisotropy is at the origin of
the experimentally observed anisotropy of the Y-Al-Ni-Co electronic transport
coefficients.

3.8.2
o-Al13Co4

The ab initio calculation of the electronic band structure e�k;n of o-Al13Co4 was
performed for the structural model by Grin et al. [8]. This model contains no
fractionally occupied sites. The atomic coordinates were taken as published in the
literature and no additional structural relaxation was performed. We applied the
ABINIT [22] code and the local-density approximation (LDA) [24] for the exchange-
correlation potential. The electron–ion interactions were described with the norm-
conserving pseudopotentials [25] of the Troullier–Martins [26] type.Due to a relatively
large number of atoms (102) in the unit cell, the plane-wave cut-off parameter ecut was
limited to 220 eV, whereas, according to the tests, N

k
* ¼ 672 k

*
points in the full

Brillouin zone (BZ) (N
k
*
;n
¼ 96 in the irreducible BZ) were enough to obtain a dense

mesh of the energy eigenvalues e
k
*
;n
required for the calculation of the temperature-

dependent transport coefficients, assuring converged results. The ab initio calculated
Fermi surface, visualized by using the XCrysden program [23], is presented in
Figure 3.18. There are eight bands crossing the Fermi energy eF, resulting in a
significant complexity and a highly anisotropic Fermi surface.

3.8.3
Al4(Cr,Fe)

Containing 306 atoms in the giant unit cell, the ab initio calculations of the electronic
structure of the Al4(Cr,Fe) phase are more demanding than those for the other two
compounds that contain considerably smaller number of atoms in the unit cell. The
ab initio electronic structure study of Al4(Cr,Fe) was performed with the full-potential
linearized augmented plane wave (LAPW) computer programWIEN2k [27], which is
based on density functional theory. For our calculations we used the local density
approximation of Perdew and Wang [24]. Important details of the calculations are as
follows. The radii of the muffin-tin spheres around the atoms were 2.06A

�
for the Al

atoms, 2.11A
�
for the Cr and 2.35A

�
for the Fe. The Cr-3p and Fe-3p semicore states,

which are not well localized within themuffin-tin spheres (more than 0.01 electrons/
atom �leak� out of the spheres), were treated as full valence states using local
orbitals [28]. This treatment ensured the orthogonality of the higher-lying valence
states with the semicore states. Apart from the local orbitals for the semicore states,
the basis further included LAPWs with energies up to 127 eV and additional local
orbitals for the Al-3d, Cr-3d and Fe-3d states using the formalism described else-
where [29, 30]. The k

*
space was sampled with 16 special k

*
points (corresponding to

64 k
*
points in the entire Brillouin zone) using temperature smearing (the electronic

temperature was Te¼ 2mRy).
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In the Al4(Cr,Fe) structural model of Deng et al. [16], no distinction is made
between the Cr and Fe sites. In addition, there exist sites of mixed and partial
occupancy. For our calculations, where each sitemust be either vacant or occupied by
a specific atom, wemade the following choices: (1) the sites of mixed occupancy 75%
Al and 25% (Cr,Fe) were occupied with Al; (2) to avoid short distances, sites of partial
occupancy were occupied in 50% of the cases (though in the structure refinement of
the Deng model, the occupancy ranges from 50–67%) and (3) for the (Cr,Fe) sites we
tried two models, one where neighboring Fe–Fe contacts were avoided as much as
possible and another where we tried to avoid Cr–Cr contacts. We found that the first
model was more stable, by approximately 2 eV per primitive unit cell, and we used
this model as a basis for further ab initio calculations. This model had 148 atoms per
primitive unit cell (�153 in the original Deng model) and its composition was
Al80.4Cr10.8Fe8.8 (compared to Al80.6Cr10.7Fe8.7 in the original model).

Calculating the DOS for the Deng et al. [16] model with the sites of mixed and
partial occupancy occupied as described above, we found that the forces on some of
the atoms were as large as� 94mRy/A

�
. The reason for this is most probably the fact

that the model gives atomic positions that are averaged over the different possible
occupations of the mixed and partially occupied sites, whereas in our model we have
made specific choices described in the previous paragraph. To bring the atoms to
their equilibrium positions, we performed structural relaxation, which was stopped

Figure 3.18 Fermi surface in the first Brillouin zone, calculated ab initio for the Grin et al. [8]
structural model of o-Al13Co4. Orientation of the (orthogonal) reciprocal-space axes a�, b� and c� is
also shown.
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after the forces on all atoms were less than 7mRy/A
�
. The relaxed model with the

atomic coordinates after the structural relaxation can be found elsewhere [4].
The electronic DOSs of the original Deng model of Al4(Cr,Fe) and the relaxed

model are shown in Figure 3.19. At about 10 eV below the Fermi energy, the free-
electron-like DOS of Al can be clearly recognized. Around 1–2 eV below eF, there is a
peak due to the Cr -3d and Fe-3d states. Comparing the two DOSs, it can be seen that
the structural relaxation has caused the DOS at eF to become somewhat lower,
whereas the (Cr,Fe)-3d peak has becomemore pronounced. The lowering of the DOS
near eF indicates further electronic stabilization of the relaxed structure, as compared
to the original model with unrelaxed atomic coordinates. For the electronic conduc-
tion it is important to note that the DOS at eF is high with no tendency to exhibit a
pseudogap. The calculated DOS of Al4(Cr,Fe) is thus metal-like, so that the nonme-
tallic electrical resistivity displayed in Figure 3.6 occurs in the presence of a high
density of charge carriers.

3.9
Theoretical Ab Initio Calculation of the Electronic Transport Coefficients

Knowing the Fermi surface, the anisotropic electronic transport coefficients can be
evaluated by an ab initio calculation. We discuss here the transport coefficients of the
Y-Al-Ni-Co and o-Al13Co4 compounds, which showPTCelectrical resistivity typical of
regular metallic alloys and compounds and can be described, to a good approxima-
tion, by the Boltzmann semiclassical transport theory. The non-Boltzmann resistivity

Figure 3.19 Theoretical electronic DOSs of the Al4(Cr,Fe) phase, calculated ab initio for the
original (unrelaxed) Deng et al. [16] structural model (thick gray curve) and the relaxed model [4]
(thin black curve).
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of Al4(Cr,Fe), which exhibits amaximum inr(T) and the change of slope fromNTCto
PTC for some crystallographic directions, has already been discussed by the theory of
slow charge carriers in Section 3.4.3.

TheBoltzmann semiclassical theory in the form suitable for ab initio calculations is
implemented in the BoltzTraP code [31]. The electrical conductivity tensor sij(T,m), as
a function of the temperature T and the chemical potential m, reads as

sijðT ; mÞ ¼
ð
sijðeÞ � qfmðT ; eÞ

qe

� �
de ð3:3Þ

where fmðT ; eÞ is the Fermi–Dirac distribution and i, j¼ x, y, z denote crystallographic
directions. Since �qfm=qe is a narrow bell-like function peaked around eF with the
width of the order kBT, this restricts the relevant energies entering Equation 3.3 to
those in the close vicinity of the Fermi surface. The distribution sij(e) is the sum over
the N

k
* points k

*
and bands n

sijðeÞ ¼ 1
V

X
k
*
;n

sijðk*; nÞdðe�e k
*
;nÞ ð3:4Þ

where V is the unit-cell volume. The tensor

sijðk*; nÞ ¼ e2t

�h2
qe k

*
;n

qki

qe k
*
;n

qkj
ð3:5Þ

where e is the elementary charge, and depends on the relaxation time t. Neglecting its
possible dependence on the band index n, t varies with the temperature and
crystallographic direction. This variation is generally not known, so that we are able
to present only the product rii(T,m)t¼ t/sii(T,m). In our calculations, the chemical
potential m equals the Fermi energy, obtained from the ab initio calculation. The
temperature-dependence of the theoretical rij(T)t originates from the Fermi–Dirac
function.

Similarly, the electronic contribution kij
elðT ; mÞ to the total thermal conductivity kii

is t dependent, too

kij
elðT ; mÞ ¼

1
e2T

ð
sijðeÞðe�mÞ2 � qfmðT ; eÞ

qe

� �
de ð3:6Þ

so that we are able to present the quantitykij
el=t. On the other hand, the relaxation time

drops out from the expressions for the Seebeck coefficient Sij ¼ Eind
i ðrjTÞ�1, where

Eind
i is the thermoelectric field in the direction i and!jT is the temperature gradient

along j,

SijðT ; mÞ ¼
X
a

ðsÞ�1
ai ðT ; mÞ

1
eT

ð
sajðeÞðe�mÞ � qfmðT ; eÞ

qe

� �
de ð3:7Þ

and the Hall coefficient

Rijk
H ðT ; mÞ ¼ Ej

jiBk
¼

X
a;b

ðsÞ�1
aj ðT ; mÞsabkðT ; mÞðsÞ�1

ib ðT ; mÞ ð3:8Þ
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where a, b¼ x, y, z and

sabcðT ; mÞ ¼
ð
sabcðeÞ � qfmðT ; eÞ

qe

� �
de ð3:9Þ

The distribution sabcðeÞ is the sum over the N k
* points k

*
and bands n

sabcðeÞ ¼ 1
V

X
k
*
;n

sabcðk*; nÞdðe�ek*;nÞ ð3:10Þ

with

sabcðk*; nÞ ¼ e3t2

�h4
ecmn

qek*;n

qka

qek*;n

qkn

q2ek*;n

qkbqkm
ð3:11Þ

where ecmn denotes the Levi-Civita tensor [32, 33]. Therefore, since the dependence of
the relaxation time t on the temperature and the crystallographic direction is not
known, we are able to present the ab initio calculated products rij(T)t and kij

elðTÞ=t,
whereas Sij(T) and Rijk

H ðTÞ can be calculated directly in absolute figures. It is worth
mentioning that the electrical resistivityrii and the electronic thermal conductivitykij

el
do not distinguish between the negative electron-type carriers and the positive hole-
type carriers (the elementary charge appears in their expressions as e2 and hence does
not distinguish between the electrons (�e) andholes (þ e), whereas the thermopower
Sij and the Hall coefficient Rijk

H distinguish between the electrons and holes (the
charge in their expressions appears as e or 1/e, respectively, hence distinguishing
its sign).

3.9.1
Anisotropic Hall Coefficient of Y-Al-Ni-Co

The theoretical anisotropic Hall coefficient of the original [6] and the relaxed [2] Y-Al-
Ni-Co structuralmodels (as discussed in Section 3.8.1), using the Fermi surface from
Figure 3.17, and calculated for the same set of combinations of the current and field
directions as the experimental ones in Figure 3.10 (reproduced here in panel (i) of
Figure 3.20,), is shown in Figure 3.20, panels (ii) and (iii). For both models, the six
theoretical Rilm

H sets of data form three groups of two similar Rilm
H curves, where

the magnetic field in a given crystallographic direction yields similar values of the
coefficient for the current along the other two crystallographic directions in the
perpendicular plane. There exist some temperature-dependent differences within
each group, where the temperature dependence originates from the Fermi–Dirac
function. At a quantitative level, the relaxedmodel (Figure 3.20, panel (ii)) gives better
matching of the theoreticalRilm

H values to the experimental ones. At 300K, the relaxed
model yields Rcba�

H � Rbca�
H ¼ Ra�

H � 8:8� 10�10 m3C�1 which compares well to the
experimental value Ra�

H ¼ 8:5� 10�10m3C�1. The figures for the other four combi-
nations of the current and field directions are theoretical Rba�c

H � Ra�bc
H ¼

Rc
H � 5:5� 10�10m3C�1 versus the experimental Rc

H ¼ 4:5� 10�10 m3C�1 and
(taking the average of Rca�b

H and Ra�cb
H ) theoretical Rca�b

H � Ra�cb
H ¼ Rb

H �
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�0:3� 10�10 m3C�1 versus the experimental Rb
H � 0. The relaxed model thus

reproduces reasonably well the anisotropy of the Hall coefficient at a quantitative
level. The small differences between the theoretical and the experimental values very
likely originate from the fact that the experiment was performed on the sample of
composition Al76Co22Ni2, whereas the calculation was performed for the composi-
tion Al75Co25. Likewise, the fact that the two data sets within each of the three groups
are experimentally practically indistinguishable (i.e. Rilm

H � Rlim
H ), whereas theoret-

ically some temperature-dependent differences exist, can be attributed to the
inevitable residual structural inhomogeneity of the macroscopic samples, which
tends to average out the differences within each group. Considering the
theoretical Rilm

H values of the original model (Figure 3.20, panel (iii)), the agree-
ment to the experiment is less satisfactory (the theoretical 300K values
Ra�
H ¼ 5:6� 10�10 m3C�1; Rc

H ¼ 4:1� 10�10 m3C�1 and Rb
H ¼ 0:8� 10�10 m3C�1

versus the experimental Ra�
H ¼ 8:5� 10�10 m3C�1; Rc

H ¼ 4:5� 10�10 m3C�1 and
Rb
H � 0). While the theoretical Rc

H and Rb
H values of the original model still match

the experimental values well, this is not the case for the Ra�
H value, where the

relaxed model gives much better matching to the experimental Ra�
H.

The theoretical Hall coefficient, calculated ab initio for the Al75Co25 composition
of the Y-Al-Ni-Co phase thus reproduces well the experimental features of the
anisotropic Hall coefficient. The relaxed version [2] of the Zhang et al. [6] model
reproduces the anisotropic Hall coefficient at a quantitative level for all six inves-
tigated combinations of directions of the electric current andmagnetic field, whereas
the originalmodel gives less satisfactorymatching to the experiment, the discrepancy
being mainly in the Ra�

H element. The origin of the anisotropic Hall coefficient is the
anisotropic Fermi surface, the anisotropy of which in turn originates from the
specific stacked-layer structure of the Y-Al-Ni-Co compound and the chemical
decoration of the lattice.

3.9.2
Anisotropic Transport Coefficients of o-Al13Co4

For the o-Al13Co4, the following electronic transport coefficients were calculated ab
initio: the product of the electrical resistivity and the relaxation time, the ratio of the
electronic thermal conductivity and the relaxation time and the Hall coefficient. For
the thermopower, no agreement between the theory and experiment was obtained
and the results are not presented. The calculations were performed for the o-Al13Co4
structural model by Grin et al. [8].

3.9.2.1 Electrical Resistivity
The theoretical rat, rbt and rct are displayed in Figure 3.21. In comparison to the
experimental resistivity of o-Al13Co4 (Figure 3.5), the order of the anisotropic
resistivity is correctly reproduced (the theoretical rat < rbt < rct agrees with the
experimental ra < rb < rc). In the approximation of a crystallographic-direction-
independent t (so that t drops out of the resistivity ratios), we obtain the theoretical
ratios at T¼ 300K rc/rb¼ 1.6, rc/ra¼ 7.7 and rb/ra¼ 4.8, which compare at a
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qualitative level to the experimental 300K ratios rc/rb¼ 1.07, rc/ra¼ 2.6 and rb/
ra¼ 2.5.

3.9.2.2 Electronic Thermal Conductivity
The theoretical ka

el=t, k
b
el=t and kc

el=t are displayed in Figure 3.22. In comparison
to the experimental electronic thermal conductivity of o-Al13Co4 (solid lines in
Figure 3.14), the order of the anisotropic kel is correctly reproduced (the theoretical
kc
el=t < kb

el=t < ka
el=t agrees with the experimental kc

el < kb
el < ka

el). The theory also
reproduces the experimental fact that the anisotropy between the two inplane
conductivities kb

el and kc
el is small. In the approximation of a direction-independent

t, we obtain the theoretical ratios at T¼ 300K ka
el=k

b
el ¼ 4:7, ka

el=k
c
el ¼ 7:6 and

kb
el=k

c
el ¼ 1:6, whereas the experimental 300K ratios are ka

el=k
b
el ¼ 2:3, ka

el=k
c
el ¼

2:5 and kb
el=k

c
el ¼ 1:07, so that the agreement is qualitative only. One reason for the

qualitative level of agreement between the theory and experiment is also the fact that
the experimental kii

el coefficients were derived from the total thermal conductivity
kii by using the Wiedemann–Franz law, which is by itself an approximation to the
true kii

el.

Figure 3.21 Theoretical anisotropic rat, rbt and rct (products of the electrical resistivity and the
relaxation time), calculated ab-initio for the Grin et al. [8] structural model of o-Al13Co4.
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3.9.2.3 Hall Coefficient
The Hall coefficient Rijk

H can be calculated in absolute figures. The theoretical
anisotropic Hall coefficient of o-Al13Co4, calculated for the same set of combinations
of the current and field directions as the experimental one in Figure 3.11, is shown in
Figure 3.23. The theory correctly reproduces the experimental fact that the six
theoretical Rijk

H data sets form three groups of two Rijk
H curves, where the magnetic

field in a given crystallographic direction yields the same value of the Hall coefficient
for the current along the other two crystallographic directions in the perpendicular
plane. The theory also correctly reproduces the order of appearance of the anisotropic
Hall coefficient (the theoretical order Ra

H < Rc
H < Rb

H matches the experimental one
from Figure 3.11) and the crystallographic-direction-dependent change of sign
Rb
H > 0 and Ra

H < 0. The Rc
H coefficient, the value of which is intermediate to Rb

H

and Ra
H, is theoretically less well reproduced. Experimentally we have Rc

H � 0 (even
slightly negative), whereas the theory yields Rc

H > 0. At a quantitative level, the
theory fails by giving too large values for all combinations of directions.

The lack of quantitative agreement between the ab initio-calculated theoretical
transport coefficients and the experiments could indicate limited applicability of the
Boltzmann transport theory to the complex electronic structure of the o-Al13Co4
giant-unit-cell intermetallic, where the possible electronic interband transitions

Figure 3.22 Theoretical anisotropic ka
el=t, k

b
el=t and kc

el=t (electronic thermal conductivities
divided by the relaxation time), calculated ab initio for theGrin et al. [8] structuralmodel of o-Al13Co4.
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between relatively flat (weak dispersion) and closely spaced electronic bands are
neglected. Structural relaxation of the Grin et al. [8] model of o-Al13Co4 could also
yield better agreement with the experiment (for the calculations, the atomic
coordinates were taken as published in the literature [8]). The inevitable residual
structural disorder in macroscopic real samples may add to the qualitative, but not
quantitative agreement between the theory and the experiment.

3.10
Conclusion

We have investigated magnetic susceptibility, electrical resistivity, thermoelectric
power, Hall coefficient and thermal conductivity of the Y-Al-Ni-Co, o-Al13Co4 and
Al4(Cr,Fe) complex metallic alloys of different structural complexity, where these
phases are approximants to the decagonal quasicrystal. The main objective was to
determine crystallographic-direction-dependent anisotropy of the physical para-
meterswhenmeasuredwithin the atomic planes, corresponding to the quasiperiodic

Figure 3.23 Theoretical anisotropic Hall
coefficient, calculated ab initio for the Grin
et al. [8] structural model of o-Al13Co4. RH was
calculated for the same set of current and field
directions as for the experimental

measurements shown in Figure 3.11 The
superscript a, b or c on RH denotes the direction
of the magnetic field. There are three groups of
curves, each consisting of two practically
indistinguishable curves.
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planes in the related decagonal quasicrystals, and along the stacking direction
perpendicular to the planes, corresponding to the periodic direction of decagonal
quasicrystals. For all three phases, the stacking direction was found to be the most
conducting direction for electricity and heat. The origin of the anisotropic physical
properties is the anisotropy of the Fermi surface that reflects structural and chemical
anisotropy of the investigated stacked-layer compounds. The anisotropic Hall
coefficient RH reveals that the complicated Fermi surface contains electron-like and
hole-like contributions. Depending on the combination of directions of the current
and magnetic field, electron-like (RH < 0) or hole-like (RH > 0) contributions may
dominate, or the two contributions compensate each other, yielding RH� 0. Similar
complicated anisotropic behavior was observed also in the thermopower that may be
either positive, negative or close to zero, depending on the crystallographic direction.

The investigated decagonal approximant phases exhibit anisotropic physical
properties qualitatively similar to the d-Al-Ni-Co–type decagonal quasicrystals. The
approximants and the decagonal quasicrystals both have in common the structural
detail that atomic planes are stacked periodically. This stacked-layer structure and the
chemical details of the lattice appear to be at the origin of the anisotropic physical
properties, whereas the inplane structural details (either infinite quasiperiodic order
in decagonal quasicrystals or periodic crystalline order in the approximant phases)
seem to be of marginal importance (if they are of any at all) for the anisotropic
magnetic and electronic transport properties of these stacked-layer intermetallic
compounds.
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4
Surface Science of Complex Metallic Alloys
Vincent Fourn�ee, Julian Ledieu, and Jeong Y. Park

4.1
Introduction

Studies of solid surfaces aremotivated by both fundamental and practical reasons. At
a fundamental level, surfaces are of great interest as they break the periodicity of the
three-dimensional solid. This can lead to structural changes compared to a simple
bulk truncation, aswell as the introduction of localized electronic states at the surface.
In turn, the basic knowledge of the atomic and electronic structures of solid surfaces
is a necessary step towards the understanding of surface properties in the real world.
One of the most cited example is probably heterogeneous catalysis, in which the rate
of a specific chemical reaction is enhanced by the presence of a catalyst surface.
Knowledge of the surface atomic and electronic structures and identification of active
sites on the surface are key elements to uncoveringmechanisms that govern catalytic
activity and selectivity. Corrosion and oxidation resistance, friction and adhesion are
additional examples of some of the surface properties that have motivated the
development of surface science over the last fifty years. Surface studies of complex
metallic alloys started in the 1990s, following the discovery of stable quasicrystalline
phases andmotivated by the observation reported by Dubois that suchmaterials had
potentially useful properties [1]. These include low friction coefficients, poor wetting
behavior and high resistance against corrosion, which could combine to form
efficient new coating materials. In this chapter, we give an overview of the progress
achieved over the last 25 years in thefield of surface science of complexmetallic alloys
(CMA). We mainly focus on clean model surfaces studied in an ultrahigh vacuum
environment. All aspects related to the interaction of CMA surfaces with the
environment, like oxidation and corrosion, will be treated in Chapter 6. The chapter
is organized as follows. In Section 4.2, we summarize our current knowledge of the
surface atomic structures of CMA, determined using real and reciprocal space
methods, or by using ab initio calculations. Section 4.3 deals with the electronic
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structure of CMA surfaces and the nature of electronic states in these materials.
Nucleation and growth studies are summarized in Section 4.4. This covers experi-
ments as well as simulations that have been developed to identify the nucleation
mechanisms and delineate the growth conditions underwhich the complex structure
of the substrate can be enforced in the metal film. Other phenomena, like inter-
mixing and alloying, rotational epitaxy and electron-confinement effects are also
discussed in this section. Finally, in Section 4.5 we present our current knowledge of
the origin of some of the unusual properties of CMA surfaces, such as wetting,
adhesion and friction.

4.2
Surface-Structure Determination

4.2.1
Surface Preparation

Surface-science studies require the use of single crystals, which present a well-
defined orientation and no defects such as grain boundaries overmacroscopic scales,
because the surface structure and properties of crystalline materials strongly depend
on their crystallographic orientation. The investigated surface should thus retain the
sameorientation over distances compatiblewith the size of the probe,which canbe of
severalmm2, depending on the technique used. Although a large number of complex
metallic alloy phases have been discovered, over the last 25 years following the
discovery of quasicrystals, the successful growth of single crystals has been achieved
only for a limited number of systems. This explains why most surface studies of
CMAs concern the stable F-type icosahedral (i-) quasicrystals (like the i-Al-Pd-Mn,
i-Al-Cu-Fe and i-Al-Cu-Ru phases) and the decagonal (d-) quasicrystals (like the d-Al-
Ni-Co and d-Al-Cu-Co phases). The number of surface studies of periodic CMAs is
even more limited but this is a blooming field thanks to recent achievements in
single-crystal growth [2].

Investigations of the intrinsic surface of a material must be performed in an
ultrahigh vacuum (UHV) environment (i.e. pressure range of 10�9 to 10�11mbar).
This is required to keep the surface free of contamination during the time scale of the
experiment. As a rule of thumb, the equivalent of one monolayer of residual gas
particles (1015 atoms per cm2) will impinge on the surface in one second for a base
pressure of 10�6 torr (1.33� 10�6mbar). If all impinging molecules stick on the
surface, then one monolayer (ML) of contaminants will be formed every second.
Therefore, even in UHV conditions, a clean surface will remain clean only for a few
hours, depending on the surface reactivity. Another reason that justifies the use of the
UHV environment is the short inelastic mean-free path of particles interacting with
the surface, which amounts to only a few atomic layers in photoemission or low-
energy electron diffraction (LEED) experiments.

In this chapter, we are interested in the structure and properties of intrinsic
surfaces, obtained by truncating the bulk structure of a perfect single crystal. There
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are several ways to prepare such intrinsic surfaces in UHV, starting from a well-
oriented monocrystal. The main methods are (i) cleavage (to expose a fresh surface),
(ii) ion bombardment following by annealing, (iii) heating (to desorb contamination
layers) or (iv) chemical treatment, all of thembeing performed in situ. Mainly thefirst
two methods have been used for CMA surfaces. In the following, we describe how
surface preparation can affect the resulting surface morphology.

The cleaved surface of an i-Al-Pd-Mnquasicrystal oriented perpendicular to a high-
symmetry direction has been investigated by Ebert et al. using scanning tunneling
microscopy (STM) [3]. The surface is found to be rough, presenting a hill and valley
structure with a typical lateral size of several nanometers. Smaller features can be
observed at highermagnification inside these domains, with a diameter of 0.6–1 nm.
Thisfine structure has been interpreted as reminiscent of the bulk structure, which is
described by a network of highly symmetric interpenetrated clusters (pseudo-Berg-
man and Mackay clusters) [4]. It was argued that these clusters are more than just
geometrical objects used to describe atomic positions in the aperiodic solid, i.e. a
special stability can be associated to them. If this is the case, then one would expect
that the fracture plane would try to circumvent the clusters in order to break only the
weakest chemical bonds located in-between the clusters. However, Ponson et al.
recently proposed a different interpretation of the same STM images based on an
analysis of the scaling properties of the surface roughness [5]. They concluded that
the measured roughness can also be interpreted as the signature of mechanical
damage occurring within a 2–3 nmwide zone at the crack tip. Beside this uncertainty
in the origin of the roughness of cleaved surfaces, the main drawback of this
preparation route is that it offers only a limited control over the surface orientation
of the cleavage plane. It is also unreliable in the sense that two cleaved samples will
not necessarily expose the same fracture surface. In addition, it is a sample-
consuming technique as only a limited number of cleavages can be realized on the
same sample, each time offering a fresh surface to be investigated during the next few
hours only. However, this destructive technique is sometimes the only solution to
prepare a clean surface. It has been used, for example, for photoemission studies of
CMAs containing low vapor pressure elements likeMgorZn,which preclude the use
of the sputter-annealing technique.

This latter method is the most widely used for surface preparation of CMA.
Typically, a flux of noble gas ions accelerated to 0.5–5 keV is directed toward the
sample surface in order to remove the contaminants. The sputtering rate depends on
the mass of the noble gas but it is usually larger than unity. One drawback of this
method when applied to multicomponent alloys is the preferential sputtering rate of
some elements [6]. The structural and chemical disorder induced by sputtering can
be recovered by annealing at a temperature that needs to be optimized for each alloy.
The optimized annealing temperature must be high enough to promote diffusion,
but low enough to avoid preferential evaporation of any alloy component. This
surface preparation can lead to a surface terminated by wide terraces (>100 nm) of a
very low corrugation (40 pm) separated by steps. This is comparable to the usual
terrace and step morphology observed on simple metals and alloys. The method is
highly reproducible and is preferred over cleavage. It is important to note that the
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annealing temperature and the thermal history of the sample are critical and can
influence the surface characteristics.

A sputtered surface of an Al-TM quasicrystal leaves an Al-depleted overlayer
resulting from the preferential sputtering of Al. For low annealing temperatures
(lower than the optimized annealing temperature) the diffusion is limited and the
surface composition is not recovered for kinetic reasons. As a result, and in
agreement with the phase diagram, cubic overlayers are formed with composition
close to Al50TM50 and a CsCl type structure [7]. Overheating the sample in UHVcan
lead to different structures as overlayers. Thus, hexagonal, orthorhombic as well as
decagonal structures can coexist with the structure of the i-Al-Pd-Mn phase. These
nonicosahedral overlayers may be induced by preferential evaporation. More gen-
erally, they are extra phases in thermodynamic equilibrium which coexist with the
icosahedral phase [8]. As shown in Figure 4.1 for the i-Al-Pd-Mn quasicrystal, the
single phase region shifts in composition with temperature, especially above 900K.
Therefore, depending on the initial composition of the solidified alloy and the
annealing temperature used for the surface preparation, high-temperature annealing
can lead to a stable two phase surface structure. This has been observed in a number
of studies.

Figure 4.1 Polythermal cross sections through
the Al-Pd-Mn phase diagram in the vicinity of the
icosahedral phase area. On the Pd-poor sides of
the cross sections, the icosahedral phase I is in
equilibrium with the (a) orthorhombic H and
(b) decagonal D phases. The solid lines should

guide the eye to highlight the position of the
boundary of the icosahedral single-phase area.
The shaded vertical bars highlight the measured
composition range of as-grown Al-Pd-Mn single
quasicrystals. From reference [8].
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The annealing treatment also promotes the diffusion of thermal vacancies, which
condense at the surface. It must be noted that single grains of quasicrystals usually
contain a high density of thermal vacancies, larger than what is usually observed for
other intermetallics. The density of thermal vacancies depends on the thermal history
of the sample. As they condense at the surface during annealing, they form faceted
voids of different length scales. The surface canbecomematt as a result ofmicrovoids
observable by optical micrograph. At a much smaller length scale, faceted pits have
been observed by STM on flat terraces on the five-fold surface of the i-Al-Cu-Fe
quasicrystal [9] and on the pseudo-ten-fold surface of the j0-Al-Pd-Mn orthorhombic
approximant. In this latter case, the size of the pits was found to range from a few nm
to hundreds of nm in diameter and their depth is mostly uniform, equal to a single-
step height (0.80 nm) [10].

The annealing treatment can also have more subtle effects on the surface
characteristics. Annealing the same sample to a slightly higher temperature can
reduce the root-mean-square roughness measured on terraces. The step height
distribution can also be modified along with the average terrace size on quasicrystal
surfaces [11]. In conclusion, surface preparation of CMAs requires fine tuning of
several parameters and is slightly more complex compared to simple metal surfaces
in general. However, clean and well-ordered surfaces can now be prepared for
investigations of their surface structure and properties.

4.2.2
Structure from Real-Space Methods

Prior to reviewing the different aspects of CMA surfaces, it is important to succinctly
describe the bulk structure of both icosahedral and decagonal quasicrystals. The bulk
structure of the icosahedral sample can be described as a geometric cluster sub-
structure consisting of 33-atom Bergman clusters and 51-atom pseudo-Mackay
clusters. The structure along the five-fold axis can be viewed as quasiperiodically
spaced atomic layers. The density, the chemical decoration, and the structure of
individual planes can differ considerably. Perpendicular to the 5-fold axis, closely
spaced layers are grouped into thin and thick blocks, each separated by empty regions
(gaps) of various widths.

Decagonal quasicrystals possess a 10-fold symmetry axis along the periodic
direction, and two sets of five equivalent 2-fold symmetry axes rotated by 36� in
the quasiperiodic plane. The structure of the decagonal Al-Ni-Co phase consists of an
ordered arrangement of columnar atom clusters of diameter equal to 20Å along the
ten-fold direction. Several types of phases exist in the Al-Ni-Co system ranging from
Ni/Co-rich alloys to type-I superstructures. Depending on the decagonal Al-Ni-Co
phase considered, the atomic distribution within the clusters will differ. The 20 Å
clusters can be arranged in several manners such as to either decorate a rhombic
Penrose tiling as in the case of the type-I superstructure or a pentagonal Penrose
tiling for normal phases [12, 13]. The periodicity between the planes stacked along the
10-fold axis is phase dependent and each of these planes exhibits a 2D quasiperiodic
structure.
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We now concentrate on the works carried out on CMA surfaces. Because of the
difficult task in determining the surface structures of aperiodic samples using
diffraction methods, much of the progress made in recent years has resulted from
the use of real-spacemethods like scanning tunnelingmicroscopy (STM). Section 4.5
is entirely dedicated to the works and properties measured using atomic force
microscopy (AFM).

Following the discovery of thefirst stable decagonal Al65Co20Cu15 quasicrystal [14],
the growth of millimeter-sized single grains marked the start of surface-science
studies ofCMAs. In 1990, thefirst STMexperimentwas carried out on aCMAsample
by Kortan et al. [15] From their analysis, the surface structure of the decagonal
Al65Co20Cu15 quasicrystal could be described using a pentagonal quasilattice tiling,
hence in good agreement with the high-resolution X-ray-diffraction measurements
of the bulk. These STM results further confirmed that the atomic structure could not
be understood by multiple twinning as initially suggested by double Nobel Prize
winner Linus Pauling [16] to explain the diffraction pattern observed by Shechtman
et al. [17].

Soon after these observations, the 5-fold surface of the icosahedral Al70Pd21Mn9
sample was investigated by Schaub et al. [18, 19]. Today, it remains the most studied
CMA surface. Atomically, at terraces separated by two main step heights (L and M)
appeared at the surface according to a Fibonacci sequence (. . .LMLLMLML. . .). Their
mutual ratio (L/M) was measured close to the irrational number t¼ (1 þ H5)/2,
known as the golden mean. As the surface preparation was not yet optimized, the
STM resolution was at this stage quite limited. Hence, only pentagonal depressions
and five-fold stars arranged on a Fibonacci pentagrid could be distinguished.
Simultaneously, real-space imaging of pentagonal symmetry elements was achieved
for the first time using the secondary electron imaging technique (SEI) on the
i-Al70Pd21Mn9 surface [20]. The SEI patterns recorded upon annealing the sample to
700K showed a high degree of orientational order consistent with icosahedral point-
group symmetry [20]. These results were later confirmed by X-ray photoelectron
diffraction (XPD)measurements that indicate that the local real-space environments
of Al, Pd and Mn atoms possess icosahedral symmetry [21].

While looking for an improved surface preparation, STM measurements have
shown that two different surface topographies, rough orflat, can exist at the surface of
the Al70Pd21Mn9 sample. When annealing the sample between 700 and 900K, the
surface of nominal bulk composition [22–24] is rough and reveals cluster-like
protrusions. The LEED pattern is sharp and five-fold symmetric [25, 26]. At this
stage, the SEI patterns can be well reproduced from a structural model based on a
pseudo-Mackay cluster (PMI) [24]. For samples annealed briefly up to 925–970K, the
XPD patterns obtained experimentally match the single-scattering cluster calcula-
tions also performed for a PMI cluster [21]. Going one step further by usingmultiple
scattering calculations to simulate their experimental XPDpatterns, Zheng et al.have
shown that the topmost surface is not reconstructed compared to the bulk structure.
The planes that fit best their data consist of Al-rich surface planes followed by a dense
mixedAl/Pd/Mn layer [27]. The structural relaxations perpendicular to the 5-fold axis
are also consistent with the previous values reported using dynamical LEED [28].
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Annealing to higher temperatures (between 830 and 930K) for several hours leads
to atomically flat terraces [25, 29]. From STM measurements, it has to be noted that
void-rich terraces can appear at the surface, a sign of an intermediate stage of
structural equilibration [30]. Following such preparation and complementary to the
work reportedby Schaub et al. [18], an additional step height (S) ofL–M¼ 2.40� 0.2Å
has been observed on the Al70Pd21Mn9 surface [29]. From the analysis of the step
morphologies, it has been shown that the step stiffness on the 5-fold Al-Pd-Mn
surfaces increases as the step height increases. However, the step stiffness is lower
than on Al (111) and on the j0-Al-Pd-Mn approximant [31].

To interpret the surface structure present on individual terraces, Shen et al. have
compared autocorrelation functions calculated from experimental STM images
and structural models available; experimental data could not distinguish between
pseudo-Bergman and pseudo-Mackay clusters as possible building blocks of the
quasicrystalline structure [29]. A different approach has been employed by Ledieu
et al. to analyze atomically resolved STM images obtained from the Al70Pd21Mn9
surface: a tiling of the surface (see Figure 4.2) has been constructed using
pentagonal prototiles of edge length 8 Å [32]. This dimension is consistent with
predominant distances measured by low-energy ion scattering (LEIS) [33]. The
resulting Penrose P1 tiling is found to be consistent with tiling derived from slices
through the bulk geometric model [11] and the experimentally derived model of
Boudard et al. [32, 34].

Figure 4.2 A Penrose P1 tiling superimposed on an STM image of the 5-fold Al-Pd-Mn surface
(100Å� 100 Å). From reference [11].
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This good agreement confirmed earlier conclusions by Gierer et al. based on
dynamical LEED analysis that quasicrystalline surfaces prepared by sputtering and
annealing correspond to bulk truncation [28]. Using STM, Barbier et al. have also
concluded a bulk-terminated surface and indicated that the succession of step heights
separating terraces agree with the distances between dense Al planes [35]. Thus, both
Bergman and pseudo-Mackay clusters must be truncated to generate the topmost
surface layers. For crystals, the Bravais rule states that the surface usually forms at
dense planes and at large interlayer spacings. Following these observations, Papa-
dopolos et al. proposed a modified Bravais rule for CMA based on atomic density of
terminations to predict the bulk planes expected at the surface [36].

Within terraces, several characteristic local features can be recognized and have
been labeledwhiteflowers (WF), and dark stars (DS) [11]. Thefirstmotif corresponds
to an equatorially truncated pseudo-Mackay cluster surrounded by Bergman clusters
resembling flower petals. The second pattern was first observed by Schaub et al. and
corresponds to pentagonal depressions with the topmost surface planes. The origin
of the DS motifs is still a subject of debate as it could be understood as originating
either from truncatedBergmanclusters [11, 37] or from the low-coordinated irregular
first atomic shell of the pseudo-Mackay clusters [38, 39]. As will be shown in
Section 4.4.1.2, these sites play a crucial role in adsorption studies. For the entire
temperature range described above, the surface chemical composition of the 5-fold
quasicrystal surface has been monitored using LEIS, medium-energy ion scattering
(MEIS) and X-ray photoelectron spectroscopy (XPS). No chemical segregation has
been reported so far on the quasicrystal surface. However, as mentioned in Sec-
tion 4.2.1, upon annealing the Al70Pd21Mn9 surface above 970K, selective evapora-
tion that obeys the vapor pressure of the three elements occurs [22, 23, 33, 40, 41].
Thus, the surface composition is shifted away from the narrow icosahedral region of
the phase diagram and new crystalline phases are formed [41–43].

The 5-fold surface of the Al-Cu-Fe quasicrystal is another icosahedral phase that
has also been investigated using real-space methods. The first STM images obtained
on atomically flat terraces (corrugation of 0.25Å) have been reported by Becker
et al. [44]. The most dominant motifs of the surface structure are daisy-like ten-fold
features. With an increased resolution, these ten petals flowers have been described
by Cai et al. [9] as two concentric rings of ten atoms each with a filled center. Using
two-dimensional cuts of bulk models derived from X-ray and neutron diffraction
experiments, it has been possible to associate these flowers motifs and their
distribution with features on Al-rich dense atomic planes. These results are also
consistent with previous dynamic LEED calculations [45]. As for the i-Al-Pd-Mn
surface, it has been concluded that the 5-fold i-Al-Cu-Fe surface is bulk-terminated [9].
Through the inspection of the step height distribution and atomically resolved STM
images at the Al-Cu-Fe surface, Sharma et al. [46] have shown that the surface
terminates preferentially at large gaps with the topmost layers having a large atomic
density and a high Al content.

We now briefly review the works reported on decagonal Al-Ni-Co surfaces [46–50].
Perpendicular to ten-fold axis, terraces of width on the order of 100Å are separated by
2Å monoatomic step height [46, 48, 50, 51], consistent with the bulk interlayer
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spacing. A tendency towards step doubling has been reported by Sharma et al. on the
Ni-rich (d-Al71.7Ni18.7Co9.6) surface as well as for the type-I superstructure phase (d-
Al71.8Ni4.8Co13.4) [46, 52]. Regardless of the decagonal surfaces investigated several
common features can be outlined. For instance, protrusions of atomic height sitting
on top of pentagonal motifs have often been observed on terraces [46–48, 50, 51].
High-resolution STM images have shown that similar pentagonal features point in
the same direction and are quasiperiodically distributed within each terrace [48].
Because adjacent terraces are related by inversion symmetry (pentagonal features
rotated by 2p/10 on successive terraces), the overall surface remains ten-fold
symmetric [47, 48, 53]. For the Co-rich phase, connecting pentagonal features on
individual terraces leads to a tiling of the quasicrystal surface described as a random
pentagonal tiling [50]. This pentagonal tiling is in agreement with the tiling observed
in the bulk structure of the Co-rich phase. The good agreement between the maxima
observed in STM images and the density of Al surface atoms suggests that transition-
metal atoms may not be observed at this decagonal quasicrystal surface [50], in
contradiction with the recent calculations reported on theW-(Al-Co-Ni) surface [54].
At the surface of the type-I superstructure, two different terminations labeled
�coarse� and �fine� coexist on the same single terrace. At high temperature, only
the fine structure ismaintained at the surface. Contrary to the Co-rich phase, the fine
structure observed by STM is described using a random rhombic tiling of 20Å edge
length [46]. From autocorrelation analysis, this structure is found to be consistent
with bulk truncations.

As mentioned above, the 2-fold surfaces of the d-Al-Ni-Co quasicrystal provide,
within the same surface, a periodic direction along the 10-fold axis, and an aperiodic
direction perpendicular to it. Surface properties that might depend on the existence
of periodicity, such as friction, can thus be uniquely studied [55]. Park et al. have
shown that the atomic structure of the 2-fold, (10000) surface of Al-Ni-Co mainly
consists of atomic rows of atoms with 4Å periodicity along the 10-fold direction and
aperiodically spaced in the 2-fold direction [56]. Figure 4.3a shows a high-resolution
scanning tunneling microscopy (STM) image of a terrace. Except for a defect in the
form of a missing row (visible as a dark band), it consists of atomic rows of close, but
not exactly the same, apparent height, with variations of 0.3 Å. Two different lengths,
S¼ 7.7�0.3Å and L¼ 12.5�0.4 Å, separate the rows and define the sides of pseudo
unit cells. Secondary rows of lower apparent height are visible inside the cells, two
within L and one within S, as shown in Figure 4.3b. The spacing between these
secondary rows are L2¼ 4.9�0.3Å, and S2¼ 2.8�0.2Å. As shown in the figure, an
intermediate-level partition can be considered with L1 and S1 separations, where
L1¼ L2 þ S2 and S1¼ L2. The ratios L/S, L1/S1 or L2/S2 are all close to the Golden
Mean. The L and S distances form an LSLSLLSL sequence, which corresponds to a
Fibonacci sequence (a Fibonacci sequence is a progression of numbers that are sums
of the previous two terms: f(nþ 1)¼ f(n) þ f(n�1)).

Park et al. have found that this surface structure is reasonably consistent with the
model of Takakura et al. [57] for Al72Ni20Co8 in several aspects. First, its interlayer
periodicity matches the 4Å observed in the STM images. Secondly, among themany
possible planes that can be generated by cuts parallel to the 2-fold plane, the planes
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made of pure Al are the only ones that: (a) contain rows with spacings matching the
observed L and S sequences and also the daughter segments L2 and S2; (b) contain
three compositionally different rows consistentwith the observed bias dependence of
the STM images. The Al termination is presumably driven by the lower surface
energy of Al relative to the two transitionmetals, consistent with the observation that
icosahedral quasicrystals exhibit Al-rich terminations, selected from among the
possible bulk layers [56].

Finally, the surface of the j0-Al-Pd-Mn approximant phase has been investigated by
Fourn�ee et al. [43] Exceptionally large flat terraces can be prepared on this sample.
Terraces of relatively smooth step edges compared to parent quasicrystals are
separated by a unique height equal to half the period along the pseudo-10-fold axis.
This step-height selection implies that the most favorable atomic layers for surface
termination are pairs of layers related by amirror plane.Within terraces, protrusions
sitting on top of a flat layer have been understood as groups of atoms belonging to
incomplete bulk planes (y¼ 0.25 in the bulk model [58]). The dot-like features
correspond to a decagonal ring of Al atoms that are part of the 3D cluster units
of the phase, preferentially regrown upon annealing. The layer beneath these rings
originates from closely spaced bulk planes [43].

From all the studies presented above, it appears that surface topmost layers are
bulk terminated. For the selection of the plane as surface termination, a general trend
has emerged: the densest layers containing the highest concentration of low surface
energy elements are preferred surface terminations. A layer can be defined here as a
combination of closely spaced atomic layers separated by less than 1Å. An additional

Figure 4.3 (a) STM images (90 Å� 90 Å) in
the 2-fold Al-Ni-Co surface. The terraces are
made of rows of periodically arranged atoms 4 Å
along the 10-fold direction and separated by
distances L and S. (b) Exp anded view showing
the interior in the L and S sections. L contains

two atomic rows, separated by L2 and S2
distances. S contains one row, at distances of L2
and S2 from the boundary. The sequence of L
and S spacings between rows follows a
Fibonacci sequence. From reference [56].
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factor has to be taken into account for Al-based quasicrystal surfaces. It has been
demonstrated that the surface terminates preferentially at large gaps with the
topmost layers having a large atomic density and a high Al content.

4.2.3
Structure from Reciprocal-Space Methods

Low-energy electron diffraction (LEED) has been of great use to optimize the surface
preparation of CMA samples and to discuss qualitatively the symmetry of the CMA
surfaces and the spacing of the diffraction spots [7, 59–61]. Additional information on
the atomic-scale composition of the surface structure can be gained by using the
LEED optic in a dynamic mode. However, an initial structural model is required for
such analysis. In 1997,Gierer et al.have exploited the full strength of dynamical LEED
analysis (LEED I–V) to investigate atomic structure at the Al-Pd-Mn quasicrystal
surface [28, 62]. Using approximations in LEED theory to accommodate for the
aperiodicity of the sample, it has been demonstrated that the 5-fold surface of the
Al-Pd-Mn quasicrystal consists of a mix of several relaxed bulk-like terminations. A
contraction of 0.1 Å compared to the bulk value of 0.48Åhas beenmeasured between
the two topmost layers. The chemical composition for the outermost layer has been
estimated at 93% Al and 7% Mn, whereas the second layer has a composition
estimated at 49%Al, 42% Pd and 9%Mn. Hence, the overall composition for the two
topmost layers is Al77Pd15Mn8 with a 2D density calculated around 0.136 atoms/
Å2 [28, 62]. This lateral surface density is similar to that of the Al (111) surface. The
spacing between adjacent terminations found through this LEED I–Vanalysis are in
good agreement with the step structure measured by STM [18, 62]. Local atomic
arrangements like pentagonal holes observed by real-space methods have also been
correlated to structural features present on the identified bulk-like terminations.

By means of surface X-ray diffraction, Alvarez et al. [63] concluded that the
annealed 5-fold Al-Pd-Mn sample exhibits an almost perfectly flat surface. From
the angular width of the traverse scan, the lateral domain length is estimated at 380Å,
a value comparable to other perfect surfaces of single crystals [63]. The structural
model used [64] has reproduced nicely the measured Bragg peaks and the surface
signal. From the parameters obtained from the fit, the outermost layer tends to be
contracted and Al and Pd rich compared to the bulk value, a composition slightly
different from the LEED I–V analysis above [28].

Additional studies using complementary probes have demonstrated that the
Al-Pd-Mn quasicrystal surface annealed above 900K is indeed atomically flat and
bulk terminated [22, 65]. The symmetry and the corrugation of the large terraces have
also been analyzed by Barbier et al. [35] and Sharma et al. [66] using He diffraction
patterns (HAS), an extremely surface sensitive technique that directly probes the
reciprocal space of the surface corrugation.

The structural stabilities of the three high-symmetry surfaces (2-, 3- and 5-fold) of
the Al-Pd-Mn sample have been reported by Shen et al. [67] using LEED. The
diffraction patterns recorded for the different surfaces have been compared to X-ray
diffraction data converted to the conditions of the LEED experiment. Interestingly,
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faceting occurs and has only been observed on LEEDpatternsmeasured on the 2-fold
and 3-fold surfaces, which indicate qualitatively that they are less stable than the
5-fold surface. For surfaces annealed between 700 and 900K, no massive lateral
surface reconstruction has been noticed. The comparison with bulk diffraction data
demonstrates that the LEED patterns obtained on the 2-fold, 3-fold and 5-fold surface
are again consistent with expectations from bulk quasicrystalline structure [67].

A similar approach has been taken to investigate the five-fold i-Al-Cu-Fe quasi-
crystal surfaces, sample isostructural to the i-Al-Pd-Mn quasicrystal. Dynamical
LEED analysis performed on the five-fold surface [45] has demonstrated that the
outermost surface layer is Al-rich and the distance between the first two planes is
contracted by 0.1 Å from the bulk value, similar to the 5-fold Al-Pd-Mn surface [28].
The compositions of the two topmost atomic planes are estimated at 90%Al and 10%
Fe, and at 45% Al, 45% Cu, and 10% Fe atoms, respectively. The average lateral
density of 0.14 atoms/Å2 is similar to that of a single plane of Al (111). In the
quasicrystal bulk structure, several atomic planes can be grouped in recurring
patterns. From the LEED I–Vanalysis, the surfaces are found to form between these
groups of closely spaced planes. Good agreement is found between the step heights
measured on STM images and the thickness of the grouped layers favored in
LEED [45].

In parallel to the works performed on icosahedral samples, several groups have
focused their attention on the characterization of the d-Al-Ni-Co quasicrystal sur-
face [46, 49, 68, 69]. Using spot profile analysis LEED (SPA-LEED), it appears that a
single step height of 2.04Å separates terraces on the 10-fold Al-Ni-Co surface. This
value is in agreement with the bulk distance separating 5-fold quasiperiodic planes.
The kinematic model calculations of the diffraction patterns show that the cluster
structure present in the bulk is maintained within the surface region. Whereas the
surface long-range order is consistent with ideally terminated bulk surface, a certain
degree of lateral disorder is present within terraces [68]. On the Co-rich phase of
Al-Ni-Co, dynamical LEED I–Vanalysis has indicated a 10% contraction between the
first two layers (d12¼ 1.84� 0.13Å) and a 5% expansion between the second and
third layers (d23¼ 2.14� 0.14Å) compared to the bulk spacing of 2.04Å. The good
match between the LEED structure and STM images suggests that lateral distortions
are minimal at the surface [49].

Dynamical LEED analysis andHASmeasurements [46] have also been carried out
on the d-Al71.8Ni4.8Co13.4 sample that corresponds to the type-I superstructure phase.
As shown on Figure 4.4, the SPA-LEED pattern exhibits more than 500 diffraction
spots, most of which can be indexed by the basic vectors (bj) that correspond to the
inplane bulk basis vectors. Additional spots appearing around strong diffraction
spots and forming a decagon are identified as superstructure spots. These super-
structure spots are expected in the diffraction pattern of the bulk truncated sur-
face [46, 52]. The superstructures diffraction spots are much broader than the strong
normal structure peaks. Thewidths of these spots are found to vary between different
diffraction orders, an effect explained by the random nature of the tiling of the type-I
structure. Investigation of the surface by HAS suggests an extremely low density of
defects and a low corrugation of the surface. Because the peak positions are identical

166j 4 Surface Science of Complex Metallic Alloys



in HAS and SPA-LEED spectra, the topmost surface layer has a reciprocal lattice
structure consistent with that of a bulk truncated surface [46, 52].

Regarding the 2-fold surfaces ((10000) and (00110)) of the d-Al71.8Ni14.8Co13.4
sample, an 8Å periodicity is measured along the periodic [00001] direction and this
doubling of the lowest possible periodicity in decagonal samples is expected for the
type-I phase [70, 71]. The HAS analysis reveals that both surfaces have a similar
corrugation that remainsmuch higher than on the ten-fold surface. Facets have been
found to develop along the (10000) orientations, which suggests a lower surface
energy of the (10000) surface compared to the (00110) surface [52]. The diffraction
patterns for both surfaces are more consistent with surfaces generated by bulk
truncations.

4.2.4
Structure from Ab Initio Methods

The structure, the stability, and the electronic properties of quasicrystal surfaces have
been investigated using ab intio density functional methods [54, 72]. To perform the
density functional theory (DFT) calculations, the Vienna ab initio simulation package
(VASP) has been used [73, 74]. The structure model of the icosahedral quasicrystal is
derived from the Katz–Gratias–Boudard bulk model. The atomic structure of the 5-
fold Al-Pd-Mn surface is obtained from the icosahedral approximant model. This
surface is cut perpendicular to one of its pseudo-5-fold axis and the position of the
cleavage is chosen so as to create surface layers of high density consistent with
experimental observations. The resulting surface structure is described by a Penrose
P1 tiling that consists of pentagons, rhombi, crowns and pentagonal stars [11, 72].
Most of the tiling vertices coincide with the center of Bergman clusters.

From ab initio calculations performed on slabs models of the surface based on 2/1
and 3/2 approximant structures, surface charge-density minima coincide with P1
vertices and strong charge depletion is sometimes present within pentagonal tiles.

Figure 4.4 SPA-LEED images recordedat 65 and 75 eV electron energy from the ten-foldÅ (00001)
surface. From reference [46].
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Upon structural relaxations, the skeleton of the P1 tilingfixed by TMatoms represent
a stable surface termination, whereas considerable rearrangement of the Al atoms
and relaxations of the interlayer distances occur [72]. Contrary to the XPD and LEED
I–V analysis, the calculated surface relaxation leads to an increase of the interlayer
spacing between the two topmost layers. The calculations suggest also that the
reduction of the density of states (called the pseudogap) at the Fermi level is vanishing
at the 5-fold Al-Pd-Mn surface. Although this is verified experimentally for cleaved
surfaces, it has been shown that the pseudogap is restored for surfaces sputtered and
annealed to sufficiently high temperatures [75]. From the calculated electronic
charge-density distributions, simulated STM images have been generated. They
reproduce the fine details observed on STM images obtained experimentally (see
Figure 4.5). The dark star motifs discussed in Section 4.2.2 are now understood as
resulting from deep charge minima associated with surface vacancies.

The brightness of the white flower center is associated with Mn atoms of reduced
coordination decorating the center of equatorially truncated pseudo-Mackay clusters.
Thus, Al atoms contribute to most of the STM signal while Pd atoms (0.4Å beneath
the topmost layer) are seen as dark spots [38]. The good agreement between
experimental and simulated STM images supports the approach of using approx-
imants to model quasicrystalline surfaces.

Similar calculations have been performed for the 10-fold Al-Ni-Co quasicrystal
surface using the structure of the W-(Al-Co-Ni) approximant phase resolved by
Sugiyama et al. [76]. Along the c-axis, theWstructure can be described as a stacking of
ABA�B layers where A� correspond to A plane only shifted by half a period along the
a-axis and B are puckered layers related to each other by mirror planes. The period
along the c-axis is 8Å.Upon structural relaxation, the changes of atomic positions are
quite minimal and the change of positions of Al atoms is below 0.15Å [54]. There is
no surface reconstruction and both A and B surfaces are stable. Contrary to the work
reported by Ferralis et al. [49], no interlayer relaxation appearswithin the calculations,
a discrepancy probably linked to the reduced size of the model used here. The
electronic structure calculated for the bulk indicates the presence of a pseudogap at

Figure 4.5 (left) Experimental and (right) calculated STM images obtained on the five-fold Al-Pd-
Mn surface. The white flower motif is outlined on both images. From reference [38].
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the Fermi level. This reduction of the DOS at EF seems insensitive to the relative
content of Ni and Co. However, the pseudogap is almost covered at the surface for
both type of surface terminations (A or B). From electronic charge-density distri-
bution, maxima are found on both terminations at transition metal positions. On
termination A, enhance charge density have been calculated between Al atoms that
indicate a significant degree of covalency in the bonding between two Al atoms [54].
As this bonding configuration is also observed in the electronic charge-density
distribution of the bulk, it is thought that it should contribute to the stabilization of
the quasicrystal structure. Simulated STMimages for both types of terminations have
been generated and compared to experimental ones. As for the 5-fold Al-Pd-Mn
surface, Al atoms dominate the STM signal but TM atoms contribute significantly to
the STM current too. The comparison with experimental images shows that only the
smallest structural elements are reproduced in the calculated images [54].

4.2.5
Stability of Alloy Surfaces

We have seen in the previous section that specific planes of the bulk structure are
selected as surface terminations. These planes are characterized by the fact that they
haveahighatomicdensity, containmainly theelementof thelowestsurfaceenergy,and
areseparated fromneighboringplanesby the largest gaps.Wenowdiscuss thepossible
mechanisms leading to the selection of these specific planes as surface terminations.

The driving force is the minimization of the surface free energy Fs. For any
materials, there is a variety of possible mechanisms by which the surface free energy
can beminimized and in general, the surface structure is not simply truncation of the
bulk solid, as the local environment of surface atoms is different from that in the bulk.
In the simple broken-bond approximation, the surface energy equals half the energy
of the missing bonds at the surface and therefore will depend on the surface
orientation. For an fcc crystal, the number of missing bonds is 3, 4 and 5 for
(111), (100) and (110) surfaces, respectively. Therefore, the system may lower its
surface free energy by developing preferential surface orientation. Surface atoms can
also adjust their position to minimize Fs. In some cases, there is some oscillating
behavior in the distance separating two adjacent planes parallel to the surface around
the bulk value d0, whose magnitude typically amounts to a few 10�2 Å. This is called
surface relaxation. In other cases, the crystallography of the surface plane ismodified,
due to the buckling of the surface plane (some atoms will be displaced inwards and
others outwards from the surface plane) or due to the absence of some of the atoms
compared to the bulk termination. In this case, the surface unit cell is different from
what is expected from a perfect bulk truncation. This is called surface reconstruction.

Surface orientation, interlayer relaxation and surface reconstruction can occur
even for simple metals. For alloys, the introduction of different chemical elements
offers additional mechanisms to minimize Fs, through chemical segregation or
selection of planes with specific chemical composition. Surface segregation in alloys
is driven by two main factors. One is the tendency for the element with the lowest
surface energy to segregate at the surface. The other is the ordering tendency of the
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alloy, which depends on the sign and magnitude of the interatomic interactions.
Taking the example of a binary AB alloy, ordered phases are expected if AB bonds are
preferred compared to AA and BB bonds, as atoms of one element tend to be
surrounded by atoms of the other element. In this case, theminority element should
diffuse in the bulk, where the coordination is larger. In the opposite situation, a
tendency to phase separation is expected that will reinforce the segregation phe-
nomena driven by elemental surface energies. Thus, surface segregation of an alloy
constituent ismoderated by the ordering tendency (bond strength) and is expected to
be manifested to a reduced extent in well ordered metallic alloys compared to solid
solutions. A related phenomenon is the observation of chemically driven surface
morphology in ordered binary A3B alloys likeCu3Au, Fe3Al or Cu83Pd17with L12-type
structure. In the cubic unit cell, the majority atoms A occupy the center of the faces
and the minority atoms occupy the edge position. Therefore, along [100, 110]
directions, mixed A-B planes and pure A planes alternate, while along [111] direc-
tions, all planes are mixed A-B. STM images on vicinal surfaces, like Cu83Pd17 (110)
andCu83Pd17 (100), showevidence of step pairing,with pureCu terraces separated by
double steps [77]. This is consistent with the lower surface energy of pure Cu planes
compared to that of mixed Cu-Pd planes. Therefore, the surface free energy is
minimized by selecting only specific planes as surface termination, without recon-
struction, thus satisfying both requirements (ordering tendency and element with
the lowest c at the surface) simultaneously.

WecanmakeaparallelbetweenquasicrystallinesurfacesandsurfacesoforderedL12
alloysmentioned above. Inboth cases, the strategy tominimize the surface free energy
is to select planes containing thehighest concentrationof low surface energy elements
while preserving the bulk structure and associated benefits in terms of interaction
energiesbetween thedifferent species (alloyingeffect).Becauseof theaperiodicnature
of quasicrystals, the selection of preferred terminations leads to a more complex step
sequence compared to the step-pairing mechanism observed for L12 alloys. Recent
studiesofperiodicCMAssuggest that the sameprinciplesdictate the formationof their
surfaces. Like for aperiodic CMA, the surface corresponds to a bulk termination, with
neither reconstruction nor chemical segregation effects, at the price of a step height
selection mechanism in order to select only low-energy planes as surface termina-
tion [39, 62, 78]. This is also true for several pseudo-ten-fold surfaces of orthorhombic
crystals like j0-Al77.5Pd19Mn3.5 (Pnma, 140 atoms per unit cell) [43], T-Al3(Mn, Pd)
(Pnma, 156 atoms per unit cell) and o-Al13Co4 (Pmn21, 102 atoms per unit cell).

4.3
Electronic Structure

4.3.1
The Pseudo-Gap Feature

Initially, the Hume-Rothery rules established a correlation between the crystalline
structure and the valence electron concentration in binary alloys for which atomic
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size ratios and electronegativity differences are small. These empirical rules were
explained latter by Jones within the framework of the nearly free electron model. For
alloys with small atomic size ratios and electronegativity differences, the internal
energy U mainly depends on the band term Eb:

Eb ¼
ð

EFE:NðEÞ:dE ð4:1Þ

In Hume-Rothery alloys, the band term (and thus internal energy) is lowered by
the interaction of the Fermi sphere and Bragg planes. The mechanism is the
following. In the nearly free electron approximation, the scattering of the electronic
states by a Bragg plane defined by the reciprocal lattice vector K opens a gap in the
dispersion relation E(k) at k¼K/2. The magnitude of the gap is a function of the
Fourier component of the potential V(K). Integrating over all directions in k space,
Bragg scattering producesmodulation of the density of statesN(E) compared to the
free electron parabola. If the Fermi sphere is tangent to the Bragg plane, i.e. if
kF�K/2, then EF falls within a minima of N(E) and the band term is lowered as
compared to the free electron case. The dip produced in the density of states at EF
is called a pseudogap. This implies a condition on the number of valence electrons
per atom e/a:

ðe=aÞ ¼
ðEF
�1

NðEÞ:dE ð4:2Þ

Hume-Rothery rules were discovered first for simple sp alloys containing noble
metals and polyvalentmetals. Theywere later extended to alloys containing transition
metals byRaynor (see reference 79 for recent review).Anegative valencewas ascribed
to the transition metal (TM) element, to account for the coupling between sp and d
states. More recent work on transition-metal aluminides by Trambly et al. has shown
that the sp–d coupling contribute to the formation of the pseudogap and leads to a
reinforcement of the number of sp states below the Fermi level [79]. This provides a
natural interpretation of the negative valence associated with transition metals.

A Hume-Rothery-like stabilization mechanism also occurs even for amorphous
alloys. In this case, no reciprocal lattice and no Brillouin zone can be defined.
However, the diffraction pattern of such amorphous systems exhibit relatively sharp
peak in the structure factor S(q) at q¼Kp, related to the short and medium range
order. It can be used to define an isotropic pseudo-Brillouin zone of radius Kp/2. In
real space, this corresponds to ions trying to arrange locally on concentric shells with
sphere distances lF¼p/kF and kF¼ (3p2n)1/3, with n the valence electron
concentration.

Quasicrystals and periodic CMAS are also considered as a special kind of Hume-
Rothery alloy [80]. Although nonperiodic, their diffraction pattern shows sharp peaks
and a pseudo-Jones zone can be constructed from strongly scattering Bragg planes.
Due to the high symmetry of the icosahedral point group, the multiplicity of Bragg
planes is high and the pseudo-Jones zone is almost spherical. This allows a larger
interaction with the Fermi sphere and thus a stronger depletion of N(E) at EF in
quasicrystals compared to simple crystals of lower symmetry.

4.3 Electronic Structure j171



The density of states at EF has been measured in many different CMA by using
various techniques, like specific heat measurements or soft X-ray spectroscopies. A
typical value of N(EF) amounts to about 1/3 of the free electron value for simple sp
metal systems and to 1/10 of the free electron value in sp-d Al-TM systems [81]. The
small values of N(EF) in CMAs have obvious consequences on the physical and
chemical properties of CMA.

In the following, we will discuss the problem of the symmetry break introduced by
the 2D surface on the persistence of the pseudogap up to the top layers.

The surface electronic structure of CMAs has been investigated mainly by using
photoemission spectroscopy. Due to the small inelastic mean free path (imfp) of the
photoemitted electrons (�1 nm), this technique provides information on the valence
band structure in the near-surface region. A clear decrease of the spectral intensity
has been measured in the vicinity of the Fermi cut-off, consistent with the expected
pseudogap feature inN(E). The near Fermi edge spectra can be fitted to quantify the
width and depth of the pseudogap. The experimental intensity is expressed as:

IðEÞ ¼
ð
SðxÞ:f ðx;TÞ;Gexpðx;EÞ:dx ð4:3Þ

where S(E) is the spectral function, f(E, T) is the Fermi function and Gexp(E) is a
gaussian instrumental function. Mori et al. [82] first suggested to approximate the
DOS near EF by a linear function modulated by a lorentzian dip centered at EF to
account for the pseudogap:

SðEÞ ¼ Nðaxþ bÞ: 1� C:C2
L

x2 þC2
L

� �
ð4:4Þ

In this approximation, the pseudogap is thus characterized by a half-width L and a
depth C relative to the normal (linear) DOS. Typical values for CL obtained for
icosahedral and decagonal quasicrystals range from 0.2 to 1 eV, whereas the intensity
at EF represents a 30 to 90% reduction of the estimated normal DOS, in agreement
with specific heat measurements mentioned above.

Valence-bandphotoemission spectra ofAl-TMquasicrystals are usually dominated
by d electrons of the transition metals, and the assumption that the DOS near EF can
be approximated by a linear function is not realistic in some cases, like for the d-Al-Ni-
Co system. This is not the case for i-Mg-Zn-Re (RE: rare earth, e.g. Y, Ho or Er)
quasicrystals, for which the valence band shows a simple sp metal behavior, at least
down to 5 eV below EF. The photoemission spectra show a clear metallic Fermi edge
and a pseudogap feature (Figure 4.6), which were analyzed within the framework of
the nearly free electron approximation by Suchodolskis et al. [83]. The experimental
intensity was fitted using the above expression of I(E) with S(E) expressed as:

SðEÞ ¼ S0ðEÞ 1þPðEÞ½ �;PðEÞ ¼ PgðEÞ ¼ N
xmax�xmin

2
ffiffiffiffiffiffiffiffiffiffiffi
E=E0

p �1

 !
ð4:5Þ

where S0(E) is the normal free-electron DOS, N is the multiplicity of Bragg planes,
E0¼ h2 (g/2)2/2m the free0electron energy at k¼ (g/2), g the reciprocal lattice vector
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corresponding to the Bragg planes, and xmin and xmax are defined by xmin ¼

1� 1þ E=E0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4E=E0 þðD=2E0Þ2

q� �1=2 !
; D¼ 2|Vg| is the pseudogap width and

Vg is the pseudopotential, xmax ¼ 1� 1þ E=E0�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4E=E0 þðD=2E0Þ2

q� �1=2 !
for

E<E0 �D/2; xmax¼ 1 for E0�D/2<E<E0 þ D/2 and xmax¼ 1 þ [1 þ E/

E0�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4E=E0 þðD=2E0Þ2

q� �1=2
for E>E0 þ D/2. An excellent fit of the photoemitted

intensity could be obtained using this nearly free electron approximation with a
pseudo-Jones zone constructed from the 60 equivalent [222100] Bragg planes and
additional twelve [311111] zones. The Bragg planes are selected based on the
matching condition kF¼ (3p2n)1/3¼ 1.49� 108 cm�1� g222100/2¼ 1.53� 108 cm�1

� g31111/2¼ 1.59� 108 cm�1 for i-Mg-Zn-Ho. The Jones zone is depicted in Fig-
ure 4.6 and the excellent fit indicates that the pseudogap in this system is due to van
Hove singularities produced by the [222100] and [311111] families of Bragg planes.

As mentioned earlier, this type of analysis is not as straightforward for CMA
containing transition metals, as the spectral intensity is dominated by TM d states in
the vicinity of EF. Anothermethod used to probe the DOS at EF is core-level XPS. It is
well known that core-level lines in X-ray excited photoemission spectra of metallic
compounds show an asymmetric tail. The asymmetry of the line shape results from
intrinsic energy losses through the excitation of electron–hole pairs, which are
created simultaneously with the core hole. The probability of these processes
decreases rapidly with the electron–hole pair energy. Therefore, the main contribu-
tion comes from low-energy electron excitations across the Fermi level. This implies

Figure 4.6 (Left) Near Fermi edge
photoemission spectra of i-Zn-Mg-Ho recorded
at 86.4 K. The dotted curve represents the
experimental data points. The dashed curve
represents the calculated DOS S(E)
corresponding to a linear DOS modulated by

vanHove singularities produced by the [222100]
and [311111] families of Bragg planes. The full
curve represents the calculated spectra. (Right)
The [222100] and [311111] Jones zone of the
icosahedral phase. From reference [38].
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that the asymmetry of the XPS core-level lines depends on the local DOS at the Fermi
level. Experimentally, the asymmetry parameter is derived by fitting the experimental
function with a gaussian experimental function convoluted with a Doniach–Sunjic
line shape, and a Shirley background is used to account for the emission of secondary
electrons. Experimentally, the asymmetry parameter a is derived by fitting the
experimental function with a Gaussian experimental function convoluted with a
Doniach–Sunjic lineshape, and a Shirley background is used to account for the
emission of secondary electrons:

f ðEÞ ¼ Cð1�aÞ
ðE�E0Þ2 þ c2
� �ð1�aÞ=2 cos

pa

2
þð1�aÞtan�1 E�E0

c

� �� �
ð4:6Þ

A systematic loss of the asymmetric tail of TM 2p core levels has beenmeasured in
CMA like i-Al-Pd-Mn, i-Al-Cu-Fe, j0-Al-Pd-Mn and o-Al6Mn, consistent with the
pseudogap in these Hume-Rothery alloys [75, 84–86].

TheDoniach–Sunjic line shape analysis thus provides an indirectmethod to probeN
(EF). It has been used to investigate the metallic character as a function of the
photoelectron escape depth. By using a tuneable synchrotron light source, it is possible
to adjust the imfp of the photoelectrons which varies according to the universal curve.
Neuhold et al. have used this method and reported an increase in the Al 2p line
asymmetry on the cleaved five-fold surface of the i-Al-Pd-Mn for most surface-sensitive
experimental conditions [87]. This indicates an enhanced metallic character (reduction
of the magnitude of the pseudogap at EF) at the fracture surface of the icosahedral
quasicrystal. It is consistent with a previous report by Ebert et al. on the two-fold fracture
surface of the same alloy.Here, the surfaceDOSwas investigated by scanning tunneling
spectroscopy (STS) [88]. Current–voltage I(V) curves were found to be linear, typical of a
metallic behavior, without any indication of an irregularity in the DOS.

On the other hand, a Doniach–Sunjic line-shape analysis was performed later
using the same i-Al-Pd-Mnquasicrystalline phase but the surfacewas prepared either
by sputtering and annealing or by fracture in UHV [75]. The asymmetry parameter
was derived fromfitting ofXPS core levels as a function of the emission angle in order
to vary the surface sensitivity. The enhanced metallic character was confirmed for
cleaved surfaces. However, it was found that the asymmetry remains as low as in the
bulk even for the most surface-sensitive conditions when the surface has been
prepared by sputter annealing. From these measurements, it follows that the
pseudogap is maintained up to the extreme surface for the thermodynamically
stable terrace/step surface but is smeared out for a rough cleavage surface.

In this section, we have summarized the various experimental approaches that have
been used to identify the pseudogap at the Fermi level and the effect of surface
preparation on the surface electronic structure. Finally, we would like to mention a
related study of the electronic structure of incommensurate 2D superstructures by
angle-resolved photoemission spectroscopy [89]. When Ag is deposited on the Cu(111)
surface, it forms different moir�e superstructures, depending on coverage. Moir�e
structures are frequently observed in metal-on-metal systems presenting a weak
coupling between adsorbate and substrate and presenting a lattice mismatch. In the
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Ag on Cu(111) system (13% lattice mismatch), the Agmonolayer forms a compressed,
out-of-registry �(9.5� 9.5) incommensurate moire superstructure. By contrast, the 2
monolayers thick film adopt a less compressed commensurate (9� 9) moir�e super-
structure. Thus, the question arises why the system favors this incommensurate
structure at low coverage in spite of this lattice compression. Photoemission data
provided evidence that both structures display a filled surface-state band. However, it is
found that a gap is formedat theFermi energyby the interactionwith the surfaceBrillion
zone boundaries only in the case of the incommensurate structure. A crude estimate of
the electronic energy gain showed that this effect can counterbalance the associated
elastic energy. Therefore, the incommensurate structure appears to be electronically
stabilized via a 2DHume-Rothery like effect, which shares some similaritieswith CMA.

4.3.2
Nature of the Electronic States

The electronic structure of 1Dquasiperiodic systemshas been calculated by using the
Fibonacci chain for example. The energy spectrum of such a model Hamiltonian is
found to be singular continuous and the eigenstates are critical, decaying according to
a power law 1/ra, i.e. neither extended over the whole lattice as are the Bloch states in
crystals, nor exponentially localized as in random systems [90]. Numerical studies of
2D quasiperiodic systems using approximants of the Penrose tiling also show the
existence of critical wavefunctions [91]. An argument to explain the existence of
critical states is as follows.We suppose that a wavefunctionyL ismainly localized in a
region of radius L of the Penrose lattice. According to Conway�s theorem for
quasiperiodic lattices, this local environment of size L has some duplicates within
a distance 2L. The wavefunction yL should thus have a probability to exist on this
identical environment [92]. Defining a tunneling factor z between the two local
environments, then y2L¼ z yL and y2nL¼yznL. Introducing L0 ¼ 2nL, we have
yL0 ¼ (L/L0)a yL, explaining qualitatively the power-law decay of the wavefunctions in
a quasicrystal. The electronic structure of realistic quasicrystals has been calculated
using ab initio methods. Since these calculations rely on the Bloch theorem being
valid for periodic systems, only approximants can be treated in this way. Due to
computational limitations, the size of the approximant must be kept below a few
hundred atoms per unit cell. These calculations usually confirm the existence of the
pseudogap at the Fermi level. In addition, they usually predict at electronic bands that
produce afine structure (spikes) in the density of states (see Figure 4.7) [93]. The spiky
peaks in the DOS have a width of 10–20meVand it has been suggested that the spiky
DOS is a consequence of the quasiperiodicity and relates to the existence of critical
states localized by the cluster building blocks.

High-resolution photoemission spectroscopy and point-contact tunneling spec-
troscopy have been performed in an attempt to confirm the spikiness of the DOS.
However, no evidence for spikes in theDOSof quasicrystals andCMAshas ever been
obtained, even using state-of-the-art resolution (5 meV at low temperature). It was
suggested later that the spikiness could be an artifact of the calculations, due to the
absence of convergence with respect to the number of k points in the Brillouin
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zone [95]. However, Widmer et al. recently reported a STS study of the clean five-fold
surface of a i-Al-Pd-Mn quasicrystal at 5.3 K [96]. They showed that when the
tunneling spectra are averaged over surfaces larger than a few nm2, the measured
DOS is smooth and reproduces the wide parabolic Hume-Rothery pseudogap.
However, individual spectra representing the local DOS with subnanometer reso-
lution exhibit a large number of energetically as well as spatially localized peaks.
Localized states have a spatial extent of only 0.5–2 nm, i.e. of the same order of
magnitude as the size of the cluster building blocks. These sharp features in the local
DOS measured by low-temperature STS could be the first evidence of localized or
critical states in a narrow energy window around EF.

Providing full maps of the energy vs.momentum distribution of the valence levels
of solids, angle-resolved photoemission spectroscopy is extremely useful to inves-
tigate the nature of the electronic states in solids. Delocalized electronic states in
quasicrystals have been evidenced in the d-Al-Ni-Co phase by using this method [97].
In the energy range comprised between �2 to �8 eV below the Fermi level, angle-
resolved photoemission spectra recorded on the ten-fold sputter annealed surface
indicate the parabolic character of sp-like states (Figure 4.8). These extended states
form bands that exhibit the same ten-fold symmetry observed in the LEED patterns.
This is an important result. However, it does not rule out the existence of critical
eigenstates and is therefore not contradictory with STS experiments mentioned
above. Clearly, more work is necessary, in particular to establish the nature of the
states at the Fermi level that dominate the transport properties of the alloy. Further
investigation of the nature of the electronic states by angle-resolved photoemission
spectroscopy in periodic CMApresenting local environments similar to those found
in quasicrystals will therefore be of interest in the near future.

Figure 4.7 (Left) Total and integrated calculated DOS of a-Al114Mn24 approximant. (Right)
Corresponding energy bands calculated along high-symmetry lines. From reference [94].
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Other related systems have been studied recently to shed light on the effect of
quasicrystalline order on the electronic states. For example, Moras et al. have
investigated Ag films on GaAs(110) by using angle-resolved photoemission [98].
The grown Ag film exhibits a one-dimensional quasiperiodic modulation, resulting
in a Fibonacci sequence of parallel stripes with two different widths along the GaAs
[001] direction. This system presents the advantage that it ismade of a single element
with a simple sp band structure, whereas quasicrystals aremost often ternary alloys. It
is found that the quasiperiodic modulation gives rise to a complex band structure
along this direction, which displays aperiodically spaced replicas in reciprocal space,
in contrast to the repeated-zone scheme of the electronic bands in crystalline
materials.

4.4
Thin-Film Growth on CMA Surfaces

Thin film growth on quasicrystalline substrates is a very active topic, partly due to the
prospect of forming single-element 1D, 2D or 3D quasiperiodic systems, and partly
due to the possibility of using quasicrystals as templates for building novel nanos-
tructures [52, 99, 100]. Pseudomorphic growth has now been achieved in a limited
number of cases that will be described in Section 4.4.1.3. Many other interesting
phenomena associated with solid film growth have also been observed. This includes
intermixing, surface alloying, twinning of nanocrystals and the quantum size effect
(QSE). All these phenomena will be briefly described in Section 4.4.2. In the
following, we describe the first step of metal thin-film growth on CMA, in the
submonolayer regime, which is characterized by a heterogeneous nucleation
mechanism.

Figure 4.8 Intensity plot of angle-resolved photoemission spectra for d-Al-Ni-Co indicating the
parabolic band-like character of the s-p-derived states. From reference [97].
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4.4.1
Low-Coverage Regime

4.4.1.1 Nucleation Mechanism
All thin-film growth experiments described in this chapter start with a clean well-
ordered CMA surface prepared by sputtering and annealing as described previously.
The films are grown by condensation on the substrate of metal vapor produced by
either Knudsen cells or electron-beam sources, with a base pressure during depo-
sition of typically 2� 10�10mbar. The sources are calibrated and the flux usually
ranges from 10�3 to 10�2monolayer (ML) per second, allowing precise control of the
film thickness from submonolayer coverage up to a few tens of ML.

Precise characterization of the island formation during the initial stage of the film
growth has been performed by the Ames group for Ag deposited on the five-fold
surface of the i-Al-Pd-Mn quasicrystal [101, 102]. The initial stage of the growth is an
important step as it can influence the subsequent development of film morphology.
STM images of the surface exposed to 0.2 ML of Ag show the formation of isolated
islands that are one atomhigh (2Å) above the surface. From these images, it is possible
to extract the average island densityNav by using image analysis tools.Nav (innm

�2) at
0.2ML does not vary significantly with deposition flux, at least for room-temperature
deposition. Classic analysis for deposition on perfect crystalline surfaces shows that if
(homogeneous) nucleation of stable island requires aggregation of i þ 1� 2 diffusing
adatoms, thenNav�Fi/(iþ 2). The flux independence ofNav rules out the possibility of
homogeneous nucleation with critical size i� 1 on the quasicrystal surface. This
indicates that nucleation occurred preferentially at specific trap sites intrinsic to the
quasicrystalline surface. The temperature dependence of the Ag-island density at 0.2
ML has been further derived from variable temperature STM data. It appears thatNav

is also independent of the temperature up to 300K, but then decreases abruptly. This
indicates that nucleation is dominated by trap sites up to 300K.

A model has been developed by Unal et al. [102] to understand the dependence of
island density on temperature and flux. First, the potential energy surface of an Ag
adatom was determined by calculating the binding energy of Ag as a function of its
position on the substrate. Itwas found that this potential-energy landscape is complex
and several local configurations frequently identified in STM images correspond to
strong bonding sites. Then, a rate-equation analysis is performed that incorporates
among other parameters the density of strong bonding trap sites, the trap energy
reflecting the additional binding energy at trap sites, and the critical nucleus size (i)
above which islands are stable at trap sites. The temperature and flux dependence of
the island density can be recovered by the model for parameters corresponding to
binding energy of adatoms in the critical clusters significantly higher at trap sites than
at free terrace sites. It was also found that the critical size i must be significantly
greater than 1 and the bestfit is found for i¼ 5, corresponding to stable 6 atom islands
at trap sites. This value precisely corresponds to the number of atoms forming the
so-called starfish islands that have been identified by STM for Al on i-Al-Cu-Fe [103,
104]. The identification of the trap sites for different adsorbates onCMA surfaces will
be discussed in the next section.
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For Ag deposition above 300K on five-fold i-Al-Pd-Mn, the trap sites are not so
efficient and they are not saturated under these conditions. Experimentally, it is
observed that the island density varies across terraces [105]. This feature could have
several origins, such as a variation in terrace width, variation of the Erlich–Schwoebel
barrier (which is the additional energy barrier associated with diffusion of an adatom
down a step) that could depend of the step height bordering a specific terrace, or the
density of trap sites across terraces. However, rate-equation analysis suggests that the
island density is most strongly influenced by the effective diffusion barrier in this
case. It is indeed reasonable to expect some variation in terrace diffusion on
icosahedral quasicrystals, because adjacent terraces display small differences in
atomic density and chemistry. Similar terrace-dependent nucleation has been
reported for example in Al, Sn, or Bi thin films grown on the five-fold surface of
i-Al-Cu-Fe, but the origin of the dependence could not be ascertained. In general, a
combined experimental and computational approach provides a much deeper
understanding of the nucleation and growth of metal thin films on CMA surfaces.
However, the latter has been possible only in recent years, thanks to the development
of specific models (like the disordered bond network model) which are able to take
into account the structural complexity of CMA surfaces.

4.4.1.2 Identification of the Trap Sites
At submonolayer (ML) coverages, the use of scanning tunneling microscopy has
been crucial to identify preferential nucleation sites on CMA surfaces. Adsorption of
Buckminsterfullerenemolecules (C60) has been carried out on the five-fold surface of
the Al-Pd-Mn quasicrystal surface [106]. The choice of this molecule is motivated by
its geometry, which displays hexagonal, andmore importantly, pentagonal facets that
matches the symmetry of the aperiodic substrate. In addition, the cage diameter of
the molecule is in good agreement with the height of pentagonal hollows present on
the substrate and referenced as dark stars in Section 4.2.2. Upon adsorption, there is
no evidence for islands formation or for step-edge decoration by C60 molecules. The
formation of hexagonal over layers observed, while dosing C60 on Al(111) is also not
present in this case [107]. At 0.065 ML, the C60 molecules can be grouped into three
classes depending on their apparent heights. These height differences could be
explained by molecules bonding in hollow sites (topographical origin) and/or to
different atomic species (Al/Mn atoms) in the surface. As demonstrated by Schaub
et al. [18], pentagonal hollow sites are aligned along a Fibonacci pentagrid. Hence, if
one multiplies the distance between two dark stars by the golden number t or a
multiple of t, then the resulting distance should locate another such pentagonal
depression. Using high-resolution STM images, it has been possible to locate several
such pentagonal hollow sites on the dosed surface. From the local-scale relationships
evident between adsorbate–pentagonal hollow site and adsorbate–adsorbate, the
nucleation site has been tentatively assigned as the dark stars present on the five-fold
Al-Pd-Mn quasicrystal surface [106].

The same adsorption sites are populated by Al adatoms upon adsorption on the
five-fold Al-Cu-Fe surface, sample isostructural to the icosahedral Al-Pd-Mn quasi-
crystal.When adsorbed on the surface, Al atoms diffuse across terraces and drop into
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pentagonal hollow sites where they become trapped. Five additional adsorbates are
stabilized in the periphery of this central trapped atom. The positions of the five
surroundingAl adatoms are very near to Al quasilattice sites, i.e. the site that would be
occupied by Al atoms present in the upper plane in the bulk model [103]. The island
density being independent of the deposition flux also points towards an inhomoge-
neous nucleation. At 0.04ML, these 6-atom clusters formpentagonal island �dubbed�
starfish [103]. These pseudomorphic islands of identical orientation and dimension
across terraces are monoatomic in height with an edge length equal to 5.1� 0.2Å,
which is consistent with the edge lengths of the dark stars. These experimental
observations and the identication of the dark stars as preferential sites are also
supported by kinetic Monte Carlo simulations [104] presented in Section 4.4.1.1.

A second preferential adsorption site has been identified on the five-fold icosa-
hedral surface. It corresponds to the so-called �white flower� motifs discussed in
Section 4.2.2. At 0.25 ML, a remarkable degree of alignment is observed between
individual Si adatoms and aperiodically spaced lines derived from a Fibonacci
pentagrid [108]. The FFTand autocorrelation have been calculated fromSTM images
where only adsorbates have been selected by thresholding the images. The ten-fold
FFT displays rings of spots whose radii are related to each other by powers of the
golden ratio. These observations indicate the formation of an ordered quasiperiodic
array of Si adatoms. The 2D autocorrelation function calculated from the thresholded
images shows a spatial correlation of adsorbates over distances of at least 130Å. The
atomically resolved substrate around the adsorbates reveals that Si adatoms sit in
the center of equatorially truncated pseudo-Mackay clusters, i.e. in the center of the
�white flower.� This conclusion is further supported by comparing simulated and
experimentally derived radial distribution functions [108].

Recently, Smerdon et al.have shown that Bi adatoms preferentially decorate �white
flower� sites [109]. Upon deposition at low submonolayer coverages (0.13ML), the
formation of Bi pentagonal island (resembling those reported on the i-Al-Cu-Fe/Al
system) is observed. Starfishmade of 5 Bi adatoms point in the same direction on the
surface and exhibit an edge length equal to 4.9� 0.2Å. This Bi arrangement is
qualitatively comparable with the Pb starfish formed on the same substrate [110].
However, as shown elsewhere [111], 10 atoms are required to stabilize Pb pentagonal
island. From FFT calculations, the pentagonal Bi island are shown to be quasiper-
iodically distributed on the surface. This suggests that adatoms nucleate on sites that
are themselves quasiperiodically distributed on the substrate. From a comparison
between experimental and simulated STM images, it has been possible to super-
impose a Penrose P1 tiling on images of the dosed surface. While all dark stars fall in
pentagons pointing down on the tiling, almost all Bi clusters occupy pentagonal tiles
pointing in the opposite direction. Thus, adatoms decorate tiles withMn atoms in the
surface plane. From a thorough inspection of STM images (where both the under-
lying surface and the Bi adatoms are resolved) and from the above analysis, truncated
pseudo-Mackay clusters are proposed as nucleation sites [109].

As has been presented above, two main adsorption sites related to truncated
clusters have been identified and their preferential decoration is adsorbate specific.
This unique feature to CMA surfaces offers the opportunity for surface patterning.
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4.4.1.3 Pseudomorphic Layers
This section presents the pseudomorphic growth of single element onCMAsurfaces.
The term pseudomorphic defines a situation where the adlayer deposited adopts the
structure of the CMA substrate [9]. The first pseudomorphic layers were reported by
Franke et al. [112] while depositing Bi and Sb on the five-fold Al-Pd-Mn and ten-fold
Al-Ni-Co quasicrystal surfaces. The growth mode of both adsorbates has been
monitored using a HAS apparatus and the deposition has been calibrated to the
known coverage of the Bi monolayer on GaAs (110). The adatom densities on the Al-
Pd-Mn andAl-Ni-Co surfaces aremeasured as (0.9� 0.2)� 1015 cm�2 and (0.8� 0.2)
� 1015 cm�2, respectively, and match the density of Al atoms in the two quasicrystal
surfaces [112]. To investigate their atomic structure, high-quality Bi and Sb mono-
layers have been prepared by deposition at 573K (above the multilayer desorption
temperature) followed by subsequent annealing to 823K for Sb monolayers. The
LEED and HAS measurements reveal that Bi and Sb monolayers are highly ordered
with a very low defect density and both adopt a quasicrystalline structure. From the
HAS analysis, it was concluded that the monolayers have a corrugation higher than
the clean surfaces and this has been recently confirmed by STMmeasurements [109].
Similarly, Bi adsorption has also been carried out on the icosahedral Al-Cu-Fe
sample [113]. At submonolayer coverage and for room-temperature deposition, the
diffusion across terraces is inhibited due to a strong Bi-adsorbate interaction. Local
pentagonal motifs formed by five Bi adatoms have been observed by STM. In
addition, the ten-fold FFTcalculated from STM images and the unmodified RHEED
patterns suggest that Bi grows quasiperiodically up to onemonolayer on the Al-Cu-Fe
surface [113]. At 523K, terrace diffusion is activated and the formation of Bi island is
observed by STM. The sticking coefficient is drastically reduced at this dosing
temperature. In the submonolayer regime, Bi coverage is terrace dependent. This
was interpreted as a direct consequence of an inhomogeneous density of trap sites on
terraces. Upon further deposition, a smooth wetting layer is obtained with an
intrinsic roughness higher than for the clean surface. The RHEED patterns recorded
on the monolayer are consistent with a pseudomorphic adlayer [114]. Similarly, a
smooth film of height equal to one half of the Sn bulk lattice constant has been
obtainedwhendosingSnon the same surface. FromSTM images, calculatedFFTand
autocorrelation functions, it has been suggested that Sn grows in a pseudomorphic
manner; hence the monolayer exhibits a quasicrystalline structure [115].

The Al-Pd-Mn and Al-Ni-Co surfaces have been successfully used as templates to
grow quasiperiodic lead monolayers [110, 116]. In the first case, the Pb monolayer
self-assembles via a network of pentagonal island/starfish in the temperature range
of 57–653K (see Figure 4.9a). The density of the film is estimated at 0.09 atom/Å2

from XPS measurements. Contrary to the previous works reported [109, 112], the
monolayer roughness is comparable to that of the clean quasicrystal surface.
Atomically resolved STM images and LEED patterns show that the structure of
the Pb adlayer is quasiperiodically ordered. Here, the Penrose P1 tiling derived from
the monolayer is t inflated compared to the tiling observed on the clean surface [11].
Upon further deposition, the sticking coefficient is drastically reduced and only one
monolayer can be adsorbed on the quasicrystal surface. UPS and STSmeasurements
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reveal that the Pbmonolayer exhibits a pseudogap in the density of states at the Fermi
level [110]. Due to the reduced chemical complexity, this study makes it possible to
correlate the quasiperiodic structure of the film with the formation of the pseudogap
atEF. In a similarmanner, only one Pbmonolayer can be deposited on the ten-fold Al-
Ni-Co surface due to the sticking coefficient of Pb vanishing after completion of the
first wetting layer. The adlayer adopts a quasiperiodic structure, as is evident from
LEED and STM measurements. Upon annealing the Pb film to 600K, its structural
quality is improved but pores develop on the terraces (12� 2% of the surface) [116].
Adsorption of C60molecules on the surface has demonstrated that these pores are Pb
containing.

The growth of rare gases has been investigated using LEED and the grand
canonical Monte Carlo method (GCMC) [118–120]. The adsorption of Xe on the
ten-fold Al-Ni-Co surface has been monitored and adsorption isobars have been
obtained by maintaining a fixed Xe pressure while changing the temperature of the
sample and recording LEED frames [118]. These isobars indicate that Xe adatoms
grow in a layer-by-layer fashion for at least thefirst two layers in the temperature range
60–80K. The half-monolayer heat of adsorption has beenmeasured at 250� 10meV,
consistentwithXe adsorption on othermetal surfaces.Using dynamic LEEDanalysis
and FFT calculated on a model structure of hexagonal islands, it has been demon-
strated that the second layer consists of five different rotational domains of a
hexagonal structure. The location of the diffraction spots is consistent with the
Xe–Xe nearest-neighbor distance. Hence, the structure of the second layer is
consistent with Xe(111) and the (111) plane is parallel to the surface plane [118].
From the background intensity and the absence of new diffraction spots in the LEED
patterns, it has been suggested that the first monolayer might be quasiperiodically
ordered. GCMC simulations have shown that, at low coverage, atoms are localized
preferentially in the deepest parts of the computed Xe surface potential, which

Figure 4.9 (a) STM image of the 5-fold surface of the Al-Pd-Mn after deposition of 0.2 ML of Pb
(180Å� 180 Å). (b) STM image of the 5-fold surface of the Al-Pd-Mnafter depositionof 5.5MLof Cu
(100Å� 100 Å).From references [110] and [117].
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reflects the substrate symmetry. Upon completion of the first monolayer, the Fourier
transform of the film remains ten-fold symmetric.With the second layer formed, the
inplane structure is now six-fold symmetric [120], in agreement with the LEED
analysis [118]. In addition to experimental observations, the calculations indicate that
the transition from epitaxial 5-fold to 6-fold ordering is temperature dependent
(development of the bulk Xe earlier at higher temperature). It is also mentioned that
stacking faults occur in the multilayer films at all temperatures [120].

The growth of a pseudomorphic single element multilayer film has been achieved
bydepositionofCuon the5-foldAl-Pd-Mnquasicrystal surface [117].Using LEEDand
STM, the initial growth up to 8 ML proceeds in a layer-by-layer manner. Above 4 ML,
the structure observed by STM consists of rows aligned in five directions (see
Figure 4.9b). As shown by height-profile measurements, the inter-row distances in
each domain form quasiperiodic sequences having short (S¼ 4.5� 0.2Å) and long
(L¼ 7.3� 0.3Å) separations. The mutual ratio of these two separations (L/S) ap-
proaches the golden mean. Because atomic resolution has been limited along the Cu
rows, structural informationhas beenextracted fromLEEDmeasurements carried out
at 85K [121]. The sharp LEED patterns with a low background exhibit streaks that are
periodically spaced and present in five directions.Within the streaks, diffraction spots
are quasiperiodically spaced and commensurate with those observed on the clean
surface. The presence of the streaks indicates a periodic structure along the Cu rows,
i.e. in the direction perpendicular to the quasiperiodic ordering. From momentum-
transfer measurements combined with STM observations and Fourier transform
simulations, it has been found thatCu atoms are organized periodicallywith a nearest-
neighbor distance of 2.5� 0.1Å along the aperiodically spaced rows [121]. A similar
structure type has been obtained while dosing Co on the 10-fold Al-Ni-Co and the
5-fold Al-Pd-Mn surfaces [122]. STM and LEED analysis point towards a quasiper-
iodically modulated row structure composed of domains of aperiodically spaced Co
rows having a periodic lattice parameter along the rows of 2.5� 0.1Å [122].

In parallel, ab initio calculations have been performed to investigate the structure
of Sn, Bi, and Sbmonolayers on afive-foldAl-Pd-Mn surface [123]. These calculations
have shown that unsupported quasiperiodic monolayers are unstable and triangular
or square arrangement of atoms in a plane are preferred. As explained in Section 4.2.4,
the surface structure can be understood in terms of a Penrose P1 tiling with vertices
fixed by transition-metal atoms. Potential-energy mapping obtained for the three
adsorbates shows the importance of the P1 skeleton for the stabilization of a
quasiperiodic monolayer. Apart from surface vacancies present in the topmost
plane [72], adatoms preferentially decorate vertices of the P1 tiling (binding energies
of � 4 eV/atom) then midedge positions of the tiling and Mn atoms exposed at the
surface. The decoration of these sites leads to a quasiperiodic layer with a density equal
to � 0.09 atoms/Å2, which is in agreement with experimental results [112]. The
diffraction pattern calculated exhibits a pseudodecagonal symmetry. Upon relaxation,
while the monolayer skeleton based on the P1 tiling is found to be stable, the atomic
decoration inside the tiles differs from adsorbates and appears partially distorted. Due
to the relatively large size of Bi atoms, partial occupancy of the center of the pentagonal
tiles, for instance, are requested to improve the structural model [123].
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An identical approach has been used to study the adsorption of atoms from groups
one to three of the Periodic Table [124, 125]. It has been found that the adsorption
energies scale with the valence of the adatoms. While binding on top of Al substrate
atoms appears relatively weak, adsorbates bind more strongly in quasiperiodically
distributed charge density minima and surface vacancies. As in the case of a Na
monolayer, adatoms trapped in surface vacancies are not considered in the quasi-
periodic overlayer. In addition, the site-dependent differences in the binding energies
tend to decrease with increasing adatom size [125]. These preferential adsorption
sites derived from potential-energy landscape are located at the vertices of a DHBS
tiling (decagons (D), hexagons (H), boats (B) and stars (S)). Based on this tiling, an
idealized quasiperiodic adlayer would have a density close to 0.066 atoms/Å2.
Starting with a quasiperiodic structure based on the P1 tiling, upon relaxation
adatomswithin themonolayers spontaneously rearrange in a quasiperiodic structure
based on the DHBS tiling. It is interesting to note that the decagonal tiles coincide
with the white-flower motif. In addition to the strong binding of the adatoms to the
substrate, Kraj�ci et al. have shown that the size of the adatoms and the overlayer
density play a crucial role in determining the stability of the quasiperiodic ordering of
the adsorbed monolayer [125]. From the above criteria, it is predicted that adatoms
with an atomic size of 3.7� 0.4Å can form a dense quasiperiodic overlayer of density
equal to 0.066 atoms/Å2, equivalent to 0.5ML coverage. Hence, Na, Ca, Y, La and
most rare-earth elements appear to be good candidates for the formation of highly
regular quasiperiodic monolayers based on the DHBS tiling [124, 125].

4.4.2
Multilayer Regime

4.4.2.1 Twinning of Nanocrystals
With increasing coverage, most of the elements adsorbed on quasicrystalline
surfaces tend to recover their own structure. However, thick films retain some of
the symmetry elements of the substrate on which the growth started, though at a
mesoscopic scale. This is evidenced by the formation of n-fold twinning of nano-
crystals, where the index n depends on the substrate symmetry [126]. For example, a
thick film (10ML) of Ag deposited on the five-fold surface of the i-Al-Pd-Mn consists
of fcc nanocrystals with dense (111) planes parallel to the surface plane. The lateral
dimension of the Ag crystallites is of a few tens of nanometers, and they have five
different possible orientations with respect to the substrate, rotated by 2p/5 from
each other. In the case of the p-10f surface of the approximant, the LEED patterns
indicate that the Ag nanocrystallites are formed according to two distinct orientations
relative to the substrate, rotated by �12� around their [111] growth axis.

The orientation relationship between the metal and the CMA substrate can be
explained by the coincidence of densely packed atomic rows common to the substrate
and the adsorbate. Within the 5-fold plane of the quasicrystalline surface, the most
densely packed directions are defined by a set of five 2-fold axis separated by 36�. In
this case, the most densely packed rows ð½1�10�Þ in the fcc(111) plane cannot coincide
with the dense directions of the 5-fold substrate because a 36� rotation is not
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commensurate with a 60� rotation. Therefore, the Ag islands should occur in five
different domains, rotated by 36�, again in agreement with experiments. Within the
(a, c) plane perpendicular to the pseudo-10-fold axis of the orthorhombic phase, high-
density atomic rows can be found along the ½10�1� and ½�10�1� directions. The angle
between these two directions is 108.4�. Dense atomic rows of Ag fcc (111) planes are
aligned along these dense rows of the pseudo-10-fold plane, thus Ag nanocrystals
appear according to two different orientations rotated by 11.6�, consistent with the
experiment. Note that the Ag(111)/p-10f-j0 interface looks very similar to that
observed for fcc (111)/bcc (110) interfaces with the Kurdjumov–Sachs orientation
relationship (fcc½1�10�//bcc½�111� or bcc½1�11�). This is actually not surprising consid-
ering the close similarity between the angle formed by high-density atomic rows in
bcc(110) and p-10f-j0 substrates, i.e. 109.47� and 108.4�, respectively.

The formation of n-fold twinning of nanocrystals has been observed inmany other
systems, like Al, Ag, Bi or Xe on d-Al-Ni-Co; Ag, Al, Co, Fe, Ni or Bi on i-Al-Pd-Mn; Bi
or Sn on i-Al-Cu-Fe. Bilki et al. have investigated the crystal/quasicrystal interface
using molecular dynamics, taking Al on the ten-fold surface of d-Al-Ni-Co as an
example [127]. Thismodel considers the dynamics of adatoms constrained tomove in
a plane located at some distances above the substrate surface. Adatom–adatom and
adatom–substrate interactions are accounted for by a simple Lennard-Jones potential
and the equations of motion are solved numerically to reach the lowest-energy
configurations. It is found that the structural mist between adsorbate and substrate
leads to the formation of nanoscale crystalline domains that are aligned along the
distinct symmetry direction of the quasicrystal. Increasing the strength of adatom-
adatom interactions with respect to adatom–substrate interactions promotes the
formation of six-fold symmetric crystalline patches. The optimal domain size of
the crystals appears to be dominated by a competition between lattice strain and
substrate energy. Indeed, lattice strain builds up with increasing domain size due to
the structural mismatch. Therefore, there is a competition between lattice strain and
substrate energy that determines the optimal domain size. Experimentally, the typical
size of the domains deduced from LEED patterns or STM images ranges from a few
nm to a few tens of nm.

4.4.2.2 Intermixing and Alloying
In the above, we have considered a sharp interface between the quasicrystalline
substrate and the film.However, intermixing and/or alloying sometimes occur upon
metal deposition on CMA surfaces. Shimoda et al. first reported the formation of an
AuAl2 or PtAl2 surface alloy after annealing Au or Pt thin films (500K) on the ten-fold
surface of d-AlNiCo [128]. The surface composition and the film structure were
investigated by XPS, RHEED and XPD and were found to be consistent with ten
different domains of AuAl2 or PtAl2 alloy (fcc, CaF2 structure type) exposing their
(110) surface. Each domain appeared to be aligned along the high-symmetry
directions of the substrate, resulting in a ten-fold twinning of crystalline alloys.
Intermixing occurs already at room temperature in the case of Ni or Co deposited on
the five-fold surface of i-Al-Pd-Mn, based on SEI, LEED and Auger spectroscopy
measurements. Weisskopf et al. proposed a model in which Al from the substrate
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diffuses toward the surface to form an Al-TM (TM¼Ni or Co) alloy with CsCl-type
structure [129, 130]. This leads to an Al-depleted interface and a consequent phase
transformation at the interface. Five cubic domains exposing their (110) faces parallel
to the surface are formed. This is similar to the phase transformation induced by
preferential sputtering mentioned earlier. Again, these domains are azimuthally
rotated by 72� with respect to each other and are aligned with high symmetry
directions of the icosahedral substrates. Upon further Co deposition, bcc Co grows
epitaxially on the Al-Co domains. Therefore, the five-fold twinning in the Co film is
mediated from the substrate through the formation of a twinned interfacial alloy.
More complex structure appears upon low-temperature annealing of Cu thin films
grown on the five-fold surface of i-Al-Pd-Mn or i-Al-Cu-Fe [131, 132]. In both cases, a
five-fold twinning of c-Al4Cu9 (110) domains is observed. This phase is a Hume-
Rothery alloy with physical properties intermediate between a simple metal and a
quasicrystal, and as such it could be used as an interface buffer layer to enhance
adhesion between a quasicrystal coating and a metal substrate.

More generally, metal deposition on CMA surfaces and subsequent low-temper-
ature annealing can lead to the formation of alloys at the surface. These alloys are
neighboring phases of the initial CMA in the phase diagram and they usually present
rotational epitaxy within the surface plane with the CMA substrate.

Interfaces are regions of high energy compared to the bulk, where atomic positions
need to be adjusted on both sides of the interface to accommodate the two different
lattices. How to describe interfaces and how nature minimizes the interface energy
between a periodic and a quasiperiodic lattice is important in many aspects and can
be described in termsof coincidence of reciprocal lattice site or locking into registry of
the two half-crystal atomic structures. A review on some of these aspects concerning
interfaces between quasicrystals and crystals has been published recently [133] and
we will not discuss these matters further in this chapter.

4.4.2.3 Electron Confinement
In this section, we describe the influence of electronic confinement (resulting from
an interface effect) on the growth mode of metal thin films on CMA substrates.
Electron confinement in systems having at least one dimension smaller than the
electron coherence length leads to the formation of electron standing waves, which
are not observed in macroscopic systems. These quantum-well states (QWS) were
first identified by Janklevic et al. in tunneling experiments through Pb thin films of
various thicknesses ranging from 20 to 100 nm, sandwiched between oxide
layers [134]. The tunneling conductance exhibited a set of oscillations, with an
energy spacing between peaks that decreases with increasing thickness. They
interpreted their result in terms of standing-wave states obtained by requiring nodes
of the wavefunction at the boundaries of the metal film. This is equivalent to saying
that the electron momentum k normal to the film surface should satisfy k¼ np/Nd,
with n and N integers and d the lattice spacing, thus making a connection with the
period of the oscillations and the film thickness. Later, Schulte et al. predicted that the
work function, Fermi energy, charge spilling, and electron density should oscillate as
a function of film thickness [135]. They have simply used a jellium model in these
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calculations. More-refined models have been proposed since then, in order to take
into account the finite potential barrier at both the film/vacuum and film/substrate
interfaces, but the general picture remains the same [136, 137]. Electron confinement
in thin films, in the direction perpendicular to the surface, produces QWS whose
number andpositionwith respect to the Fermi level oscillatewithfilm thickness. This
is clearly seen in photoemission spectra, and is well documented for a number of
systems including metal on metal and metal on semiconductor systems. Because
most properties depend directly on the electron density of states at the Fermi level,
theywill also oscillatewithfilm thickness. Someof themost visual evidence for such a
quantum size effect is the formation of �magic� or preferred island heights and the
self-organization of the metal layer into these heights, reported for example in Pb on
Si(111).

The formation ofmagic island heights has been reported recently for severalmetal
thin films grown on CMA substrates, like Ag or Bi on i-Al-Pd-Mn, i-Al-Cu-Fe or d-Al-
Ni-Co [114, 138, 139]. For Ag on i-Al-Pd-Mn, the roughness of the film at 1 ML
coverage was found to be extremely high at room temperature, with Ag island
forming needle-like structures 4 to 5 atoms high. Slightly increasing the deposition
temperature (365K) drastically affects the film morphology (Figure 4.10). Under
these conditions, most of the Ag islands have a height corresponding to the stacking
of 4 atomic layers. Similar observationsweremade forBi thinfilms grownon i-Al-Cu-
Fe, i-Al-Pd-Mn and d-Al-Ni-Co at room temperature. STM images show the forma-
tion of Bi crystallites with sharp edges and flat tops with a thickness of 13Å or a
multiple of this height, corresponding to the stacking of 4 atomic planes. Immedi-
ately after deposition, one sometimes observe islands of irregular shapes with a
thickness of 6.5 Å (2 atomic planes), but these islands quickly reshape spontaneously
into more stable 13Å thick islands.

Figure 4.10 STM images (243� 243 nm2) of a 1ML Ag film on the five-fold surface of i-Al-Pd-Mn,
deposited at 300 K (top) and 365K (bottom). Most of the islands are 4 atoms high. From
reference [99].
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Inmetal onmetal ormetal on semiconductor systems, the confinement barrier for
the electron is ensured by the image potential at the vacuumside, andby a relative gap
in the electronic structure at the interface side.While the existence of a gap is obvious
for semiconductor substrates, the gap for metal substrates is symmetry dependent
(i.e. noble metals usually exhibit a relative gap in their electronic structure along
the [111] direction). In the case of the CMA substrate, the origin of the confinement
has been ascribed to either the pseudogap in their electronic structure or to an
incompatibility of the point-group symmetries that the wavefunction should satisfy
across the boundary. In any case, photoemission studies of Ag films grown on
quasicrystalline surfaces indeed reveal the existence of quantum-well states and
confirm the interpretation of magic island in terms of quantum size effects.

4.5
Adhesion, Friction and Wetting Properties of CMA Surfaces

Quasicrystals are complex metallic alloys exhibiting long-range atomic order but no
translational periodicity, which reveal remarkable mechanical properties, such as low
friction, highhardness, low surface energy, andhighwear resistance [1]. Thediscovery
of these remarkable mechanical properties has led to several applications for these
materials as thin films, coatings, sinters, and fillers for composites. Commercializa-
tion of these materials, of course, has additional requirements, such as reliability and
low cost. From the point of view of fundamental studies, the role of periodicity and
aperiodicity in friction and surface energy is particularly interesting, and has attracted
broad interest in the field of surface chemistry and tribology. In this section, we focus
on the fundamental aspects of mechanical properties of CMA surfaces, including
quasicrystals and particularly the intrinsic relationship between these remarkable
mechanical properties and the unique aperiodic atomic structure. We outline recent
experimental results on thewetting, adhesion and frictionproperties ofCMAsurfaces.

4.5.1
Wetting Properties

Wetting refers to the contact between a liquid and a solid surface caused by the
intermolecular interactions of the two contacting media. Wetting phenomena are
quantified by measuring the contact angle – the angle at which the liquid/vapor
interface meets the solid/liquid interface. If wetting is favorable, the contact angle
will be low, and the fluid will spread to cover a larger area of the surface. It is known
that the equilibrium shape of the droplet results from the balance of the surface
tensions (as shown in the inset of Figure 4.11), which obey Young�s equation [140]:

cSV ¼ cL cos qþ cSL ð4:7Þ
where the terms cL, cSV,cSL are the surface tension of the liquid, the surface tension of
the solid (in the presence of the liquid vapor) and the interfacial tension between solid
and liquid, respectively.
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Anomalously large values of the contact angle of water droplets were observed on
quasicrystal surfaces. In ambient air, contact angles of water droplets for a quasi-
crystal of high lattice perfection, like an annealed single-domain icosahedral Al-Pd-
Mn quasicrystal, are in the range 90� < h< 100�, whereas pure aluminum metal
shows values around 70� [141].

It was found that the contact angle increases as the quasicrystalline surface is
exposed to air. Figure 4.11a shows the contact angle q (top part) and cosq (bottom
part) versus time elapsed in ambient air after polishing a sintered sample of
orthorhombic Al-Cu-Fe-Cr approximant of the decagonal phase in pure water,
showing that surface energy decreases as the oxide layer gets thicker. It was also
shown that the surface energy is associatedwith the electronic partial density of states
based on X-ray photoelectron spectroscopy results. Figure 4.11b shows the plot of
surface energy as a function of [Al 3p density of states (n)/thickness of oxide (t)]2

measured on the various specimens prepared with different compositions, revealing
the linear relation between WH2O (adhesion energy of water) and (nAl3p/t)

2. Within
experimental accuracy, two classes ofWH2Odata are shown.One data set corresponds
to Al-Cu-Fe specimens while the other set relates to the Al-Cr-Fe(-Cu) system. This
trend can be associatedwith aweak contribution of Fe 3d states at the Fermi energy in
Al-Cu-Fe, but a stronger contribution of Cr and Fe 3d states in Al-Cr-Fe(-Cu).

Unlike water droplets, the contact-angle measurement with liquid metal droplets
on thin polycrystalline films of decagonal Al13Co4 showed little difference in the

Figure 4.11 (a) The plot of the contact angle q
(top part) and cos q (bottom part) versus time
elapsed in ambient air measured on
orthorhombic Al-Cu-Fe-Cr approximant of the
decagonal phase. The inset shows the contact
angle of a liquid droplet wetted to a rigid solid
surface [141]. (b) Variation of the reversible
adhesion energy of water,WH2O, as a function of
the Al concentration in the samples (inset) or

(n/t)2, where n is the Al 3p partial density of
states at Fermi energy and t is the oxide
thickness. The two straight lines are for
specimenswith different 3d states contributions
at the Fermi energy. The line with the largest
slope corresponds to Al-Cr-Fe samples whereas
the other is for Al-(Cu, Fe) specimens. From
reference [141].
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contact angles as compared to the crystalline aluminum films, within experimental
error [142]. This discrepancy is probably associated with the polar nature of water
dipoles that give rise to electrostatic image forces induced by the dipoles of the water
molecules. Experimental results on wetting behavior of water are in agreement with
the model based on the electrostatic force suggested by Dubois [143].

4.5.2
Atomic-Scale Adhesion Properties of Complex Metallic Alloys

Quasicrystal surfaces also exhibit low adhesion properties that are associated with
low surface energy. In this section, we show recent results of work on the adhesion of
various complex metallic alloys under different conditions (surface modification,
oxidation, nature of contact) that were obtainedwith atomic forcemicroscopy and the
mechanical continuum model.

Many factors can influence surface energy and surface adhesion, making the
understanding of adhesion surface phenomena such as friction and adhesion quite
complex [144]. Thus, it is important to characterize these mechanical properties at a
well-defined interface in a well-controlled environment, such as an oxide- or hydro-
carbon-free interface, obtainable in ultrahigh vacuum (UHV). The nature of the
interface formed by the mechanical contact also plays a crucial role in determining
atomic-scale mechanical properties. Depending on whether the bonds formed across
an interface are weak or strong, the volume properties or the interface chemistry may
dominate the tribological behavior. Thus, while in the elastic (reversible) regime the
interaction between the tip and surface can be described by continuum models that
predict the relationship between friction, adhesion and applied load. On chemically
active surfaces strong bonds can be formed such that displacements of one surface
relative to the other produce damage (plastic, or irreversible deformation). In these
circumstances it is difficult to separate plastic effects originating from the creation of
slippage in subsurface planes when critical loads are reached, from effects associated
with bond rupture at the surface. Hence, the elastic regime offers a more straight-
forward interpretation of experimental data. Oneway tomake the elastic regimemore
accessible, experimentally, is to weaken surface adhesion by passivating either the
surface or the probe with an adsorbed molecular layer that exposes relatively inert
chemical groups.Modifying the surface or tip with an adsorbate allows us to delineate
the influence of chemical modification on adhesion properties.

4.5.2.1 Continuum-Mechanics Models
Previous experiments with well-characterized surfaces carried out in ultrahigh
vacuum (UHV) have shown that the relation between the contact area and the
applied load can be described by the Derjaguin–Muller–Toporov (DMT) [145, 146] or
the Johnson–Kendall–Roberts (JKR) model [147], depending on the adhesion energy
and on the hardness of the contacting materials. These two models have been
developed as approximations for the elastic behavior in two opposite extremes, one
for soft and adhesive materials, and the other for hard and poorly adhesive ones. Any
real situation is of course intermediate between these two extremes [148, 149].
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Friction appears to scale with load in proportion to the area of contact as predicted
for a continuous, elastic, single asperity contact. That is, Ff¼ t.A, where, Ff is the
frictional force, A the contact area, and t the shear strength (shear force/area). In
DMT and JKR models, the area (A) can be described as:

AJKR ¼ p

�
3R
4E	

�2=3

Lþ 3pcRþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6pcRLþ 3pcR2

ph i2=3

ADMT ¼ p

�
3R
4E	

�2=3

½Lþ 2pcR�2=3
ð4:8Þ

whereR is the tip radius, L the applied load, c the interfacial energy per unit area (also
known as the work of adhesion), and E	, the combined elastic modulus of the two
materials, given by E	 ¼ ½ð1�n21Þ=E1 þð1�n22Þ=E2��1, where E1 and E2 are their
Young�s module and n1 and n2 are the Poisson ratios.

The pull-off force is related to the work of adhesion. In the JKR and DMTmodels,
the effective value of c is given by Lc/(1.5pR) or Lc/(2pR), respectively, where Lc is the
adhesion force. To decide whether the behavior is closer to that predicted by DMTor
JKR, an empirical nondimensional Tabor parameter t¼ (16R c2/9E2z0

3) [13], can be
used. In this formula, z0 is the equilibrium spacing of two surfaces (roughly an
atomic distance), and empirically, it is found that the JKR model is a good approx-
imation when t> 5, while DMT is more appropriate when t is less than 0.1.

4.5.2.2 Adhesion on Clean and In-Situ Oxidized Quasicrystal Surfaces
AFM is a good probe of adhesion. The adhesion force can be obtained by measuring
the force–distance curve or approach–retraction curve as shown in Figure 4.12a [150].
The approach curve is the plot of the vertical cantilever bending versus the displace-
ment of the rear end of the cantilever base. Figure 4.12b shows examples of
force–distance curves measured on the clean or oxidized quasicrystal surfaces.
During retraction of the AFM probe, at point A, the probe snaps out of contact with
the surface. At this point, the tensile load equals the adhesion force of the tip–sample
junction. Thus, the difference in force betweenA andB (free position) is attributed to
the adhesion force.

Force–distance curves were measured in the middle of the terraces with TiN or
W2C-coated cantilevers. The adhesion force was found to be 1.02� 0.12 mN
(Figure 4.12b). The error corresponds to the standard deviation ofmultiple measure-
ments [151]. UsingW2C-coated cantilevers of the same spring constant (48N/m) the
adhesion force was found to be 1.07� 0.15 mN. In another series of measurements
with W2C-coated cantilevers with a spring constant of 11.5N/m, a value of
0.85� 0.09mN was obtained. Variations in adhesion force are likely caused by
differences in parameters such as cleanliness and tip radius, which are difficult to
control. The radius of the tip was determined to be �150 nm from field-emission
scanning electron microscopy carried out after a friction measurement. For a purely
elastic tip–sample contact, the measured pull-off forces would correspond to a work
of adhesion of 1.14 J/m2 and 1.51 J/m2 with the tip radius of 150 nm based upon the
DMT and JKR models, respectively. As we will discuss later, however, this value is
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overestimated, since inelastic deformation of the tip–sample contact is certainly
taking place during rupture of the contact. Similar observations of a large work of
adhesion have been reported by Enachescu et al. for adhesion between aW2C tip and
clean Pt(111) in UHV [152]. In that work, c was measured to be 12–16 J/m2,
significantly above the range of 2 to 10 J/m2 that is expected from the range of
surface energies for single elemental metals.

Figure 4.12b also shows two force–distance curves obtained on the oxidized
surface. As the oxygen exposure is increased, the pull-off force decreases from
1070 nN on the clean surface to 450 nN after an exposure of 200 L of oxygen and
remains saturated thereafter up to one thousand Langmuirs. The air-oxidized
surface, however, shows amuch smaller pull-off force of 55 nN. The rapid decrease
of adhesion force in the early stages of oxidation correlates with the disappearance
of the 10-fold LEED spots after an exposure of 10 L, and is associated with the
saturation of a chemisorbed layer of oxygen and subsequent formation of a thin
oxide film.

4.5.2.3 Adhesion Measured in the Elastic and Inelastic Regime
For a clean surface, inelastic deformation occurs at all accessible loads. However, a
crossover between the regimes of elastic and inelastic deformation can be observed
for the ethylene-passivated 10-fold quasicrystal, as a function of the applied pressure.
It appears that the tip–sample contact undergoes the transition from elastic to
inelastic regime at a threshold pressure of 3.8–4.0GPa as shown in Figure 4.13 [153].
The adhesion remains constant with pressure in the elastic regime, but increases by a
factor of five after crossing into the inelastic regime, which can be explained as due to

Figure 4.12 (a) Scheme of adhesion
measurement using a force–distance
curve from atomic force microscopy.
(b) Force–distance curves measured on the

10-fold Al-Ni-Co clean decagonal quasicrystal
surface, after 200 Langmuir exposure of oxygen
and after air oxidation. From reference [151].
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strong chemical interactions between tip atoms and exposed atoms of the substrate
where the passivating hydrocarbon molecules have been displaced.

Another interestingway tomonitor the transition fromelastic to inelastic contact is
by passivating the AFM probe with chemically inert organic molecules [154]. It is
shown that a hexadecane thiol layer is effective for this purpose, causing the adhesion
force to decrease to 180 nN on the clean 2-fold surface, lower than that obtained with
the nonpassivated probe by a factor of 2. The adhesion force as a function of applied
load is shown in Figure 4.13b. As can be seen, the adhesion force for passivated tips
remained lowwhen themaximumapplied loadwas below 200 nN, andwas about two
times higher for higher peak loads.

4.5.2.4 Adhesion on Air-Oxidized Quasicrystal Surfaces
The adhesion force between the Tin coated tip and 2-fold and 10-fold Al-Ni-Co
surfaces after �short air oxidation� (several hours in air) followed by UHVcleaning is
45 nN and 40 nN, respectively. Based upon the DMTmodel, the work of adhesion
between the tip and the 2-fold and 10-fold surfaces is 0.045 J/m2 and 0.04 J/m2,
respectively. These values of the work of adhesion decrease after �long air oxidation�
(several months in air), to 0.02 J/m2. We attribute this to an increase in oxide
thickness and/or changes in chemical composition of the oxide during long-term
aging. The latter value of the work of adhesion, 0.02 J/m2, is consistent with the work
of adhesion reported for an air-oxidized icosahedral Al-Pd-Mn quasicrystal,
0.024–0.025 J/m2. The latter value was derived from measurements with macro-
scopic tribological tools. The comparable results validate the mutual relevance of
these two very different types of measurements. The trend of reduced adhesion

Figure 4.13 (a) Plot of adhesion force as a
function of applied load measured on ethylene
passivated 10-fold Al-Ni-Co quasicrystal
surface. In the elastic regime, up to an applied
load of 600 nN, the adhesion force is 13 nN. It
increased up to 70 nN in the inelastic regime.

(b). Adhesion force as a function of peak applied
load, at a sample bias of 0 V measured on the
two-fold Al-Ni-Co decagonal surface. Open
circles represent data for the passivated tip, and
closed squares the unpassivated tip. From
references [153] and [154].
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values with increasing oxide thickness is also consistent with wetting experiments on
quasicrystalline surfaces (Figure 4.11a).

The adhesion forces of various complex metal alloys with air oxides were
measured. Five single-grain CMA samples were examined: 2-fold and 5-fold surfaces
of i-Al-Pd-Mn quasicrystals, a 2-fold surface of the j0-Al-Pd-Mn approximant, and
2-fold and 10-fold surfaces of d-Al-Ni-Co [155]. A sixth sample, polycrystalline Al, was
obtained by depositing an aluminum film (thickness of 500 nm) onto a Si(100) wafer.
Prior to AFM/FFMmeasurements, the sampleswere oxidized in ambient air at room
temperature.

For quantitativemeasurements of friction and adhesion forces, it is crucial to have
constant cantilever parameters, such as spring constant and tip radius. For this
reason, the same cantilever was used for the whole series of friction measurements.
To check whether or not the radius of the tip remained constant, friction was
measured as a function of load on a reference sample before and after each set of
friction measurements. The same friction values and lateral resolution were mea-
sured on the reference sample, confirming that the spring constant and tip radius
remained constant throughout the experiments. The adhesion forces of the samples
were �17–25 nN. In Table 4.1, the values of adhesion force, and work of adhesion
(using a tip radius of 150 nm) for different samples are listed. The results indicate that
the adhesion mainly depends on the nature of aluminum oxide formed on the
complex metallic alloys or aluminum surface.

4.5.3
Atomic-Scale Friction Properties

Anomalously low coefficients of friction were revealed on quasicrystalline materials
sliding against diamond and steel by Dubois et al. [156]. An explanation of this effect
has been sought ever since. Understanding it is important in order to unravel the
basic physics of friction and to facilitate practical applications. The most intriguing
possibility is that the low friction is related to the exotic atomic structure of the bulk
material [157]. In general, frictional energy dissipation measured under such
conditions includes contributions from such diverse factors as the breaking of
chemical bonds, generation of point defects, interactions with wear debris, phase
transformations near the sliding track, and in crystalline materials by creation of
dislocations and propagation of slip planes in specific crystallographic directions. It
has been suggested that some of these factors play a role in the observed low friction
coefficients of quasicrystals. In this section, we review the recent studies on atomic-
scale frictional properties on quasicrystal surfaces.

4.5.3.1 Friction-Measurement Apparatus – FFM and Tribometer
Various techniques have been used to elucidate the friction properties of quasicrys-
tallinematerials.Here,we discuss two tribological techniques, pin-on-disk andAFM/
FFM, which yield tribological data at the macroscale and nanoscale, respectively. In
earlier studies, macroscopic techniques such as the pin-on-disk tribometer was
utilized to reveal tribological properties on quasicrystalline materials [158, 159]. The

194j 4 Surface Science of Complex Metallic Alloys



pin-on-disk tribometer apparatus consists of a �pin� in contact with a rotating disc. In
a typical pin-on-disc experiment, the coefficient of friction is continuouslymonitored
bymeasuring the friction forcewith force sensorswhile thefixed load is applied to the
pin–sample contact. As wear occurs, the friction coefficient changes due to chemical
interactions between the pin and the surface.

The atomic and friction force microscope (AFM/FFM) has been used more
recently to address the atomic scale origin of friction due to the nanometer size
of the tip–sample contact area. A schematic of AFM/FFM is shown in Figure 4.14. In

Table 4.1 Adhesion forces between 2-fold and
10-fold Al-Ni-Co surfaces and a TiN-coated tip,
measured in various states, such as clean, in-situ
oxidized, air-oxidized, and ethylene-passivated.
The table also shows adhesions of other CMA
surfaces (2-fold and 5-fold surfaces of i-Al-Pd-

Mn quasicrystals, a 2-fold surface of the j0-Al-
Pd-Mn approximant) and that on Al film for
comparison. Work of adhesion is estimated
with DMT or JKR model, and tip radius of
150 nm. From references [150] and [155].

Types of
surfaces

Surface conditions Adhesion force
(mN)

Work of adhesion
(J/m2)

Mechanical
regime

Pt(111) clean 10 12(DMT)� 16
(JKR)

Inelastic

10-fold d-Al-
Ni-Co

clean 0.7� 0.2 0.7 (DMT)� 0.9
(JKR)

Inelastic

200 L oxygen in-
situ

0.4� 0.1 0.4 (DMT)� 0.5
(JKR)

Inelastic

ethylene passivat-
ed (high load)

0.07� 0.01 0.07 (DMT)
� 0.09 (JKR)

Inelastic

ethylenepassivated
(low load)

0.013� 0.002 �0.013 (DMT) Elastic

short air oxidized 0.04� 0.012 �0.04 (DMT) Elastic
long air oxidized 0.02� 0.004 �0.02(DMT) Elastic

2-fold d-Al-Ni-
Co

clean 0.35� 0.08 0.35 (DMT)� 0.5
(JKR)

Inelastic

clean surface-with
passivated probe
(high load)

0.4� 0.05 0.4 (DMT)� 0.5
(JKR)

Inelastic

clean surface-with
passivated probe
(low load)

0.17� 0.03 0.18(DMT)� 0.22
(JKR)

Elastic

short air oxidized 0.045� 0.01 �0.045(DMT) Elastic
long air oxidized 0.02� 0.004 �0.02(DMT) Elastic

Approximant
Al-Pd-Mn

long air oxidized 0.025� 0.01 �0.025(DMT) Elastic

5-fold i-Al-Pd-
Mn

long air oxidized 0.02� 0.005 �0.02(DMT) Elastic

2-fold i-Al-Pd-
Mn

long air oxidized 0.02� 0.005 �0.02(DMT) Elastic

Polycrystalline
Al

long air oxidized 0.02� 0.004 �0.02(DMT) Elastic
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AFM, a sharp tip is brought into contact with a surface, which causes normal bending
(z-deflection) of the cantilever supporting the tip (Figure 4.14a). If the tip is then
shifted with respect to the sample (or vice versa), the cantilever is also twisted. The two
deformations (lever bending and lever twisting) can be detected by a laser beam,
which is reflected from the rear of the cantilever into a four-quadrant photodetector.
The normal force acting on the cantilever can be deduced from the normal signals
acquiredwith the photodetector ((A þ B)–(C þ D) inFigure 4.14a), provided that the
spring constants of the cantilever and the sensitivity of the photodetector are known.
Figure 4.14b shows a friction loop for a uniform surface. At the beginning of the
scanning, the tip sticks on the surface because of stiction (static friction), and the
lateral signal changes linearly with the lateral displacement (x) until the tip slides over
the surface. As the tip starts sliding (in the regime of dynamic friction), the lateral
signal becomes constant. The friction signal is simply the �gap� between the lateral
signals from tracing and retracing, as shown in Figure 4.14b.

4.5.3.2 Friction on Atomically Clean and In-Situ Oxidized Quasicrystal Surfaces
The first measurements of tribological properties in UHV, where the oxide could be
truly circumvented, were carried out in the laboratory of AndrewGellman.His group
employed a tribometer in which two clean surfaces of identical structure, compo-
sition, and history could be brought into contact. They found that the friction
coefficient between a pair of clean, single-grain 5-fold Al-Pd-Mn surfaces was half
of that between a pair of crystalline Al-Pd-Mn approximant surfaces (as shown in
Figure 4.15a). Here, the Al-Pd-Mn approximant had a cubic-based structure that was
a clear contrast to the icosahedral Al-Pd-Mn surface, but the chemical compositions
were reasonably similar. It was found that adsorption of oxygen or water on the 5-fold
surface of i-Al-Pd-Mn resulted in a decrease of friction force by about a factor of
2 [158]. Mancinelli et al. found that adsorption of oxygen or water on a crystalline

Figure 4.14 Schematic of (a) atomic force microscopy (AFM) and (b) scheme of friction
measurement.
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approximant caused a decrease of the same magnitude (Figure 4.15a) [160]. In these
experiments contacts were probably inelastic, although that was not determined.
These results showed that surface oxidation inhibits friction, but that this inhibition
is not unique to quasicrystals.

Similar frictional behaviors at the nanoscale contact were revealed by Park et al.
who carried out AFM/FFMmeasurement on the atomically clean 10-fold decagonal
Al-Ni-Co quasicrystal surfaces [151]. Figure 4.15b also shows the friction force as a
function of oxygen exposure at an applied load of 1000 nN. Friction forces decreased
rapidly in the early stages of oxygen adsorption (100 L) and became saturated after a
200 L dose. This is entirely consistent with previous tribological measurements on
the 5-fold i-Al-Pd-Mn quasicrystal surfaces.

4.5.4
Friction Anisotropy

Several observations of friction anisotropy in elastic and reversible contacts have been
attributed to the degree of registry commensurability between two solids as a
function of sliding angle [161, 162]. Efficient energy dissipation through phonon
generation normally requires atomic-scale instabilities, where atoms suddenly
�jump� or �slip� from metastable to stable configurations. In the case of wearless

Figure 4.15 (a) Friction coefficients
measured between the surfaces of pairs of
Al48Pd42Mn10 approximants (filled symbols)
and between pairs of Al70Pd21Mn9 quasicrystals
(open circles) as a function of the exposure of
the surfaces to O2 and then H2O. (b) Plot of
friction forces as a function of oxygen dosing

measured on 10-fold Al-Ni-Co quasicrystal
surface, showing the rapid decrease in friction
that saturates at high exposures in vacuum.
Only after air oxidation is a substantial decrease
in friction observed. From references [151]
and [160].
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friction, the forces between atoms across the contact are normally relatively weak
compared to the interatomic forces within each solid. If this is not the case, then
irreversible contacts with inelastic deformation and atom transfer are likely, as we see
for unpassivated contacts between anAFM tip and a clean quasicrystal surface. These
weak forces normally result in gradual, adiabatic displacements of contact atoms
from their equilibriumpositions and little phonon generation. Evenweak interaction
potentials, however, can exhibit nonadiabatic �stick-slip� behavior for periodic
contacts, while incommensurability inhibits phonon excitation at the sliding inter-
face, and hence can lead to low friction forces.

4.5.4.1 Friction Anisotropy of Clean 2-Fold Al-Ni-Co Surface
In order to investigate the role of surface structure, it was desirable to probe periodic
and aperiodic atomic arrangements nearly simultaneously. To this end, Park et al.
used a 2-fold surface of the decagonal Al-Ni-Co phase, since it presents both periodic
and aperiodic atomic arrangements. The atomically resolved STM image of the 2-fold
Al-Ni-Co surface revealed the presence of atomic rows along the 10-fold direction
with an internal periodicity of 0.4 nm, as shown inFigure 4.16a. Along the orthogonal
axis in the surface plane, the spacing between the rows followed a Fibonacci sequence
with inflation symmetry [56]. As shown in Figure 4.16b, a series of experiments were
carried out to explore friction anisotropy as a function of scanning direction. In a

Figure 4.16 (a) Schematic model of a
decagonal Al-Ni-Co quasicrystal, showing the
orientation of decagonal and two-fold planes.
The 2-fold plane is periodic along the 10-fold
direction and aperiodic along the 2-fold
direction (b) Torsional response of the
cantilever measured as a function of scanning
angle on the two-fold surface of the Al-Ni-Co
decagonal quasicrystal at zero external load. The

torsional response was higher along the
periodic direction than along the aperiodic
direction. The solid line shows the calculated
torsional response with scanning angle for an
elliptical anisotropy factor (ratio of torsional
response) of 8. The current at the sample bias of
1.0 V was measured at the same time as
torsional response. From reference [154].
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conventional scanning force microscope, friction is measured by scanning the tip
along the surface perpendicular to the cantilever axis. The torsional response of the
cantilever is then proportional to tip–sample friction, and the normal load applied to
the tip–sample contact is not affected by friction. In an optical deflectionAFM, a laser
beam reacted off the cantilever surface close to the tip measures changes in the
cantilever slope. Torsional and normal slope changes are proportional to frictional
and normal forces acting on the tip, respectively. Rotating the scan angle relative to
the cantilever axis introduces complications, since frictional forces nowmodulate the
normal load applied to the contact, and the optical deflection signals show a mixed
response to normal and frictional forces.

Friction measurement on the two-fold Al-Ni-Co surface revealed high friction
anisotropy, with friction being 8 times higher along the periodic direction than along
the aperiodic direction [55]. Figure 4.16b shows the torsional response of the
cantilever as a function of scanning direction at an applied load of 0 nN. The overlaid
curve shows the calculated torsional response as a function of rotation angle
assuming an elliptical friction anisotropy ratio of 8, consistent with the measured
variation of the friction in a previous, more limited experiment. Figure 4.16b shows
the current measured simultaneously with torsional response. In the elastic regime,
conductance is a convenient way to check for constancy of the contact area. In this
experiment, the conductancewas constant within 5%, indicating that the contact area
was invariant with scanning angle.

Why is the friction force higher in the periodic than the quasiperiodic direction?
Ever since low friction was first discovered in quasicrystals, incommensurability has
been considered as a possible cause. In this experiment, however, the TiN tip is of a
different material and probably amorphous, and hence should be incommensurate
in both periodic and aperiodic directions. Registry is therefore unlikely in any
scanning direction. However, periodic stick-slip has frequently been reported for
AFM contacts between a periodic surface and an amorphous tip. The two-fold
decagonal quasicrystal surface does allow us the unique opportunity to slide the
same tip across a chemically identical surface, changing the degree of order by
changing direction. The observation of significant friction anisotropy adds weight to
the notion that order plays a significant role in wearless friction.

The two strongest options are electronic and phononic friction, i.e. energy
dissipation via excitation of electron–hole pairs or phonons, respectively. Direct
creation of electron–hole pairs has been invoked as amechanism of frictional energy
dissipation, and both experimental and theoretical efforts have beenmade to address
the importance of this dissipation channel. The other mechanism is phononic
friction, in which vibrations of the surface atoms are excited and subsequently
damped by energy transfer to the bulk material through the propagation of phonon
modes and in metals also by electronic excitations. Phononic friction is a stronger
candidate than electronic friction, since studies show that it generally dominates
electronic friction. The excitation and propagation of phonons along the aperiodic
direction could be inhibited by phonon gaps, leading to low energy dissipation. Such
gaps are predicted theoretically [163], but have not been observed experimentally for
quasicrystals.
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4.5.4.2 Friction Anisotropy After Surface Modification
The torsional anisotropy discussed in the previous section could be influenced by
surface modifications. For example, it was found that the friction anisotropy
measured with a passivated AFM probe dropped by half to 3 to 4 after exposing
the surface to 100 L of ethylene gas, as shown in Figure 4.17a [154]. In this
experiment, ethylene exposure was performed by backfilling the chamber to a
pressure of 4.0� 10�7 Torr at room temperature. No ordered structures were formed
on this surface, as shown by LEED. The decrease in the friction anisotropy suggests
that the anisotropy of the clean surface arises from short-range interactions between
tip and surface. In a different experiment it was shown that the friction anisotropy
disappeared completely when the surface was oxidized by exposure to air.
Figure 4.17b shows the torsional responsemeasured on a surface oxidized by several
months exposure to air. The thicker oxide layer is more effective at screening the
interaction responsible for the anisotropy than the ethylene monolayer.

4.5.4.3 Low Friction of Quasicrystals and Its Relation with Wetting and Adhesion
Quasicrystal surfaces appear to have low adhesion based on AFM in UHV. Wetting
experiments with polar solutions also show that the contact angle is high, compared
to the crystallinematerials, and it depends on the electronic nature of quasicrystalline
materials and oxide thickness. There are evidences that the low surface energy of
quasicrystalline material is related to the quasiperiodic atomic structure. Low
friction, as revealed with a tribometer or AFM/FFM, can be attributed (at least in
part) to low adhesion because the lower adhesion decreases the effective applied load,
and therefore decreases the contact area and friction forces.

AFM/FFM studies on two-fold decagonal quasicrystal surfaces revealed the strong
friction anisotropy. The degree of friction anisotropy depends on the ordering of the
surface structure. We argue that this friction anisotropy cannot be due to adhesion,
but rather is probably due to anisotropic phonon excitation cross sections at the
sliding interface. Hence, it would appear that two different fundamental factors
contribute to low friction at quasicrystal surfaces: low adhesion (mainly an electronic
effect) and inefficient phonon excitation (a dynamic effect).

Figure 4.17 (a) Torsional response versus applied load measured on 2-fold Al-Ni-Co quasicrystal
surface with the molecule-passivated AFM probe (a) after exposing the surface to 100 L of ethylene,
and (b) after short air oxidation. From reference [154].
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The relative importance of these two factors will depend upon the conditions of
sliding and the type of comparison that is being made. In comparisons among clean
metals, or between metals where the clean surface is exposed by wear, the dynamic
factor will contribute most in elastic contacts; adhesion must play an increasing role
in inelastic contacts.

4.6
Conclusion

From the general overview on the surface structure of quasicrystals and periodic
CMAs presented in this chapter, it is clear that they are structurally similar to what
could be expected from simple bulk terminations, at least when the surface is
prepared by sputtering and annealing inUHV.No indication of chemical segregation
or surface reconstruction are present in the available dataset. This result is a priori
surprising and is achieved via the selection of specific planes as surface terminations.
These planes are characterized by their high atomic density and their high content in
the lowest surface energy element.

Nucleation and growth on CMA are strongly affected by the complex potential
energy surface experienced by an adsorbate. Strong adsorption sites have been
identified on the surface, which act as traps for diffusing adatoms. Heterogeneous
nucleation of island at these specific sites appears to be quite general on CMA
surfaces. Trap sites are quasilattice sites corresponding to truncated 3D clusters and
are quasiperiodically distributed on the surface. Therefore, there is a possibility that
CMAsurfaces could beused as templates to grow self-organized arrays of nanometer-
sized islands under specific growth conditions. For some specific adsorbates like rare
gases of low melting point metals, a quasiperiodic order develops in the first
monolayer. These films are model systems for studies of the structure–property
relationships, independently of the chemical complexity usually associated with
CMA. Such opportunities have not been fully investigated and represent a new area
for future research. Other interesting phenomena in thin-film growth on CMA have
been reported in this overview, including the occurrence of a self-selection of particle
size in crystalline thin films or the existence of quantum size effects manifesting at
room temperature or even above.

The complex atomic ordering of CMA has important consequences on their
surface properties. One characteristic of quasicrystals and periodic CMAs is that they
exhibit a pseudogap in their electronic density of states at the Fermi level. We have
seen that the pseudogap feature persists up to the top surface layers. In addition,
bandgaps in the phonon density of states have also been predicted theoretically,
although this has not been confirmed experimentally. These peculiarities of CMA
surfaces have some influence on their adhesion and friction properties. In particular,
we have argued that the strong friction anisotropy measured by AFM on the two-fold
decagonal quasicrystal surface is probably due to anisotropic phonon excitation at the
sliding interface, while their low adhesion is related to the electronic structure.
Friction in the elastic regime is a matter of energy dissipation and we have seen that
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both the electronic and phononic structure contribute to the low frictionmeasured on
CMA surfaces. Other surface mechanisms relying on energy dissipation, like
chemical reactions in heterogeneous catalysis, might also be unusual compared to
normal metals.
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5
Metallurgy of Complex Metallic Alloys
Saskia Gottlieb-Schoenmeyer, Wolf Assmus, Nathalie Prud�homme,
and Constantin Vahlas

5.1
Introduction

The availability of single crystals is very important for the understanding of the
physical and chemical properties of materials. Measurements performed on single
crystals in a specific orientation allow for a much better interpretation of the results.
This holds especially for complex metallic alloys with their complicated structure.
Therefore, availability of single crystals is the key for the understanding of these
compounds and crystal growth is an essential topic for groups working in this
researchfield. In this chapterwe follow today�s interpretation of a crystal: allmaterials
that have sharp Bragg or Laue reflections are crystalline. This interpretation enables
the inclusion of quasicrystals, whereas the old definition – crystals have a three-
dimensional periodic ordering of building blocks (unit cells) – excludes this quasi-
periodic ordered interesting group of materials.

On the other hand, the availability of reliable deposition processes to produceCMA
coatings andfilms on top of various substrates opens up an avenue to a large variety of
applications of CMAs: corrosion-resistant coatings, light absorbers, tribological
applications, and so on. It is therefore critical to set up such processes, with the
view that complex shapes are a key to many such applications. Besides thermal spray
techniques, or physical vapor depositionmethods, magnetron sputtering, and so on,
which are hindered by unavoidable shadow effects, new chemical vapor deposition
techniques are now available to perform deposition on complex surfaces. The second
part of this chapter reports on the progress made along this line to obtain CMA thin
films frommetal gaseous precursors, a challenge that so far had not been met in the
literature.
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5.2
Basic Concepts of Crystal Growth

For the understanding of crystal-growth transport, surface kinetics and capillarity are
important topics and should therefore be discussed. In a crystal, the atoms or
molecules are incorporated at specific lattice sites, whereas the startingmaterial – the
constituents of the compoundor the polycrystalline compound itself–donot have the
specific well-ordered structure of the CMA. Most of the CMA single crystals are
grown from a liquid state – a melt or a solution.

The constituents have to be transported to the growth front from the bulk melt,
where they are incorporated into the crystal. In case of noncongruent melting
behavior or solution growth the nonincorporated material must be transported away
from the growth front to avoid a local stoichiometry change of the melt near the
crystallization front. During incorporation, the latent heat of crystallization becomes
free and this energymust be also transported away from the growth front, so that the
interface of the growing crystal remains in �thermal equilibrium.� The quotation
marks show that at thermal equilibriumno phase change would happen and a crystal
would never grow – but we have to stay near the thermal equilibrium.

After the transport of the atoms ormolecules to the interface of the growing crystal
theymust be incorporated at the correct lattice position. Therefore, surface kinetics is
the next process that controls crystal growth. The crystals grow preferentially at kink
positions or dislocations, as the deposited atoms havemore binding partners at such
positions. This is the second transport process during the growth of crystals. The
third topic, which is important for the growth, is named capillarity. This means that
the melting/solidifying temperature of the melt depends on the curvature of the
interface as described by the Gibbs–Thomson relation

DT ¼ Tm�T ¼ 2cTm

L
� 1
r

ð5:1Þ

Tm is themelting temperature of a flat interface, T is the real melting temperature,
c surface tension, L is the latent heat and r is the curvature of the interface.

For most measurements on CMA compounds large crystals are necessary. Large
means at least large in comparison to lattice distances, or,more concrete, severalmm
in size. For the growth of large crystals homogenous growth conditions are necessary.
Therefore, a cellular or dendritic interface must be avoided as crystals with good
quality grow best from a planar growth front. Therefore, capillarity is of lower
importance and transport plays the dominant role.

Far away from the interface of the growing crystal transport is performed by
convection and diffusion, but at the interface within a boundary layer of thickness d
the transport is governed by diffusion only and is described by the diffusion
equation

Dr2u ¼ du
dt

ð5:2Þ
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This diffusion equation describes both thermal and compositional diffusion,
where D is the appropriate diffusion coefficient, u the temperature or composition
and t the time [1].

The boundary condition at the interface can be described by

DðruÞInterface ¼ �kv ð5:3Þ

where (Du)Interface is the thermal or compositional gradient at the interface, v the local
(interface) velocity and k the temperature rise associated with the latent heat from
crystallizing a unit volume, or in the case of material diffusion the amount of the
rejected – not incorporated –material when crystallizing the unit volume. This is of
especially high importance in case of noncongruent melting behavior, solution
growth or materials with high impurity content.

From this equation the high importance of the ratio D over v, which is named
diffusion length, can be seen clearly: It is the length over which the temperature or
chemical potential field can be made uniform in the vicinity of the growth front.

For the growth of large crystals the diffusion length should therefore be macro-
scopic. All crystal-growth experiments of CMAs with the aim of large crystals should
be performed in such away that the diffusion length during thewhole growth process
remains macroscopic.

Here, between the growth of metals with a high thermal diffusivity and insulators
(e.g., oxides) with a low thermal diffusivity have to be distinguished. Metals have a
thermal diffusivity D� 0.1–1 cm2/s. This means that at �normal� growth rates of
10�3 cm/s the thermal diffusion length ismacroscopic. For rapid growth v� 10 cm/s
D/v becomes small, the heat flow occurs on a local scale at the growth front and the
result is a dendritic growth pattern that should be avoided for the growth of large
CMA crystals.

Now, material diffusion should be discussed. The mass diffusivity in liquids and
melts is considerably smaller (D approximately 10�5 cm/s) than the thermal
diffusivity. This means that even at growth rates of v¼ 10�3 cm/s the diffusion
length is 10�2 cm. The result is that the material that is rejected by the growing
crystal accumulates in the boundary layer at the growth front. The composition
near the interface of the growing crystal changes during growth. This has to be
avoided.

To summarize: for crystal growth, thermal diffusivity andmaterial diffusivitymust
be compared. For the growth of CMAs the bottleneck is due to the high thermal
diffusivity of metals and the low material diffusivity always the mass diffusivity. The
next step is to reduce the growth velocity to values so that the diffusion length remains
macroscopic.

The only way to solve the problem of the microscopic diffusion length is to reduce
the growth velocity. This is necessary in such growth runs where a high amount of
material must be transported away from the growth front. This is always the case for
solution growth (growth rate approximately 10�6 cm/s or 1mm/day). The compo-
sitional phase diagram of the CMA plays an important role. When the CMA has a
congruent melting behavior – melt and crystal have the same composition – no
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material besides impurities have to be transported away from the interface and high
growth rates, for example, 10mm/h can be used even for CMAs. But in the case of
noncongruentmeltingCMAs –unfortunately this is the case for a lot of compounds –
much lower growth rates must be used. In principle a low growth rate is not
disadvantageous except for the time taken, the crucible material, however, then
often becomes a serious problem.

Crucible materials that are often used for the growth of CMA systems are the
refractory metals Mo, Ta and W. As these materials are sensitive to oxygen at high
temperatures – as are most of the CMAs too – crystal growth must be performed
under controlled atmosphere or vacuum. As most of the compounds have a
significant vapor pressure at the melting temperature, which results in stoichio-
metric deviations during long-lasting growth runs high-purity argon gas is recom-
mended. Due to its high atomic weight argon reduces the evaporation much better
than a light (e.g., He) atom. For other CMAmaterials, such as BaNiGe, glassy carbon
or graphite is an acceptable crucible material, BN and refractory oxide crucibles are
also used. For long-lasting growth experiments the cruciblematerial is often a serious
problem, especially when impurities at the ppm level must be avoided. Therefore,
after growth an analysis for example, EPMA on the crucible material impurities
should be performed.

Sometimes, no appropriate crucible material is available. Then, crucible-free
methods like zone-melting or using a cold crucible (e.g., Hukin-type) or a cold boat
is recommended where the melt levitates without crucible contact in the crucible or
the boat. This levitation is induced by eddy currents from a high-frequency (RF)
electromagnetic field that is also used for heating.

In the case of very high vapor pressures (like Yb compounds) closed cruciblesmust
be used. This is described later in detail.

Besides working with starting materials of excellent quality the question of the
growth method is always of crucial importance for retaining single crystals of good
quality. The decision of which growth method is the most appropriate should be
made on the basis of the phase diagram, if it is accessible. Naturally, arguments like
the reactivity of the treated elements and their properties, like for example, a high
vapor pressure, and so on, also have to be considered.

Within this chapter, it is not possible to describe all growth methods in detail.
Instead, a short overview of themost relevant ones for growingCMAs is given. These
aremainly growthmethods from themelt like Bridgman, Czochralski, zonemelting
and flux growth [2].

5.2.1
Bridgman Method

The Bridgman technique is easy to handle but nevertheless a very powerful method.
A crucible that is positioned vertically in a furnace is lowered slowly out of the hot
zone. Solidification starts at the coldest part of the crucible (see Figure 5.1). The
temperature field can be produced by a resistance or an inductive heating device,
depending on the desired temperature range. Essential for the growth process is a
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well-defined temperature gradient. The crystallization starts when the melting
temperature is reached at the bottom of the crucible and continues upwards with
subsequent lowering of the melt out of the high-temperature region. Sometimes
(e.g., when the growth process should occur in a vacuum) it can be useful to lift the
furnace instead of lowering the crucible. Either way, the crystallization velocity is
directly connected to the lowering velocity, although it is not the same. This depends
on the heat conductivity of the crucible and the melt. Typical pulling velocities for
metallic compounds range between 1 to 10mm/h.

A possibly steep temperature gradient at the phase boundary between melt and
solid is often required for (metallic) alloys. Such a gradient can be realized by using
two temperature zones. The crystallization then starts at the transition interface from
the hotter to the colder temperature zone. Another way to retain steep temperature
gradients is cooling the bottom of the crucible, which is therefore mounted on a
cooled pulling rod. Additionally, rotating the crucible avoids asymmetries in the
temperature field.

To support thenatural seed selection typical Bridgman crucibles are oftendesigned
with a conical- or tip-shaped bottom. The small diameter at the bottom supports the
growth of only a small number of seeds. In an ideal situation, only one seed wins the
competition and forms a huge single crystal at the end of the growth process. Amore
detailed inspection of the crucible formdemands also the consideration of the growth
behavior of the specificmaterial. A growth of one preferred direction can be achieved
by using an oriented seed crystal when the crystal direction is a stable growth
direction. Certainly, this is an ambitious task due to the fact that in this case the seed
crystal should not be melted. This cannot be checked visually like in the case of the
Czochralski technique.

Figure 5.1 Schematic Bridgman equipment.
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In the caseof incongruentlymeltingmaterials,whichmeans that solid and liquiddo
not have the same composition, not all parts of the crystallized sample are of the
desired phase. With ongoing crystallization additional secondary, ternary, and so on
phases solidify. Thus, the amount of material that crystallizes in the desired phase
depends only on the size of the temperaturewindowof the primary solidification area.

A huge advantage of the Bridgman technique is that is does not have to be
monitored all the time. The diameter of the crucible limits the diameter of the
growing crystal. Thismeans that the growth temperature can be chosen freely so that
optimal growth conditions are fulfilled. Disadvantages of the technique are that the
solidified ingot often sticks to the crucible after the growth. Removal of the ingot often
leads to the destruction of the (expensive) crucibles and sometimes to fractures of the
crystals.

A similar technique is the horizontal gradient freeze method.

5.2.2
Zone Melting

A single-crystal growth technique that is rather similar to the Bridgman growth
method is the zone melting technique. Vertical and horizontal designs are possible.
The difference from most other methods is the fact that only parts of the material, a
well-defined zone, are molten. This can be realized by different heating techniques,
such as for example, a very narrow inductive coil that can be driven slowly along the
crucible. To realize a very-well defined melting zone more sophisticated techniques
are required. Also, a laser or powerful lamp or an electron beam can be focused at one
region of the sample. Often, mirror furnaces are used. Several elliptical formed
mirrors focus the light of halogen bulbs at the sample.

This technique ismostly used for incongruent meltingmaterials. Since only small
regions of the sample are molten, the starting composition can be chosen in such a
way that the growing crystal, except for the last section, is of constant composition.

A special arrangement of the zonemelting technique is thefloating zonemelting.A
rod of the prereactedmaterial is fixed at both ends. Then, a small region is heated. The
melt is hanging freely between both ends of the rod, only kept in place by its surface
tension. Themelt zone is slowly driven along the rod andoftenbothparts are rotated in
counterdirections.This technique is oftenusedwhennoappropriate cruciblematerial
can be found. Additionally, a purification effect can arise due to the evaporation of
impurities or a distribution coefficient being not equal to one. Naturally the floating of
the melt is an unstable process, especially when themelt zone gets too long (that is at
leastwhen the length of themelt zone exceeds its circumference) the surface tension is
not strong enough and the liquid will be disrupted.

5.2.3
Czochralski Technique

Another single-crystal growth technique is the Czochralski method. The idea was
first published in 1918 by Czochralski [1] and is today well known for the production
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of high-quality crystals for example, semiconductors like Si or crystals for nonlinear
optics like borates.

A schematic setup is shown in Figure 5.2. The desired material is molten in an
appropriate crucible at a temperaturewell above themelting temperature until a good
homogenization of themelt is achieved. Then, the temperature is lowered and kept a
little above the melting point. Now the critical part of the growth process starts. The
cooled seed crystal that can be a piece of crystal from the desired phase, or if not
available another higher melting material, is dipped into the melt and crystallization
should start directly at the seed crystal that is continuously pulled upwards again. In
an ideal situation the growth front is situated a little above the melting surface. The
diameter of the growing crystal depends on the thermal balance of heating and
cooling. A temperature rise results in a smaller cross section of the growing crystals
whereas temperature reduction leads to an increase of the crystal diameter. Typical
pulling velocities vary from 100 to 0.1mm/h. After dipping the seed into the melt
usually a small neck is grown. Then, the diameter of the growing crystal is enlarged by
reducing the temperature. Once the desired diameter is reached the temperature can
be kept constant. Certainly in the case of incongruentlymelting systems the changeof
the liquidus temperature with changing composition has to be considered.

Although the basic idea of this growth method seems to be relatively simple, the
system melt–crystal is very sensitive to small temperature fluctuations and good
results can only be achievedwhen themain controlling parameters (temperature and
pulling velocity) are monitored all the time. On the other hand, this is also a great

Figure 5.2 Schematic Czochralski equipment.
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advantage of this technique because the success of the growth experiment canbe seen
immediately. Another benefit is the quasicrucible freeness that provides an impurity
free and strainless growth of the crystal, assuming that themelt is as clean as possible.

The choice of the seed crystal is of high importance. Its quality should be high,
otherwise it is likely that crystal defects like grain boundaries and microcracks will
spread into the bulk crystal. In principle, an orientational growth is possible if a
preoriented seed is used. When no seeds of the phase to be grown exist, a material
with a higher melting temperature can be used followed by a necking procedure,
which leads to a seed selection. Afterwards, the growth process is continued as
described above.

In the case of incongruently melting materials one has to keep in mind that the
composition of the melt continuously changes during the crystallization process.
Several arrangements have been designed to maintain a constant composition of the
melt. Instead of working with only one big crucible it is advisable to work with
virtually two crucibles that are connected in some way (e.g., one crucible that is
divided into several parts). The growth process takes place in the smaller part and the
loss of one component can be adjusted due to the connection to the second larger part
where a constant melt composition can be easily provided.

Often, materials have very high vapor pressures, especially at high temperatures.
This is generally not a problem if the evaporated material and melt have almost the
same composition. But if only one component is volatile, working with an openmelt
is not possible. In this case, a modification of the Czochralski technique, the liquid
encapsulation technique, can be used.Here, themelt is covered by another inertmelt
to avoid evaporation of one component. Often, boron trioxide (B2O3) is used, but
eutectic mixtures of salts are also common. The layer thickness ranges from 5 to
10mm. At the end of the growth process the crystal is pulled through the protective
layer. To guarantee phase pureness of the growing crystal the solubility of the
protective layer material in the melt must be negligible. Another disadvantage of
this technique is that due to a very high temperature gradient between melt and
protective coating, thermal stresses can occur. Besides, if the coating is not trans-
parent the visual monitoring of the growth process is no longer possible. Neverthe-
less, this technique provides a successful method to handle highly volatile
elements [2].

Aspecial variantof theCzochralski technique is theKyropoulusmethod (Figure5.3).
Instead of pulling the growing crystal out of the melt it grows into the melt. After
the growth process the crystal is removed from the rest of the melt. This has to be
performed before secondary, ternary phases, and so on, solidify.

5.2.4
Flux Growth Technique

The self-flux growth technique, also called flux growth technique, is a special case of
solution growth. It has been applied for many different classes of materials such as
oxide crystals, garnets, but also for the production of single quasicrystals [3]. It has the
advantage that no new elements are added to the synthesis.
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An appropriate crucible containing the melt is placed in a furnace with a low-
temperature gradient and a high-precision temperature regulation. The melt is first
homogenized at a temperature well above the melting point of the alloy. A slow
cooling process follows while the desired phase solidifies into the melt. Finally, the
rest of themelt is decanted. The temperature program for the growth process and the
starting composition of the melt has to be chosen according to the phase diagram.
The decanting process has to be performed at temperatures that are still high enough.
When the region of first solidification ends the crystallization of secondary, ternary
phases is probable.

To reduce the number of grains a very slow cooling sequence is chosen and as in
the case of the Bridgman technique tip-shaped crucibles and cold fingers are used.
For decanting the crucible is often simply turned upside down. The residual melt is
trapped in a second crucible that has been placed on top of the first one.

The more general description of some single-crystal growth techniques will be
expanded in the following sections using the examples of some selected CMAs.

5.3
Examples of Single-Crystal Growth of CMAs

5.3.1
Al13Co4 and Al13Fe4 Using the Czochralski Technique

After Gille and Bauer who set up the growth parameters of these CMAs [4],
Al13Co4 and Al13Fe4 can be seen as approximants of the decagonal quasicrystal

Figure 5.3 Schematic Kyropoulus equipment.
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found in the Al-Co-Ni system, which means both phases consist of clusters that
are also part of the quasicrystalline structures. Thus, the comparison of physical
properties of both quasicrystals and their periodic approximants is still a very
active field of research. Therefore, single-crystalline material of appropriate size
has to be available.

Both, orthorhombic Al13Co4 and monoclinic Al13Fe4 are incongruent melting
phases that result from peritectic reactions at 1092 �C and 1160 �C, respectively.
Regarding the phase diagrams [5, 6] Al13Co4 is stable within a temperature range
from 974 �C to 1092 �C, whereas Al13Fe4 does not decompose until a temperature of
655 �C is reached. What makes the growth process an ambitious one has two main
features: Only very low pulling rates can be used due to the fact that the growing
crystal andmelt differwidely in composition. Therefore, the excess component has to
be carried away from the growth front. Besides, aluminum shows a huge affinity for
oxygen, such that the growth chamber has to be gas tight and before starting the
growth process the chamber was evacuated and baked for several days. Argon (5N
grade) was used as a protective gas.

As starting compositions Al86.5Co13.5 and Al89.5Fe10.5 were chosen. Al (4N grade),
Co (3N grade) and Fe (3N grade) in the form of metallic pieces (17g) that have been
etched to avoid surface contaminations were used. In a first step a homogenous
solution was prepared. Therefore, the elements were molten in an alumina crucible
under argon atmosphere using a radio-frequency heating facility. After quenching
and cooling the melt to room temperature it could be easily removed.

The presynthesized material again was placed into an alumina crucible and was
homogenized in a second step. Therefore, for at least 12 h the material was kept at
temperatures 100K above the corresponding liquidus temperature that had to be
found by direct observation. This was done in the following way: the melt was cooled
until needles of Al13Co4 or Al13Fe4 form spontaneously. These needles were then
redissolved by slowly heated again. The temperature at which only traces of the
needles were found was the correct liquidus temperature (TL).

When TL was determined, the seed crystal that was fixed at a ceramic holder was
wetted by the solution at temperature TL. Afterwards, it was lowered by 1–2mm into
the solution and the growth process was started using pulling rates of 100–150 mm/h.
For the first runs when no seed crystal was available a tapered aluminum rod was
dipped into the melt such that one droplet of melt could crystallize at the top of the
rod. Then, the crystallization process was continued as described before.

As in any Czochralski process the diameter was controlled by the temperature
ramp. At the beginning of the growth process the temperature was lowered at less
than 0.1 K/h to enlarge the diameter of the growing crystal to the favored size. With
crystallization, and therefore decreasingTL, the temperature ramp had to be adjusted
and finally reached 0.5 K/h. After 2–3 weeks, when half of themass of the initial melt
was crystallized, the growth was stopped by very fast pulling of the crystal. Photo-
graphs of the grown single crystals can be seen in Figure 5.4.

The grown single crystals were used to redetermine the lattice constants and to
analyze chemical bonding in afirst step [7]. The experimental data are summarized in
Table 5.1.
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5.3.2
Single-Crystal Growth of b-Al-Mg

The growth of this material was revisited by Lipi�nska-Chwałek et al. [8] With lattice
parameters of 2.8 nm and 1168 atoms per unit cell the phase b-Al3Mg2 (spacegroup
Fd-3m) definitively belongs to the class of complex metallic alloys [9, 10]. Due to its
low specific weight of 2.2 g/cm3 the material may offer some potential for techno-
logical exploration. Although the substance has been well known since the 1960s [11]
its physical properties are nearly unexplored, because high-quality single-crystalline
material has not been available.

For single-crystal growth of b-Al3Mg2 three techniques, the Bridgmanmethod, the
Czochralski technique and the flux-growth method, were tried out. For all experi-
ments Al (5N grade) and Mg (3N) grade were used, only for the Czochralski growth
experiments was Al (6N) used. For the first studies the phase diagram published by
Murraywas considered.According to thatworkb-Al3Mg2melts congruently at 451 �C
and its stability range extends from 38.5 at.% Mg to 39.9 at.% Mg at 400 �C. Later
phase-diagram studies performed by the authors basically confirm these results. A
slightly wider homogeneity range from 37.4 at.%Mg to 39.9 at.%Mgwas found. Two
additional high-temperature and one low-temperature phase transitions have been
detected. Themelting pointwas determined to 447 �Cand as starting composition for
crystal-growth experiments Al61.5Mg38.5 was chosen.

Figure 5.4 (left) Al13Co4 single crystal grown by the Czochralski technique using an [001]-oriented
single-crystalline native seed. (right) Al13Fe4 single crystal grown by the Czochralski technique
using an [010]-oriented single-crystalline native seed.

Table 5.1 Redetermined lattice constants of Al13Co4 and Al13Fe4.

Al13Co4 Al13Fe4

space group Pmn21 C2/m
a [Å] 8.158 (1) 15.488(1)
b [Å] 1.2342(1) 8.0866(5)
c [Å] 1.4452(2) 12.4769(8)
b [�] 90 107.669(4)
rcalc [g/cm

3] 3.966(1) 3.8415(8)
rexp [g/cm

3] 3.962(1) 3.847(3)
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For sample characterization light microscopy and scanning electron microscopy
(SEM) were used. The alloy compositions were determined by energy-dispersive X-
ray analysis (EDX), which was calibrated by inductively coupled plasma optical
emission spectroscopy. Phase identification was done by powder X-ray diffraction.

5.3.2.1 Bridgman Growth
Both graphite and alumina tapered tip-shaped crucibles were used and the growth
process was realized using a protective argon atmosphere of 260mbar in a vertical
tube furnace. While the furnace was kept constant at 520 �C during growth the
crucible was slowly pulled out of the high-temperature region. Six growth runs were
performed and the pulling rate was varied from 1mm/h up to 20mm/h. Although
the crystallized material was single b-phase only relatively small grain sizes of
0.35 cm3 could be produced using the graphite crucibles. By using alumina crucibles
only smaller grains could be gained. Additionally, due to sticking it was difficult to
remove the ingots from the crucibles. Nevertheless, the small grains could be used as
seed crystals for the Czochralski growth runs.

5.3.2.2 Czochralski Growth
The growth was realized using alumina crucibles in a protective argon atmosphere
of 400mbar. A tungsten susceptor in a high-frequency field provided the desired
temperature range. The seedwas rotated at 25 turns perminute and a pulling rate of
15mm/h was applied. Three growth runs were performed. For the first two runs a
polycrystalline seed crystal cut from the Bridgman growth ingot was used. For grain
selection a thin neck of 1mmdiameter was grown, then the diameter was increased
up to 1 cm. The volumes of the achieved single crystals amounted to 3.6 cm3. For the
third run a [110]-oriented seed crystal was used, the other growth parameters were
left unchanged. The grown single crystal showed clear facets and had a size of
4.2 cm3.

5.3.2.3 Self-Flux Growth
Three growth runs were performed. The melt was placed into an alumina crucible.
Both flat-bottom and tip-shaped crucibles were used. An inverted crucible was put on
top and the whole assembly was sealed in a quartz ampoule under an argon
atmosphere at 800mbar. In a chamber furnace the ampoule was first heated up to
600 �C. After homogenization for one hour the temperature was lowered at 10 K/h to
540 �C, afterwards to 300 �Cwith a cooling rate of 1 K/h. By taking the ampoule out of
the furnace at 300 �C the crystallization process was stopped. The grown samples
were all single b-phase and showed very big single-crystal regions with volumes of
10 cm3 up to 17 cm3. The use of tip-shaped crucible forms did not decrease the
number of grain boundaries.

Comparing all three growth methods the Bridgman technique seems to be the
least adequate one, whereas both Czochralski and the flux technique have been very
successful (see Figure 5.5). If oriented crystal growth is desired, the Czochralski
technique should be the preferredmethod. If single crystals of possible large volume
are favored the flux growth technique is the best choice according to the authors.
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5.3.3
Single-Crystal Growth of Mg32(Al,Zn)49

The structure of Mg32(Al,Zn)49 was first solved by Bergman et al. [12] (1957). It
crystallizes in the cubic body-centered space group Im �3 with 162 atoms per unit cell
(lattice parameters of a¼ 14.16Å). The structure often referred to as �Bergman
phase� can be described as a body-centered arrangement of characteristic clusters.

The growth of a single crystal was solved recently by Feuerbacher et al. [13].
Experimental phase-diagram information can be found in Petrov et al. [14]. Mg32
(Al,Zn)49 solidifies via a degraded peritectic reaction and has a large liquidus field.
The stability range at 335 �C extends from Mg38Al18Zn46 to Mg40Al48Zn12 with a
width of about 7 at.% Mg.

For crystal growth of Mg32(Al,Zn)49 both Bridgman and Czochralski growth
methods were applied. In both cases single crystals were grown from a prealloyed
melt. The grown crystals were analyzed by scanning electron microscopy (SEM).
Some parts were also used for metallographic investigations. Compositions were
checked by energy dispersive analysis (EDX) and single crystallinity was proved by
Laue diffraction.

At afirst preparation step, 32 at.%Al (5Ngrade), 37 at.%Mg (3Ngrade) and 31 at.%
Zn (5N grade) were melted under protective argon atmosphere using a levitation
induction furnacewith awater-cooled copper crucible. To ensure a goodhomogeneity
the melt was heated several times above the melting point. In this manner 20 g and
80 g melts were produced for Bridgman and Czochralski growth, respectively. Rod-
shaped ingots of 9 cm length and a diameter of 8–10mm for Bridgman growth were
formed by casting the melt into a water-cooled tube mold.

5.3.3.1 Bridgman Growth
Bridgman growth was performed using a vertical tube furnace with a well-defined
temperature gradient. The cylindrical crucibles, made from alumina and graphite,
with a tip-shaped bottom (8mm to 10mm diameter) were put on a cold finger to
ensure that solidification started at the lowermost part of the crucible. The growthwas
performed under a protective argon atmosphere and the furnace temperature was

Figure 5.5 (a) (left): A sample grown by the self-flux growth technique – two grains are clearly
visible. (b) (right): A sample grown by the Czochralski technique – fully single crystalline.
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maintained at 600 �C. Pulling velocities varied between 2mm/h and 0.5mm/h but
the best results were obtained at speeds of 1mm/h and below.

Due to the incongruent solidification behavior the last solidified part of all grown
samples showed additional phases. Nevertheless, the largest part of the sample could
be identified as single-phase Mg36.8Al28.9Zn35.7 (average composition of all three
performed growth runs). During the growth process the composition changes to
lower Zn content, whereas the Mg rate stays more or less constant (Mg37.9Al35.1
Zn27.0, Mg37.0Al33.8Zn29.2 and Mg38.1Al31.5Zn30.4).

This is in agreement with published data. From the single-phase region single-
crystalline samples of volumes up to 3 cm3 could be extracted. The number of grains
was reduced by using a tip-shaped crucible, in a way that two of three grown samples
were fully single crystalline, whereas the third sample consisted of two grains that
could be distinguished by the naked eye. The excellent structural quality of the
samples could be verified by a neutron-diffraction study. Figure 5.6 shows one of the
grown crystals.

5.3.3.2 Czochralski Growth
The melt was heated in an alumina crucible using a tungsten susceptor in a high-
frequency field. A special wiper system was installed to remove the oxide layer that
covered the melt after heating.

At a temperature of 534 �Ca cylindrical seed crystal of 2.5mmdiameter cut from a
Bridgman runwas dipped into themelt. The seedwas rotated at 30 turns/min and the
crystal was pulled at 10mm/h. By changing the heating power the diameter of the
growing crystal was controlled. This resulted in temperature changes from 508 �C
(thick diameter) in the beginning to 530 �C (small diameter) at the end of the growth
process.

A fully single-crystalline sample of 1 cm3 volume could be grown using the
Czochralski technique. Compared to the Bridgman runs the composition was
determined as Mg36.4Al33.4Zn30.2. Figure 5.7 shows the grown crystal as it was
mounted in the Czochralski apparatus. Due to using nonoriented seed crystals the
growth was performed along an arbitrary direction.

Figure 5.6 Crystal grown by the Bridgman technique.
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5.3.4
Single-Crystal Growth of Al-Pd-Mn Approximants

In the Al-Pd-Mn system a family, the so-called j0-family, of complex phases exists.
320 atoms per unit cell form the basis phase of this family crystallizing in an
orthorhombic structure-type (Pnma). The lattice can be described by alternatively
arranged flattened hexagons (a¼ 23.54Å, b¼ 16.56Å, and c¼ 12.34Å) [15] On the
vertices of these hexagons lattice, pseudo-Mackay clusters are arranged. The other
members of the j0-family are generated by linear defects, which consist of local
atomic rearrangement of the j0-structure. The hexagon lattice is partly replaced by a
combination of a banana shaped polygon and an attached pentagon. These so called
phason lines tend to arrange closely neighbored along the [100] direction and form
phason planes that in turn order periodic in a way that superstructures are built. One
popular example is the y-Al-Pd-Mn or e28-phase (c¼ 57Å) [16–18].

For growth of j0-Al-Pd-Mn the Bridgman technique was applied. There is still
much discussion about the phase diagram [16–25], so details will not be discussed
here.

A prealloyed melt of 79.0 at.% Al, 18.0 at.% Pd and 3.0 at.% Mn was synthesized
using a levitation induction furnace. Afterwards, the melt was kept in a tip-shaped
pyrolytic BN crucible mounted on a water-cooled molybdenum cold finger. The
furnace temperature was kept constant at 900 �C and the crucible was pulled out of
the hot zone at 1mm/h. The grown sample was single phase with a composition of
Al73.9Pd22.2Mn3.9.

Figure 5.7 Crystal grown by the Czochralski technique.
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The last part (2.5 cm) showed a eutectic mixture of other phases. Large single-
crystalline grains of 1 up to 9 cm3 could be extracted from the first part (Figure 5.8).
Analyzing these parts by selected-area electron diffraction reveals both regions of the
j0-family and of the y-Al-Pd-Mn superstructure were found.

5.3.5
Crystal Growth of Yb-Cu Superstructural Phases

Gottlieb-Sch€onmeyer et al. [26] successfully grew the first single crystals of YbCu4.4
and YbCu4.25, which are both monoclinically distorted superstructural phases of the
cubic AuBe5-structure type. With several thousand atoms per unit cell and lattice
parameters in the range of nanometers these are one of the most complex binary
metallic alloys known to date. Along with YbCu4.5 whose structure was solved by
�Cerny et al. in 1996 [27] the two new detected superstructures follow the building
principle that was proposed by �Cerny et al. in 2003 for three DyCux phases (x¼ 4.5,
4.0 and 3.5) [28].

Before crystal-growth experiments were performed detailed phase diagram studies
in the Yb-Cu system (from 16 at.% Yb to 24 at.% Yb) were done. These reveal a phase
richness that has not been expected before. Besides the phases YbCu4.5 (congruent
melting at 937 �C) andYbCu3.5 (peritectic formation at 825 �C) that have been reported
in previous phase diagrams [29], two new phases YbCu4.4 and YbCu4.25 could be
discovered. These twonewphases formperitectically at 934� 2 �Cand 931� 3 �C (see
also Figure 5.9). Due to the high vapor pressure of ytterbium tantalum crucibles
(Ø¼ 8mm, height¼ 17mm) that could be sealedwith a specially designed presswere
used for phase-diagram studies. Themeasurementswere carried out using a standard
DSC device (Netsch, STA 409) that allows simultaneous thermogravimetric analysis
(TGA). Heating and cooling rates of 2 �C/min up to 10 �C/min were used.

Crystal-growth experiments were done using the Bridgman technique. The pure
elements (Yb 4N grade and Cu 5N grade) were sealed in a tantalum crucible
(Ø¼ 9mm, height¼ 85mm), that wasmounted on a cooled pulling rod. The starting
composition was 19.21 at. % Yb. In addition due to the specially designed crucibles
(small diameter at the bottom) the pulling rod acted as a cold finger. The sample was
heated inductively under a protective argon atmosphere. The temperature was
checked pyrometrically. After a homogenization process of half an hour, while the

Figure 5.8 Single crystal of j0-Al-Pd-Mn grown by the Bridgman technique.
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whole sample was hold at a constant temperature of about 1000 �C, the crucible was
pulled slowly out of the hot zone.Medial pulling velocities between 0.5mm/h up and
3mm/h), showed the best results.

All samples were cut by spark erosion and checked by EDX for phase homogeneity.
Although no phase contrast could be detected (compositions range between 19.65 at.
%-Yb and 20.4 at.%-Yb) the grown samples were not fully single phase, as analysis of
different parts of the crucible by selected-area electron diffraction (SAED) and single-
crystal X-ray diffraction (SC-XRD) show. Two superstructures could be detected
that refer to two different phases YbCu4.4 and YbCu4.25 (see Figures 5.10a and b) [28].
The only slight compositional differences could not be resolved by EDXbut due to the
different number of satellite reflections the two phases could be distinguished by the
diffraction techniques mentioned above. Instead of growing single crystals of
YbCu4.5 two new phases YbCu4.4 and YbCu4.25 have been discovered but since
compositions as well as solidification temperatures are very close single-crystal
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Figure 5.10 (left) SAED of YbCu4.4 5� 5 satellite reflections in this plane. (right) SC-XRD of
YbCu4.25 6� 6 satellite reflections in this plane.
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growth turns out to be a very challenging task. To realize the growth of only one
defined superstructure more research work will have to be done.

5.3.6
Single-Crystal Growth of MgZn2

The Laves phaseMgZn2 (hP12) is congruentlymelting at 600 �C [30, 31]. It was grown
as a single crystal by Drescher (Diploma thesis, 2007). The lattice parameters of the
hexagonal unit cell are: a¼ 5.221Å and c¼ 8.567Å, c¼ 120� [32, 33]. For single-
crystal growth two techniques the Bridgman technique and the liquid-encapsulated
Kyropoulus technique, were applied, where the latter technique seemed to be the
more successful one. Centimeter-sized single crystals could be grown (Figure 5.11).

5.3.6.1 Bridgman Technique
Thepure elements (Mg4NandZn6N)were sealed in a tantalumcrucible (Ø¼ 9mm,
height¼ 84mm) that wasmounted on a cooled pulling rod that acted as in the case of
Yb-Cu as a cold finger. Due to the high vapor pressure of Zn sealing was indis-
pensable. The starting composition was the stoichiometric one (66 at.% Zn). The
crucible was heated inductively up to 800 �C under a protective argon atmosphere.
The temperature was checked pyrometrically. After a homogenization process the
sample was pulled out of the hot zone. Pulling velocities varied between 3.81 cm/h
and 2.03 cm/h. After the growth process the samples were cut by spark erosion and
checked by energy dispersive X-ray analysis (EDX) and powder X-ray diffraction for
phase homogeneity. Unfortunately, the sample was not fully single phase.

5.3.6.2 Liquid-Encapsulated Kyropoulus Technique
Alumina crucibles (Ø¼ 5.9 cm, length¼ 4 cm) were charged with 80 g of a weighed
sample of stochiometric composition (Mg (4N) and Zn (6N) (66 at.% Zn)) and 20 g of
an eutectic LiCl/KCl salt mixture. The salt mixture that remains liquid during the
whole growth process prevents an evaporation of Zn and Mg. The crucible is
positioned in a quartz glass cylinder that is affixed to a water-cooled high-grade

Figure 5.11 MgZn2 single crystals grown by the liquid-encapsulated Kyropoulus method.
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steel flange. The whole chamber is surrounded by a resistance furnace and the
temperature can be measured by a NiCr-Ni thermocouple.

After repeated evacuation of the chamber the melt is homogenized for several
hours at 700 �C under an argon atmosphere of 0.5 bar. To realize the temperature
gradient that is necessary for the growth process the furnace is lowered some
centimeters. Afterwards, a water-cooled tungsten seed crystal is dipped 5mm into
themelt (through the salt layer). The temperature is lowered from 620 �C to 545 �Cat
2.5 �C/h. The solidified sample can be removed afterwards. The remaining salt layer
can simply be removed by water.

Analyzing the samples by energy dispersive X-ray analysis and powder X-ray
diffraction reveals phase-pure material with a composition of MgZn2. Single crys-
tallinity was checked by Laue diffraction. Figure 5.11 shows a single crystal ofMgZn2.

5.4
Introduction to Chemical Vapor Deposition of Coatings Containing CMAs

Chemical vapor deposition (CVD) is a process for the deposition of thin films on
substrates. It can be schematized as follows: the part to be covered is positioned in the
heated zone of a reactor; a gas phase, containing molecules with the elements to be
deposited (named CVD precursors), is flowed in the reactor; the heat provided allows
decomposition of the precursors in the vicinity of the piece or on its surface; the
reaction produces the solid film and also volatile by-products that are evacuated from
the reactor.

CVD is widely used in materials processing technology. This is mainly due to its
high throughput and to its capacity to conformally cover complex-shaped parts.
Versatility, cost effectiveness and environmental compatibility are additional advan-
tages of CVD processes. Moreover, the use of molecular (organometallic and
metalorganic) precursors in the last thirty years has allowed (MO)CVD processes
to operate at low to moderate temperatures, thus extending the targeted applications
spectrum so as to cover temperature-sensitive substrates. Both thermodynamically
stable and metastable metallic, ceramic and polymeric films and coatings are
nowadays processed by MOCVD.

The price to pay for this high potential is the need tomanage the complex, gas-phase
and surface chemistries. Such a delicate, �butterfly� chemistry, as it was pejoratively
called by thepast, imposes a series of challenges to bemet. In addition tomastering the
deposition reaction, these challenges also concern the design of the precursors
upstream of the MOCVD process, the engineering of the MOCVD apparatus in
terms of generation of precursor vapors and of energy providingmeans, the in situ and
online diagnostics in order to obtain information on the reactions occurring in the
vicinity of and on the growing surface.Multiscalemodeling of the process, taking into
account atomic interaction, molecular dynamics, chemical kinetics, fluid mechanics
and phase equilibria is a necessary tool to meet these challenges.

The principle of CVD is illustrated in Figure 5.12. In this figure, the different steps
of the process and the corresponding phenomena and tasks are shown. Observation
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of this figure reveals that one point that is of importance in CVD concerns the design
and the selection of the precursors, as well as the different ways of formation of
precursor vapors and their introduction into the deposition chamber. A second point
concerns the configuration and the design of the CVD reactor. Finally, a third one
includes the different phenomena occurring during the deposition process: gas
phase and surface reactions, diffusion, adsorption and desorption of molecules, and
nucleation and growth of the film. The chemical, physical and technological options
for each of these points influence the process performance, such as the yield and the
growth rate. They also influence the characteristics of the obtained material, namely
its microstructure, the elemental composition and the phases present in the film as
well as its interaction with, and consequently the adhesion to the substrate.

Processing of CMA-containing thin films and coatings is expected to further
extend the state-of-the-art of materials performance and to raise numerous bottle-
necks inmany application domains, including hard and barrier coatings, nonwetting
surfaces, catalysis or thermoelectricity to namebut a few. Suchhopes are based on the
excellent surface properties of CMAs. Films and coatings can be composed exclu-
sively or in part of CMAs, the latter case allowing for the combination of the
characteristics provided by the two (or more) components of the material. Due to
its previously mentioned characteristics, CVD can play a major role in the imple-
mentation of �CMA solutions� to surface engineering. Parts containing nonline-of-
sight surfaces can be coated by CVD processes. Examples are molds in the glass
industry, turbine blades and vanes in aeronautic industry. Other possibilities concern
porous peeforms whose internal surface must be functionalized, for example for the
preparation of supported catalysts. However, the inherent difficulty to establish a
robust CVD process is further amplified in the case of CMAs due to (a) the
multielement nature of the CMAs, (b) their narrow stability domain. For these
reasons, there are actually only a few CVD reports on the processing ofmultielement
intermetallic compounds in general. Suhr et al. reported on the processing of thin
metal alloy films of Fe/Co and Au/Pt/Pd by plasma-enhanced CVD [34]. They
mention that �. . .the formation of metal alloy films has. . . been considered a domain
of sputtering since CVD processes using mixtures are faced with great difficulties resulting
from differences in vapor pressure, as well as thermal and plasma stability of the
components. . .�. To the best of our knowledge, CVD of CMA thin films has only
been investigated in the frame of the CMA European Network of Excellence.

5.5
MOCVD Processing of Al-Cu-Fe Thin Films

This section resumes the strategy that has been adopted to investigate the MOCVD
route for the processing of CMAfilms in theAl-Cu-Fe system, targeting especially the
icosahedral Al63Cu25Fe12 phase. The selection of this system was based on the
thermodynamic stability of the icosahedral phase in a temperature range that
includes ambient and expected processing and service conditions. The stability
domain of this phase is illustrated in Figure 5.13 [35]. The authors demonstrated that
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the icosahedral phase is formed via a peritetic reaction at 882 �C (L þ l þ b$ i) and
that it is stable down to room temperature.However, it can be observed in Figure 5.13
that this phase has a very narrow compositional range not exceeding 2 at.%, which is
also shifted to lower Fe content with decreasing temperature.

Another reason for the selection of the Al-Cu-Fe system is the promising
properties of the targeted phase as have been compiled, for example by
Huttunen-Saarivirta [36]. These include negative and linear temperature depen-
dence of the electrical resistivity, large magnetoresistance at low temperature,
linear increase of the optical conductivity with increasing frequency, with the
possibility to provide high solar absorbance of 90% and a low thermal emittance.

Figure 5.13 Isopleth of the Al-Cu-Fe phase diagram, with constant Cu concentration of 25 at.%.
Adapted from reference 36.
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Also, low thermal conductivity at low temperature, including those prevailing in
cryogenic environment, low wetting angle by polar liquids such as water, low
friction coefficient, relatively high microhardness in a temperature range corre-
sponding to the brittle regime of the bulk material and also promising catalytic
properties. Moreover, the binary Al-Cu and Al-Fe systems contain compounds and
compositions, which also present promising properties. For example, Hsu et al.
reported on the enhanced Young�s modulus, good compressive strength and
reasonably good compressive ductility of Al–Al2Cu composites [37]. Jun et al.
reported on the corrosion resistance of Al–Fe coatings [38]. In addition, the three
alloying elements are reasonable in price, easily available and nontoxic.

Finally, a third reason for the selection of this system is the possibility to dispose of
compatible metalorganic precursors of the three elements, Al, Cu and Fe. This point
will be developed in the next section.

The adopted strategy to establish a robust CVD process for the deposition of
intermetallic films and coatings in the Al-Cu-Fe system is schematically presented in
Figure 5.14. According to this scheme, the work is initiated by the selection of the Al
andCu compounds. Deposition of unary Al andCufilms leads to the identification of
parametric windows for the two processes. Matching of the two windows allows for
the Al-Cu codeposition. This mainstreaming is consolidated if such codeposition
provides coatings whose composition, phases and microstructure are the ones of
interest and if such coatings are obtained with acceptable growth rate. In parallel, the
selection of the appropriate precursors for the deposition of Fe is led and the
corresponding parametric window is established. The final step is the matching of
the deposition conditions for Al-Cu and Fe, followed by the determination of the
material andprocess characteristics. Feedback loops at different steps of the approach
allow for modification of the adopted solutions in order to satisfy the partial
specifications and constraints.

In that which follows the criteria for the precursors selection and the different
possibilities will be presented first. Then, deposition of aluminum and copper will be
developed, followed by the presentation of the first results on the MOCVD of a CMA
phase, namely the Al4Cu9 approximant. Finally, the deposition of iron films from
original precursors will be presented before providing concluding remarks and
perspectives for further research.

5.5.1
Precursors Selection

The general criteria qualifying an inorganic ormolecular compound as precursor for
CVD processes have been discussed in references [39] and [40]. In the case of CVD of
intermetallic compounds including CMAs there are additional ones such as (a)
similar transport behavior, (b) absence of heteroatoms in the ligands that may react
with the other metal, (c) compatible decomposition schemes, and (d) belonging to a
common family of compounds.

Taking into account the above constraints, the following molecular precursors
were selected for the MOCVD of AlCuFe films: Dimethylethylamine alane
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Me2EtAlH3 or DMEAA for aluminum, copper cyclopentadienyl triethyl phosphine
(CpCuPEt3) and iron bis(N,N0-di-tert-butylacetamidinate) (Fe2) for iron. The
molecular structure of these three compounds is presented in Figure 5.15.

A variety of Al precursors has been successfully used for the MOCVD of high-
purity Alfilms, including triisobutyl-alyminiumBui3Al, tri-t-butyl-aluminumBut3Al,
bis-trimethylamine alane AlH3(NME3)2, dimethyl aluminum hydride Me2AlH with

A priori
definition of the three

precursors

CVD of Al CVD of Cu

Compatibility
of processing
conditions?

Al-Cu
co-deposition

Composition,
µ-structure, growth rate,
heteroatoms, compounds

of interest?

CVD of Fe

No

yes

No

yes

Compatibility
of processing
conditions?

No

YesAl-Cu-Fe
codeposition

Figure 5.14 Flowchart illustrating the adopted strategy and the different steps for the MOCVD of
coatings containing intermetallic phases in the Al-Cu-Fe system.
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the related adducts, Me2AlH(NMe3), Me2AlH(NMe2Et) (see Jones et al. and refer-
ences therein) [41] and DMEAA [42]. Among them, DMEAA presents attractive
properties: it is liquid at ambient conditions and has a relatively high vapor pressure
at room temperature (1.5 Torr) [43, 44]. However, it is unstable in ambient temper-
ature and therefore it presents a limited shelf life unless it is stored at low temperature
(�5 �C) DMEAA is thermally decomposed to DMEA ([(CH3)2C2H5]N) and surface-
adsorbed alane (AlH3) that in turn is dissociated on the surface to aluminum and
atomic hydrogen. Combination of two hydrogen atoms yields dihydrogen that is
desorbed from the surface and is evacuated with the other gaseous by-products. Due
to the absence of Al–C bonds in the precursor molecule, the obtained Al films are
carbon-free [45, 46].

CpCuPEt3 was synthesized and characterized in the late 1950s [47–49], but it had
not been used as a MOCVD precursor before years [50, 51]. In the 1990s, it has been
reported in Cu–Al codeposition in combination with alanes [52, 53]. However, in
these reports copper concentration in the films was low, at the level of 1wt.%. The
physical and thermal properties ofCpCuPEt3were investigatedfifteen years later [54].
The conclusions of this work were that CpCuPEt3 is stable below 70 �C and that its
Clapeyron law in the 40–70 �C range is log Pvap (Torr)¼ 9.671–3455/T(K).

A wide range of precursors has already been tested for MOCVD of iron, but an
optimal iron compound for practical MOCVD of pure iron films is missing.
Besides, the affinity of iron for carbon facilitates the formation of carbides and this
strong trend must be avoided in the deposition of the pure metal. Compared with
other metals, few open scientific publications refer to the thermal MOCVD of pure
iron films. Basic molecular precursors have been studied, such as Fe(Cp)2 [55], Fe
(CO)5 [56–61], Fe2Cp2(CO)4 [62], Fe(N(SiMe3)2)3 [63], Fe(COT)CO3 [64], [(arene)
(diene)Fe0] [65]. Except for Fe((N(SiMe3)2)3 these compounds do not meet the
prerequisites of oxygen-free ligands and metal–carbon-free bonds. Iron amidi-
natesmeet these prerequisites. Gordon�s group showed that themonomeric bis(N,
N0-di-ter-butylacetamidinato)iron(II) (Fe2) is volatile [66] and could be used as
precursor for deposition of iron films by atomic layer deposition (ALD) [67]. Fe2 is
extremely sensitive to air and light. Upon storage in a metallic glove box under a

Figure 5.15 Molecular structure of the three precursors under investigation for the codeposition of
Al-Cu-Fe films. From left: Dimethyl-ethyl-amine alane (DMEAA), copper cyclpentadieny triethyl
phosphine (CpCuPEt3) and iron bis(N,N0-di-tert-butylacetamidinate).
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continuously purified argon flow, the white powder turns gray. Due to its insta-
bility, the compound must be kept in sealed ampoules in a refrigerator. This
compound was selected in the present work for testing as a precursor for the
MOCVD of iron.

5.5.2
Deposition of Aluminum

Al deposition was experimentally investigated in a stagnant flow, cylindrical, vertical,
stainless-steelMOCVD reactor. The reactor was equippedwith a showerhead above a
resistively heated susceptor whose diameter is 58mm. Its base pressure was 10�6

Torr. Mass flow controllers delivered 99.999% pure nitrogen that was used both as
carrier gas and as a dilution gas. Adduct-grade DMEAA vapor was delivered to the
reactor chamber using a bubbler, maintained at 8–9 �C.

Figure 5.16 presents two scanning electron microscopy (SEM) micrographs of
an aluminum film processed at 220 �C and 10 Torr on a silicon wafer. The film
presents a continuous base and also surface characteristics of Al crystals. Surface
roughness is about 0.3 mm. No preferential orientation could be noticed with X-ray
diffraction analysis, and the carbon contamination is less than 1wt.%.

Figure 5.17 presents the Arrhenius plot of Al deposition on silicon at 10 Torr.
Despite the reduced number of investigated temperatures, the distinction among the

Figure 5.16 Surface (top) and cross-sectional micrographs of a CVD aluminum coating processed
from DMEAA at 220 �C and 10 Torr.
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typically met three domains is illustrated, namely the low-temperature one (up to
200 �C) where growth rate increases with increasing temperature, a relatively
restricted plateau in the range 200 �C–220 �C and a third regime occurring at higher
temperaturewhere growth rate decreaseswith decreasing temperature.However, the
influence of temperature to the growth rate is overall rather weak, leading to the
conclusion that the aluminumgrowth is a process controlled by diffusion rather than
kinetics. These results are in agreement with abundant literature information on the
growth rate of MOCVD Al films from DMEAA [45, 46, 68–71].

This process was investigated theoretically in the frame of a computational
analysis [72]. A computational fluid dynamics model was developed to describe the
complex transport phenomena involved in the vertical cold-wallMOCVDreactor, also
taking into account the decomposition chemistry of the DMEAA. The results of the
model in the same processing conditions as the experimental ones are also presented
in the diagram of Figure 5.17. It appears that the model predicts fairly well the
experimentally measured Arrhenius plot. Similarly, the model is in satisfactory
agreement with the experimentally determined film thickness profiles in the radial
direction on the susceptor.

5.5.3
Deposition of Copper

Cu deposition was experimentally investigated in the same reactor that was used for
Al deposition. CpCuPEt3 was maintained in temperatures ranging between 60 �C
and 90 �C, depending on the experiments. Hydrogen was used as a reactant gas and

Figure 5.17 Arrhenius plot of the CVD of aluminum processed from DMEAA at 10 Torr. The
experimental results are compared with those resulting from the modeling of the process.
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nitrogen was used both as carrier gas through the precursor sublimator and as
dilution gas. Thermal decomposition of CpCuPEt3 vapors was studied by in situ and
online mass spectrometry [54]. This study revealed that the precursor is monomeric
in the gas phase and there are no Cu-containing fragments in the gaseous decom-
position products such as CuPEt3, CuCp or CuCp2. CuCpPEt3 is decomposed with
the formation of a surface intermediate {CuCp}surf and departure of PEt3 in the gas
phase. {CuCp}surf is rapidly converted into {Cu}surf and Cp2(g). Identification of
cyclopentadiene at temperature higher than 270 �C reveals a change of the decom-
position mechanism in these conditions. The observed results allowed the following
scheme to be proposed for thermal decomposition of the precursor on the growing
surface:

T < 270 �C : CpCuPEt3 !fCuCpgsurf þPEt3 gas

fCuCpgsurf þCpCuPEt3 ! 2 Cusurf þðCpÞ2 gas þPEt3 gas and=or
2fCuCpgsurf ! 2 Cusurf þðCpÞ2 gas

T > 270 �C : CpCuPEt3 !Cusurf þHCpgas þ other organics

From the suggestedmechanisms it can be concluded that decomposition proceeds
with neither carbon nor phosphorous incorporation in the film.

Figure 5.18 presents two scanning electron microscopy (SEM) micrographs of a
copper film deposited at 220 �C and 10 Torr on a silicon wafer. The growth is island-
type, which is characteristic of the Volmer–Weber type of growth of Cu CVD. Film

Figure 5.18 Surface (top) and cross-sectional micrographs of a CVD copper coating processed
from CpCuPEt3 at 220 �C and 10 Torr.
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thickness and surface roughness are 100 nm and 40 mm, respectively. X-ray diffrac-
tion showed that the films exhibit a weak (111) texture. As expected, films are
phosphorous- and carbon-free, within the detection limit of electron probe micro-
analysis (EPMA).

The Cu growth rate was studied for three different precursor flow rates in the
temperature range between 158 �C and 260 �C. The obtained Arrhenius plot at
10 Torr on a silicon wafer is presented in Figure 5.19. Growth rate increases with
increasing precursor concentration in the input gas. In the temperature range
between 158 �C and 240 �C and for CpCuPEt3 flow rates 0.01 sccm and 0.25 sccm,
growth rate slightly increases with increasing temperature. In this temperature
range, the activation energies were estimated to be 14 kJ/mol and 32 kJ/mol for
Q(CpCuPET3)¼ 0.01 sccm and 0.25 sccm, respectively. These values are comparable to,
although slightly weaker than those previously reported [73]. The reported informa-
tion indicates that in this temperature range, the growth of copper is controlled by the
diffusion of CpCuPEt3 to the surface through the boundary layer.

5.5.4
Deposition of the Al4Cu9 Approximant Phase

The results obtained from the investigation of the deposition of unaryAl andCufilms
provided guidance for the study of the codeposition of Al-Cu from the same
precursors. Similar gas-phase composition (including H2 for the hydrogenation of
the cyclopentadienyl ligand) and sublimation conditions for the two precursors were
adopted. Codeposition was investigated in the temperature range between 200 �C
and 260 �C. The nature of the stable gaseous reactants and by-products was

Figure 5.19 Arrhenius plot of the CVD of copper processed from CpCuPEt3 at 10 Torr. Squares,
triangles and diamonds correspond to deposition in precursor feeding rate of 0.01 sccm, 0.07 sccm
and 0.25 sccm, respectively.
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monitored by onlinemass spectrometry. Compared with the results obtained during
the deposition of single Al and Cu, mass spectrometry revealed that there are simple
additive effects in the gas phase during codeposition. Indeed, only fragments due to
the decomposition of CpCuPEt3 and of DMEAA were identified.

Al-Cu films with Cu content between 1 at.% and 93 at.%were deposited by varying
the processing conditions. EPMA revealed that films are carbon-, nitrogen- and
phosphorous-free. Al, Cu and various intermetallic phases, among which Al2Cu and
Al6.108Cu3.892, were identified by X-ray diffraction. Their formation depends on the
processing conditions, namely the concentration of the input gas and the temper-
ature of the substrate. The growth rate of the films decreases when their composition
approaches 50 at.% Cu. This result is attributed to synergetic effects between
adsorbed species from the two precursors, since only additive effects were observed
in the gas phase in codeposition conditions.

Figure 5.20 shows a surface SEM micrograph of a coating, deposited at 200 �C.
This film contains 60 at.%Cu. The X-ray diffractogram of this film is presented in the
foreground of the micrograph. The only crystalline phase present is the Al4Cu9
approximant, whose JCPDS pattern is also presented in the figure for comparison.
Interestingly, the Al4Cu9 approximant was obtained without postdeposition anneal-
ing. To the best of the authors� knowledge, this is the first time that a CMAphase has
been deposited by CVD. This result is very promising since it provides the proof of
principle for the use ofMOCVD for the processing of this family of films. It paves the
way towards the use of CMAs as coatings applied on complex-shaped pieces.
However, a comprehensive investigation of the codeposition process is necessary

2θ (Cu Ka1)
90858075706560555045403530252015

(240003) Cu9Al4

2 µm

Figure 5.20 Surface micrograph of a CVD coating composed of pure Al4Cu9 approximant and
corresponding X-ray diffractogram.
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in order to understand and to control the underlying mechanisms and to drive them
so as to meet the process and films specifications.

5.5.5
Deposition of Iron

Preliminary investigation of the thermal decomposition behavior of Fe2 was
performed by in situ, time-of-flight mass spectrometry [74]. The feature of the
mass spectra is the occurrence of relatively intense molecular peaks correspond-
ing to the monomer [FeL2]

þ and the free ligand [HL]þ where L is (C4H9)NC
(CH3)N(C4H9). There are no peaks at m/z higher than the value expected for FeL2
that is, a value of mass over charge (m/z) equals 394 Fe2. Thus, the compound is
likely to be monomeric in the gas phase. Decomposition is initiated at 210 �C,
corresponding to a considerable decrease in the intensity of the initial compound
ion peaks. Maximum decomposition occurs at 250 �C. Main gaseous by-products
are the free ligand HL (L¼ (C4H9)NC(CH3)N(C4H9)) (m/z 170), CH3CN (m/z 41),
C4H8 (m/z 56), C4H9 (m/z 57), (CH3)2CHNH (m/z 58). It is worth noting that the
decrease in the intensity of the molecular peak on reaching the onset temperature
is not sharp, and this is attributed to the weak vaporization stability of the
precursor [75].

Deposition of ironfilms fromFe2was performed at 10 Torr, in a temperature range
varying between 200 �C and 450 �C and with the precursor container maintained at
85 �C. Films present a gray, mirror-like metallic surface. Figure 5.21 presents two,
surface and cross-sectional, SEMmicrographs of afilmprocessed on siliconwafers at
280 �C. The film is composed of densely packed nanocrystallites whose size does not
exceed 100 nm. This morphology prevails for deposition temperature up to 300 �C.
Above this temperature, the films are well crystallized with grains of apparent cubic
structure.

Elemental analysis of the films by EPMA revealed that they contain iron,
nitrogen and carbon. According to X-ray diffraction the films are mainly composed
of iron nitride, Fe4N with <111> preferential orientation. Metallic Fe and
cementite Fe3C are also present in the films at a lesser extend. The chemical
environment of Fe and of C was investigated by X-ray photoelectron spectroscopy
(XPS) after sputtering of the surface of the films. Peak curve fittings in the Fe 2p
region (706–714 eV) and the C 1s region (282–286 eV) confirmed the presence of
Fe3C. However, the Fe 2p3/2 binding energy in Fe4N is too close to that of the bulk
metal to be used to distinguish a Fe4N from a-Fe. The evolution of the Fe3C/
(Fe þ Fe4N) and of carbide/(total carbon) peak ratios in the investigated temper-
ature domain show that the decrease of the deposition temperature allows
decreasing the carbon content of the films.

Figure 5.22 presents the evolution of the growth rate of thefilms as a function of the
inverse temperature at 10 Torr. Growth rate increases with increasing deposition
temperature following a linear relation in the Arrhenius coordinates. This behavior
reveals that deposition is limited by surface kinetics. The corresponding activation
energy of the process is 226 kJmol�1.
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Figure 5.21 Surface (top) and cross-sectional SEMmicrographs of a CVD iron film processed on
silicon wafer at 280 �C.

Figure 5.22 Arrhenius plot of the CVD of iron processed from Fe2.
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5.6
Concluding Remarks

Initial screening of the metalorganic precursors of the elements of interest is a
prerequisite for the convenient processing of CMA films and coatings by MOCVD.
Tailoring of themetal coordination sphere by an appropriate set of ligands (alkoxides,
b-diketonates, amides and thiolates, classical or functional) allows tuning properties
and accessing well-defined precursors. Such a selection is the first step in the
establishment of the CVD process and consequently it contains a priori decisions
based on empirical criteria. However, it enters an optimization loop, since the use of
molecular precursors inMOCVD conditions provides away for establishing relation-
ships betweenprecursors and thefinalmaterial. As a result, it allows insight into their
decomposition pathways to be obtained and finally it helps in defining precursors
with the appropriate architecture and consequently in optimizing this preliminary
task.

The way to the MOCVD of CMAs is paved by a series of steps. The first one,
after the definition of the molecular precursors, consists in tuning the processes
for the deposition of the individual elements. The objective at this stage is to
obtain unary films with smooth microstructure and acceptable purity. Another
objective is to establish the Arrhenius plots for each element and through such
diagrams, to identify a temperature window where the processes present growth
rates with ratios similar to the ones among the elements in the targeted phases.
The second step is codeposition of binary films. Precursor transport conditions
and deposition parameters are defined based on the growth rates of the unary
films as previously established. However, CVD is not a physical deposition
process and consequently, the relation between the compositions of the gas
phase and of the film is not straightforward. The key role played by the chemistry
is materialized in the kinetically controlled regime of the Arrhenius plots.
Therefore, an additional degree of freedom available in the frame of codeposition
of intermetallic alloys is provided by the possibility to operate in a temperature
window containing the diffusion-limited regime for one element and the kinet-
ically limited one for the other. In such a way, the degree of incorporation of each
element can be controlled by the concentration in the input gas of the precursor
(diffusion-limited regime) and by the deposition temperature (surface-kinetics-
limited regime).

Nevertheless, even in this case, the elemental composition of the films can be
unexpectedly shifted with regard to the adopted strategy. Indeed, competitive
phenomena occurring on the growing surface or between the surface and the gas
phase, depending on reactionmechanisms such as the Langmuir–Hinshelwood and
the Eley–Rideal ones, respectively, can be at the origin of particular surface reactions
that control the growth.

Last but not least, ensuring appropriate elemental composition in the films does
not guarantee the stabilization of the targeted phases. The activation energies for the
nucleation of the different phases are not necessarily the same and corresponding
differences may lead to a particular sequence of phase nucleation and ultimately to
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the formation of two or more undesired phases, even in the case when the global
composition of the film meets that of the targeted phase.

Going back to the selection of the molecular precursors, it appears from the
above discussion that an additional criterion in this stage should be the use of
compounds with compatible, if not similar ligands. This condition reduces the
probability of the occurrence of competitive phenomena on the surface and helps in
establishing a more direct relation between gas-phase and film compositions. The
ultimate step in this direction could be the use of single-source precursors,
containing the elements to be deposited in the correct composition. Although this
attractive solution may simplify the process, it presents inherent difficulties,
especially on the formulation of such precursors. It should only be adopted at a
final step, after the correlation between the characteristics of gas phase and those of
the films has been established.

MOCVD of intermetallic films, including CMAs is actually in its infancy.
Progress in numerous aspects must be made prior to consolidating the process.
Modeling can strongly assist this evolution. Its efficiency will be higher if it is
performed at the multiscale level, with continuous feedback between the different
scales. Such different spatial scales range from the MOCVD reactor to the film
feature and the film morphology progression. The former require continuum
modeling, the latter discrete. The process modeling at the continuum level is based
on, and the theoretical predictions are drawn from, first principles; that is, the
conservation of mass/species, momentum and energy. The discrete models
employMonte-Carlo-type simulations, such as kineticMCand ballistic techniques.
Monte Carlo simulations are based on the results obtained from the investigation of
the different aspects of surface reactivity as have been presented in Figure 5.12,
obtained through ab initio methods.

Continuous and discrete models can be linked through flux-type boundary
conditions at interfaces between the continuum and discrete transport regimes.
Several reaction combinations should be explored for developing a comprehensive
understanding of the studied processes, which may involve multiple chemical
species, concentration ranges, and gas temperatures and pressures. Information
obtained from the analysis of the thermodynamic equilibrium in the reactive
gas phase and from past experimental and theoretical studies contributes to
the determination of elementary reaction steps, which play important roles in
the generation of the key intermediates in the gas phase and in the overall
deposition characteristics (thickness, uniformity and film composition). These
tools are the basis for the development of the surface models needed for the
process simulation.
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6
Surface Chemistry of CMAs
Marie-Genevi�eve Barth�es-Labrousse, Alessandra Beni, and Patrik Schmutz

6.1
Introduction

Surface chemistry can be roughly defined as the study of the adsorption of gas or
liquid molecules on the surface. It reflects the capacity of a material to form bonds
with atomic and molecular species from the surrounding environment and is one
of the most important properties in terms of applications in various fields such
as corrosion protection, catalysis, adhesion, friction and wear. . . The interest in
studying CMAs surface reactivity comes from their specific electronic structure,
which is related to the existence of highly symmetric clusters that decorate the giant
unit cells and could affect interactions of the surface atoms with surrounding atoms
andmolecules. In spite of this characteristic feature, a limitednumber of studies have
been devoted so far to the chemical reactivity of CMA surfaces. Moreover, although
the number of possible combinations of metal constituents should give rise to the
formation of a huge variety of CMAs,most investigations have been performed so far
on Al-based compounds.

The interest in studying oxidation of CMAs emerged from the excellent oxidation
and corrosion resistance that was initially reported [1–3] and from the fact that many
promising properties of these alloys, such as their low surface energy and friction
coefficient, their optical emissivity can be affected by the nature and thickness of
the oxide layer formed on the surface. Several studies were thus devoted to the
oxidation characteristics of Al-rich complex alloys, but surprisingly enough very little
work has been done in the field of aqueous (also called wet) corrosion.

Adsorption of simple molecules other than oxygen and water on CMAs surfaces
under ultrahigh vacuum conditions has originally been performed bothwith the idea
to form molecular ordered complex overlayers and, as a first step, to understanding
the catalytic properties of these materials. In the present chapter, we will focus our
attention on the adsorption step, but the reader can refer to Chapter 8, where it will be
shown that CMAs are indeed very promising catalytic materials as they can present
high activity and selectivity, they can be stable up to high temperature and, thanks to
their brittleness, they can be easily crushed into powders at room temperature.

Complex Metallic Alloys: Fundamentals and Applications
Edited by Jean-Marie Dubois and Esther Belin-Ferré
Copyright � 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32523-8
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Our intention in this chapter is to point out the similarities and differences that
CMAs can present with respect to more classical metallic alloys in terms of surface
reactivity.

6.2
Surface Chemistry of CMAs Under UHV Environment

6.2.1
Interaction with Oxygen

The interest in studying oxidation of complex metallic alloys is twofold. On the one
hand, it has been speculated that the persistence of a pseudogap at the Fermi level
up to the surface could strongly influence the reactivity (hence the oxidability) of
CMAs; on the other hand, as already mentioned in the introduction, many
intriguing properties of these alloys can be affected by the nature and thickness
of the surface oxide layer. Most investigations so far have been devoted to Al-based
compounds. In particular, the first stages of oxidation of Al-Pd-Mn, Al-Cu-Fe and
Al-Cr-Fe resulting from exposure to dry oxygen in an ultrahigh vacuum chamber
have been extensively studied. The main questions raised were related to the
existence of a measurable chemisorption step and to possible differences in the
detailed mechanisms of oxide(s) nucleation between CMAs, related classical
intermetallics and pure aluminum.

The first investigations related to surface oxidation of CMAs were undertaken by
Thiel and coworkers on the fivefold surface of the icosahedral Al-Pd-Mn quasicrys-
tal [4–7]. Upon exposure to dry oxygen in the temperature range 105–870K, the
oxidation characteristics of the fivefold i-Al70Pd21Mn9 surface were found to be very
similar to those of aluminum,with the existence of a chemisorbedphase that destroys
the quasiperiodicity of the surface and is a precursor to the formation of a thin (4–8Å)
oxide layer consisting exclusively of amorphous Al oxide. While the inertness of Pd
does not look surprising in view of the low enthalpy of formation of the bulk
palladium oxide (DH¼� 85 kJmol�1 O2 for PdO), oxidation of both Al and Mn
would have been expected based upon thermodynamic considerations (DH¼� 1080
kJmol�1 O2 for Al2O3 and DH¼� 1041 kJmol�1 O2 for Mn3O4). In fact, Popovi�c
et al. have shown that oxidation of Mn can be observed even at room temperature for
extremely large exposure to oxygen (8400 L) [8]. The very slow oxidation rate is due to
the specific layer-by-layer structure of the quasicrystalline i-Al-Pd-Mn surface, which
is terminated by an Al-rich plane. As the diffusivities of the elements in a quasicrystal
aremuch smaller than in conventional alloys, the initial oxidationprocess is governed
by the oxidation of the outermost layer and leads to the formation of a passivating Al
oxide that can act as a barrier and delay oxidation of the other elements.

Surprisingly, althoughmost authors conclude there is formation of an amorphous
aluminum oxide layer, Longchamp et al. [9] reported the formation of a well-ordered,
0.5-nm thick aluminum oxide film following oxidation in vacuum of the pentagonal
surface of i-Al-Pd-Mn at 700K and subsequent annealing at the same temperature.
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The oxide layer consists of five pairs of domains similar to those of c-Al2O3 aligning
their nominal (111) face parallel to the substrate surface. The domains are of
approximately 3.5 nm diameter, rotated by 72� with respect to each other and aligned
along a two-fold symmetry direction of the pentagonal substrate surface. Similar
ordered layers have been observed following high-temperature oxidation in vacuum
of ordered binary alloys surfaces such as NiAl (110). However, the self-size selection
of the domains is only observed on the pentagonal surface of i-Al-Pd-Mn and canbe of
great potential interest when using these oxidized surfaces as templates to grow
nanostructures. The absence of any ordered layer reported in most papers has been
ascribed to a critical dependence of the oxidation mechanisms on the Al-to-Pd
concentration.

Further insight into the reactivity of CMAs has also been obtained by Popovi�c
et al. [8] by comparing the kinetics of oxidation of quasicrystalline and crystalline
surfaces of an icosahedral Al-Pd-Mnquasicrystal cut perpendicular to thefivefold axis
and of Al (111). Figure 6.1 shows the results of their XPS study following sequential
exposure to dry oxygen at room temperature.

The percentages of oxidized Al (Mn) in the total amount of Al (Mn) atoms have
been deduced from the XPS Al 2p andMn 2p3/2 core-level spectral linesmonitored at
normal emission (0�) and/or 45� off normal. It can be clearly seen from these results
that Mn is strongly oxidized in the crystal even for low exposure to oxygen while very
large exposure to oxygenwas necessary to observe the formation ofmanganese oxide

Figure 6.1 Percentages of oxidized Al (Mn) in
total amount of Al (Mn) atoms following
exposure of crystalline (c), quasicrystalline (qc)
i-AlPdMn and Al(111) surfaces to oxygen at
room temperature in ultrahigh vacuum.

Values deduced from XPS data monitored at
normal emission (0�) and/or 45� off normal.
Reprinted from reference 8, Copyright� (2001),
with permission from Elsevier.
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on the surface of quasicrystalline Al-Pd-Mn. This can be related to differences in
the composition of the outmost layer between the crystalline and the quasicrystalline
phases as there is no Al-dense surface layer in the periodic phase and Mn is
available at the surface for oxidation. In addition, the diffusivity of Mn is larger in
the crystalline phase than in the quasicrystalline one, thus allowing Mn segregation
in the former case. In the same way, oxidation of Al decreases in the order crystal
> quasicrystal>Al(111). Al surface segregation is observed in both crystalline and
quasicrystalline phases. Figure 6.2 compares the variations in the percentage of O
during the oxidation process for the crystal, quasicrystal and Al(111).

It can be seen from Figure 6.2 that the crystalline phase of the Al-Pd-Mn alloy is
more reactive towards oxygen than the quasicrystalline one, due to rapid penetration
of oxygen in the rough surface created by sputtering treatment. However, the most
striking feature in this figure is the larger reactivity of the quasicrystalline i-Al-Pd-Mn
surface compared with Al (111). Although the plateau value looks very similar for
both surfaces, the exposure time required to reach saturation is much longer for
elemental aluminum. Combined with the stronger oxidation observed for quasi-
crystalline i-Al-Pd-Mn in Figure 6.2, this suggests that the high reactivity of the
quasicrystalline surface is related to the geometry of the surface that is more open
than the densely packed Al(111) surface, rather than to the reduced density of states
near the Fermi level.

Finally, Dubot et al. observed that the aluminum oxide layer that was formed
following oxidation of i-Al-Pd-Mn by dry oxygen in vacuum exhibits specific elec-
tronic properties, close to those ofa-alumina [10]. In particular, enhanced ionicity and
stretching vibrational properties, compared to the amorphous layer grown on pure

Figure 6.2 Variation of the percentage of
O atoms during exposure of crystalline (c),
quasicrystalline (qc) i-AlPdMn and Al(111)
surfaces to oxygen at room temperature in
ultrahigh vacuum. Values deduced from

XPS data monitored at normal emission (0�)
and/or 45� off normal. Reprinted from
reference 8, Copyright � (2001), with
permission from Elsevier.
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aluminum in similar conditions, have been evidenced and ascribed to the influence
of the bulk quasicrystalline substrate dielectric function.

Some similarity with conventional aluminum-based alloys and pure aluminum
has also been observed during oxidation of Al-Cu-Fe complex metallic alloys. In
particular, oxidation of quasicrystalline i-Al63Cu24Fe13 and y-Al66Cu22Fe12 and of
crystalline b-Al51Cu35Fe14 and l-Al75Cu3Fe22 phases in vacuum conditions leads
to the formation of a very thin passivating layer of aluminum oxide that protects the
other elements from oxidation [11, 12]. Aluminum segregation is observed in all
cases. No significant difference in the oxidation characteristics appears when com-
paring two crystalline phases (b-Al51Cu35Fe14 and l-Al75Cu3Fe22) and one quasicrys-
talline phase (y-Al66Cu22Fe12) saturated with oxygen at room temperature.

A detailed investigation of the oxidation mechanism of i-Al-Cu-Fe has been
performed by Rouxel et al. [13, 14]. A three-stage oxidation process has been observed
when the surface is exposed up to 7200 L of oxygen between room temperature and
700 �C. The first chemisorption stage is followed by nucleation and growth of an
aluminum amorphous oxide until all aluminum surface atoms are oxidized and the
surface is saturated in oxygen. Again, only aluminum is involved in the oxidation
process and a thin passivating alumina layer is formed (less than 2 nm thick at room
temperature). However, some peculiar behavior has been evidenced when measur-
ing, using Auger electron spectroscopy, the variations in the slope at the origin of the
plot of aluminum surface enrichment versus time of exposure to oxygen for various
temperatures (see Figure 6.3). It has been shown that Al surface segregation is due to
two distinct modes of atomic motion. Above 500 �C, diffusion is related to a classical
vacancy diffusionmode with an activation energy equal to 2.2 eVat�1 similar to what

Figure 6.3 Variations in the slopes at the
origin of the plot of aluminum surface
enrichment versus time of exposure to oxygen
as a function of temperature. The aluminum
enrichment follows an Arrhenius law and

the values of the activation energy can be
deduced from the slope of the plots. Reprinted
from reference 8, Copyright � (2006), with
permission from Elsevier.
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is observed for diffusion inmetals and conventional intermetallics. Below 500 �C, the
lower value of the activation energy (0.6 eVat�1) can be ascribed to atomicmobility by
a phasonflipmechanism, a concept that is intrinsic to the quasiperiodic structure and
independent of the formation and migration of vacancies.

In addition, some differences in the growth kinetics and oxidation of CMAs and
classical intermetallics has been observed by Rouxel et al. [13, 15] when oxide layers
are formed at elevated temperatures. These authors have compared the behavior of
the quasicrystalline icosahedral i-Al62Cu25.5Fe12.5 and the crystalline tetragonal
v-Al7Cu2Fe phases with pure aluminum following exposure up to 5000 L of oxygen
vapor in vacuum at 600 �C. They observed that the thickness of the final oxide layer
formed was increasing in the order Al>v-Al-Cu-Fe> i-Al-Cu-Fe. This behavior has
been ascribed to the difference in the substrate structures. When pure aluminum is
oxidized at temperatures above 400 �C, nucleation and growth of c-Al2O3 crystallites
in epitaxy with the subjacent aluminum structure occurs at the interface between the
amorphous oxide and the metal substrate. On v-Al-Cu-Fe and i-Al-Cu-Fe the
structural complexity of the surface may delay or even prevent the nucleation and
epitaxial growth of the c-Al2O3 crystallites.

Oxidation in vacuum of Al-Cr-Fe complex alloys of various compositions
(Al77Cr16.5Fe6; Al72.5Cr19.5Fe8; Al72.5Cr21.5Fe6; Al67.6Cr23.3Fe9.1) has been studied by
Demange et al. at room temperature and 450 �C [16, 17]. Here again, preferential
oxidation of aluminum and aluminum segregation are observed, which lead to the
formation of a thin passivating aluminum oxide layer (a few Å thick). It must be
pointed out that, in such oxidizing conditions, the content inCr has little influence on
the thickness of the oxide layer.

In conclusion, as for more conventional intermetallics, oxidation of Al-based
complex metallic alloys in vacuum environment leads to Al segregation and forma-
tion of a passivating aluminum oxide layer, a few Å thick. However, some major
differences have also been observed in the growth mechanisms of this aluminum
oxide layer, which can be related to the structural complexity of the CMAs or/and the
existence of additional diffusion mechanisms. Moreover, the aluminum oxide layer
that is formed can present specific electronic properties.

6.2.2
Interaction with Other Molecules

Only a limited number of studies are addressing the surface reactivity of CMAs with
molecules other than oxygen or water. Most of them have been performed on clean
quasicrystals surfaces under carefully controlled ultrahigh vacuum conditions in an
attempt at creating artificial 2D aperiodicmolecular overlayers, with a unit cell simply
related to the substrate unit cell. In fact, atomic or molecular adsorption on well-
defined surfaces can provide a simple route to produce nanoscale structures such as
nanoclusters, quantum wires, 2-dimensional overlayers and 3-dimensional epitaxial
layers. By using the surface as a template, atomic patterns can be rapidly generated
over amacroscopic scale. For example, adsorption of simplemetal atomsproved to be
quite successful to obtain pseudomorphic adsorbed structures and to gain some
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insight in the electronic and dynamic phenomena in such systems. However, we will
focus here on studies of adsorption of simple molecules and readers are referred to
Chapter 3 for more details on metal adsorption.

Most molecular adsorption experiments have been carried out on the fivefold
surface of the icosahedral Al70Pd21Mn9 (i-AlPdMn) and on the 10-fold surface of
the decagonal Al72Ni11Co17 (d-AlNiCo), which are the most intensively studied and
the best understood aperiodic surfaces. The results from a literature survey are
summarized in Table 6.1.

It can be seen from Table 6.1 that most systems produce dissociative adsorption
or disordered overlayers, due to strong interactions between the molecular species
and the surface, which result in multiple possible adsorption sites. However,
some promising results have been obtained by McGrath and coworkers when
using weakly interacting molecules such as xenon [26] or buckminsterfullerene
(C60) [19, 20, 26, 29–31]. Of particular interest is the low coverage (0.065 monolayer)
adsorption of C60 onto the icosahedral Al-Pd-Mn surface. Following preparation by a
series of sputtering and annealing cycles in vacuum, the fivefold i-AlPdMn surface
consists of large (�150 nm) Al-rich atomically flat terraces. Although the detailed
structure of the terraces remainsunknown, several repeating geometric features have
been identified. Among them, fivefold pentagonal hollows having a height of
0.7� 0.1 nm and displaying Fibonacci scaling relationships (i.e. with distances
between thehollowsproportional to the golden ratio t¼ 1.618. . .) have beenobserved
as dark fivefold stars in STM images and have been ascribed to the dissection of
Bergman clusters during the annealing process [26, 29, 30]. During the first stages of

Table 6.1 Summary of the literature results for molecular adsorption onto i-AlPdMn
and d-AlNiCo surfaces.

i-AlPdMn d-AlNiCo

Atomic sulfur Surface reconstruction
(disordered) [18–21])

Methanol Molecular adsorption and
decomposition [22–24]

Dissociation [24]

Carbon monoxide Molecular adsorption [22] Molecular adsorption on Ni
topsite [24]

No adsorption [24]
Nitrogen oxide Dissociation [24] Dissociation [24]
Formic acid Dissociation [24] Dissociation [24]
Benzene Disordered molecular

adsorption [24, 25]
Aminobenzoic acid Disordered overlayer [26]
Iodoalkanes Dissociation [22]
Ethylene Disordered adsorption [19, 27]
Xenon Ordered monolayer [26, 28]
Buckminsterfullerene
(C60)

Ordered overlayer at very low
coverage [19, 20, 26, 29, 30]

Disordered adsorption on Al
sites [31]
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adsorption, these pentagonal hollows can act as preferential adsorption sites for C60

molecules that are therefore aligned along the same directions as the pentagonal
hollows and that display the same Fibonacci scaling relationships. This is illustrated
in Figure 6.4 where intermolecular distances are related by:

½AE� ¼ t½AD� ¼ t2½AC� ¼ t3½AB�
½EH� ¼ t½EG� ¼ t3½EF�

As can be seen, the attempt to use quasicrystalline surfaces as templates for
aperiodic ordered molecular adsorption has not been very successful so far. As
mentioned above, this can be ascribed to the strong bonding of themolecular species
with the surface or/and to the presence of too many adsorption sites due to the
chemical complexity of these multielement surfaces. A promising route to bypass
this last problem has been recently suggested by using single-element metallic thin
films that can form quasicrystalline intermediate overlayers when deposited on an
aperiodic substrate [19].

It must be pointed out that, for somemolecules, the adsorption behavior reported
in Table 6.1 noticeably differs fromwhat happens onmetal or classical intermetallics
surfaces. For example, sulfur is well known to form ordered self-organized over-
layers on a number of single-crystal metal surfaces, whereas multiple-site adsorp-
tion and/or adsorbate-induced reconstruction is observed on the five-fold surface of
i-Al-Pd-Mn. In the same way, ab initio DFT calculations performed by Kraj�c�ı and
Hafner have evidenced some specificity in the CO adsorption and dissociation on

Figure 6.4 150 Å� 150 Å STM image of the i-AlPdMn surface covered with 0.065 monolayer
of C60. White spots correspond to adsorbed C60 molecules. Reprinted from reference 8, Copyright
� (2003), with permission from IOP.
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the i-Al-Pd-Mn surface, due to a strong corrugation of the potential-energy surface
for atoms andmolecules associated with the complexity of the surface structure [32].
C�C bond breaking has also been observed for iodoalkanes adsorption on i-Al-Pd-
Mn [22] while it is not observed for pure Al or Pd. All these results suggest that
ComplexMetallic Alloys surfaces can bemore reactive than those of their puremetal
constituents or classical intermetallics counterparts, thus opening up promising
perspectives for applications in the field of catalysis (see Chapter 8).

6.3
Atmospheric Aging

In terms of atmospheric aging of CMA, the research field is again mostly focused on
Al-based compounds. There is continuous transition between scientific investiga-
tions with controlled exposure to oxygen and water in ultrahigh vacuum conditions
(UHV) and exposure for longer time to air in ambient conditions.

6.3.1
Atmospheric Oxidation

The oxidation experiments performed in controlled conditions, such as a UHV
environment, were also developed in order to rationalize the behavior of both
quasicrystals and quasicrystals approximants in atmospheric ambient [33]. The high
interest resided primary on the evaluation of the possibility to exploit thosematerials
from a technological point of view. This was surely determined by their multiple and
promising properties that, in the case of Al-alloys in atmospheric environment, were
thought to be correlated to the presence of a thin oxide (5–10 nm thick) that
instantaneously formed on the metallic surface. As an example, we can consider
the tribological properties associated to them [13].

Several studies were performed in order to assess the type of oxide, its thickness
and its evolution with time. Up to now, the characterization was devoted to the
atmospheric oxidation behavior at room temperature in order to mimic the real
environment and the real behavior of the system in the environment.

In this kind of characterization, the sample was exposed to an �uncontrolled�
environment constituted by �normal� air, where the sole parameter to be varied was
humidity. According to that, several experiments were performed in order to
characterize the types of oxide that were formed after the sample was stored in a
desiccator with CaSO4 or in an environment with increasing humidity, with the
ultimate step being the direct dipping into ultrapure water. It is worth noticing that,
the different types of characterizations that were developed in a controlled (UHV) or
uncontrolled environment and reported here in various chapters, have been mainly
conducted using the same type of samples and with the same preparation procedure.
This allowed the characterization of the sample behavior in all types of environment
and gave hints on the determination of the effect of the substrate composition (the
metallic alloy) or of the substrate structure on the oxide formation.
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The techniques that were used were various, since at the beginning, differently
from the �controlled� characterization done in a UHV environment, there was no
availability of techniques sensitive to the in-situ thin oxide growth in ambient and to
its structure and composition. Several research groups started using the techniques
exploited in surface science, mainly X-ray photoemission spectroscopy (XPS) or
Auger spectroscopy,whichwere coupledwith depth-profile analysis in order to gather
information on the qualitative and quantitative composition of the oxide versus its
thickness. One drawback was surely that of not being able to follow the evolution of
the oxide with time.

The systems studied up to now, were mainly polycrystalline and polyphasic
materials, due to the intrinsic difficulties residing in the growth of large-grain single
crystals. The interest was initially focused on Al-Cu-Fe [12, 13] and then shifted to
the Al-Cr-Fe [16, 17] alloys in order to enhance the oxidation stability, due to the
presence of Cr oxide that was known to be thermodynamically stable in this condition
(�1139.7 kJ/mol for Cr2O3).

The preparation of the sample was usually accomplished by themeans of standard
metallographic techniques, grinding using SiC down to 4000 grit and subsequent
polishing with diamond paste up to 0.25 micrometer with ethanol as a solvent. Only
in more recent times, and with the availability of single-grain and single-phase
samples, has it been possible to prepare the surface in a well defined way, by the
means of sputtering and annealing thatwere developed in theUHVchamber and that
were followed by atmospheric oxidation [34].

Coming back to the first experiments performed by Demange and coworkers
[16, 17] the comparison was made with the same alloys oxidized in UHV with pure
oxygen. The samples were Al-Cr-Fe mixtures of approximants of composition
Al77Cr16.5Fe6, Al72.5Cr19.5Fe8, Al72.5Cr21.5Fe6 and Al67.6Cr21.5Fe9.1 [16]. The XPS
analysis revealed that the alloys were covered by Al oxide. The oxide thickness was
evaluated using the Strohmeier formula [35] once the area of the XPS peak was
known. In air and with a 6% humidity, the thickness of the oxide formed after 24 h
was found to be higher than the one grown in a controlled atmosphere (in the 19–29Å
range for all the four samples, compared to 7–9Å) and at the same time lower than the
one grown after exposure to ultrapurewater for 15 h. The latestwas found to fall in the
49–78Å range and to be composed of Al and Cr oxides. In the light of these results, a
mechanism for ambient oxidation in humid air was proposed: oxidation of Al first,
then segregation of Al with Al-depletion of the layer underneath and then Cr
oxidation in that interfacial region. This was also in accordance with the results
found by Pinhero et al. [36] in the angle-resolved XPS data of Al-Cu-Fe-Cr systems. It
is worth noticing that, in an atmospheric environment, the outermost layer is always
constituted by contamination of carbon.

The ultimate and most detailed experiment in air was done with humidity in the
54–67% range and was performed by Veys and coworkers, where the aging effect of
the sintered c-Al65Cr27Fe8 phase with a c-brass structure was followedwith time [37].
X-ray reflectivity characterization gave the possibility to follow the characteristic of the
oxide growth versus time. A freshly polished sample was in fact mounted on a
diffractometer, carefully aligned and kept there for 15 days. Regularly repeated
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measurementswere done. From the interference effects of theX-ray beamwith afilm
having different properties (such as electron density) with respect to the substrate, it
was possible to gather information on the presence of multiple stacked layers, their
thickness, the roughness of the interface and degree of crystallization. Additional
secondary ion mass spectrometry (SIMS)-based surface-analytical techniques, the
secondary neutral mass spectroscopy (SNMS) and XPS, allowed a model for the
surface interaction of the Al65Cr27Fe8 CMA to be proposed with atmospheric air
during longer exposure time up to 15 days (Figure 6.5). The data were rationalized
with the help of simulations and fitting procedures that included the former
parameters. For this, the data relative to the electronic densities were calculated for
several Al and Cr oxides, hydroxides and oxy-hydroxides, once the atomic structure
and the number of electron per atomwas known. Those data were comparedwith the
angle-resolved XPS and depth-profile analysis performed on the same sample soon
after polishing and after 15 days.

The evolution of the oxide with time followed the route that has already been
hypothesized by Demange and coworkers [16, 17] and this time was qualitatively and
quantitatively characterized: so that they could distinguish between the presence of
an oxidized layer close to the metallic substrate, then a hydroxilated layer that was
followed by a top layer of chemisorbed water. This was in accordance with the
Simmons and Beard description [38]. Consequently, they proposed a surface struc-
ture consisting of a stacking of a mixed amorphous oxide layer of Al2O3, Cr2O3 and
Fe2O3 of constant thickness close to 15Å, followed by another amorphous oxidized
layer containing only Al and oxygen (AlO(OH)) whose thickness increases upon
aging time and was approximately 20–40Å after 15 days of exposition and finally, a
contamination layer of approximately 10Å.

These aging conditions can further be used to investigate the influence of surface
oxides (called passive film in the corrosion community) on the aqueous corrosion

Figure 6.5 Oxide growth model of the multilayer structure formed on the Al65Cr27Fe8 CMA as
a result of aging in atmospheric conditions. Reproduced from reference [39].
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mechanisms. Aluminum itself is stable in �normal� atmospheric conditions, so that
the topic of atmospheric corrosion of Al-based compounds has not attracted a large
interest in the past. Some more specific studies based on the preliminary work
mentioned previously would, however, be necessary to investigate the influence of
humidity for example on the formation of the surface oxides and hydroxides and their
structure and properties. This aspect, not directly relevant for corrosion resistance,
could certainly influenceother properties like surface energy and friction, for example.

6.3.2
Surface Properties in Atmospheric Conditions

Among the various surface properties where CMAs show interesting behavior, it is
necessary to emphasize the very low surface energy and related low friction
coefficient found for the Al-Cu-Fe system [40]. In the case of Al-based alloys, a direct
relation has been found between the reversible adhesion energy and the ratio of the
electron density at the Fermi level to the thickness of the oxide film (see Figure 6.6).

Figure 6.6 Reversible adhesion energy (W) as a function of the partial density of state of the Fermi
level (n) divided by the oxide thickness (t). Reproduced from reference [40].
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Furthermore, related very low friction coefficients have been measured, for
example for the i-Al-Cu-Fe quasicrystalline compound. Following the comment
on the environment of the previous section, the exact influence of the atmospheric
aging and surface preparation on these properties has not yet been investigated
in detail.

6.4
Surface Chemistry and Reactions in Aqueous Solutions

CMAs are materials with complex structures. Therefore, the interest in funda-
mental locally resolved oxidation investigations is clear. However, investigation of
the corrosion behavior of CMAs or quasicrystals is in its very early stage and only
very few studies have been published, mainly related to the electrochemical
behavior of quasicrystals and their approximant phases for Al-Cu-Fe [41–43] and
Al-Cr-(Cu)-Fe system [3, 44–47]. The corrosion resistance of Al-Cr-Cu-Fe and
Al-Cu-Fe was investigated in 0.5M Na2SO4 in different pH during potentiody-
namic polarization by Massiani et al. [44] However, the polarization curves have
not been interpreted in detail in terms of electrochemical reactions. Veys et al. [45]
also performed studies of the polarization resistance of Al-Cr-(Cu)-Fe alloys in a
solution of a mixture of citric acid and sodium chloride. They found that the
electrochemical properties of these alloys are affected by their chemical compo-
sition rather than by their crystallographic structure. The electrochemical imped-
ance measurements of Al-Cr-Cu-Fe coatings carried out by Balbyshev et al. [46]
demonstrated high corrosion resistance of the alloy during long immersion in
dilute Harrison�s solution. Veys [39] also investigated the localized corrosion
susceptibility of Al-based CMA and found good corrosion resistance but with
obvious signs of transient attacks especially when the surface was aged in air for
longer times. The presence of a large amount of Al in most of the investigated
Al-based CMA guarantees surface stability in its thermodynamic stability domain
(approximately between pH 3 and pH 9). For this reason, the focus will be set in
the following section on compounds with higher corrosion resistance in more
severe environments. Although they show very interesting surface properties, the
Al-Cu-Fe CMAs are not ideal compounds in terms of aqueous corrosion
resistance.

6.4.1
Thermodynamic Stability

One of the reasons for the lack in corrosion investigations is certainly the small size of
the available samples. Most of the investigations presented and mentioned have
therefore been performed on powder metallurgically prepared samples. For the
localized corrosion susceptibility assessment, these samples are not suitable because
the oxide inclusions and defects induced by the production processes induce �weak�
areas of the sample surface.
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The first aspect to be considered when addressing aqueous corrosion resistance
is the thermodynamic stability of the surface oxide that forms in the presence of
halide (Cl,. . .) -free solutions. This parameter defines the uniform corrosion
resistance of a material. There are two classes of CMAs (Al67.2Cr10.4Cu12Fe10.4
and Al65Cr27Fe8) that show very broad thermodynamic surface oxide stability in
aqueous electrolytes [48]. A passive behavior (nm thick protecting oxide) is present
from pH 0 to 14 during electrochemical potentiodynamic polarization experi-
ments. Figure 6.7 shows the comparison of Al65Cr27Fe8, Al67.2Cr10.4Cu12Fe10.4,
stainless steel (Fe17.5Cr) and pure elements in a 0.1MNa2SO4 solution adjusted to
pH 2. Electrochemical current density in the microampere domain are measured
for the CMAs, corresponding to the slow formation of a stable (hydr-)oxide.
Aggressive chloride-containing electrolytes will be discussed in relation to localized
corrosion susceptibility. For stainless steel, the threshold concentration in Cr for
passivation is 12%, so that the mechanism is different in the case of Al67.2Cr10.4-
Cu12Fe10.4, for which the chromium content is below this concentration. Themajor
advantage of these Al compounds is that they do not show the active dissolution
observed in stainless steel (see Figure 6.7: current in mA range for steel) at low
potential in acidic media before a stable oxide can form. In this sense, the presence
of Al in the CMA improves the stability of the surface oxide in a pH domain where
surface oxide on pure Al is not stable at all. The absence of active dissolution could
be a key advantage in the corrosion resistance of these compounds. The problem of
stainless steel is that, if the surface is activated by a tribocorrosion processes (local
removal of the oxide) or in a localized corrosion attack (pit) inducing a very low pH,
dissolution can proceed unhindered in an autocatalytic way. This is the most
dangerous degradation mechanism that is suppressed in this case. One drawback

Figure 6.7 Electrochemical potentiodynamic polarization measurements on Al65Cr27Fe8,
Al67.2Cr10.4Cu12Fe10.4, Fe17.5Cr stainless steel and pure elements in 0.1M Na2SO4 (pH 2) [48].
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(observed in Figure 6.7) of all the high Cr content materials is the transpassive
dissolution (observed oxidation of Cr3þ in soluble Cr6þ at 0.8 V standard calomel
electrode – SCE), but this problem only starts to be relevant at very high pH and is
similar for Cr-containing stainless steel.

The electrochemical polarization investigations alone donot allow all the aspects of
the uniform corrosion behavior to be described because they address the stability of a
polarized sample surface. Oxide formation is forced by the electrochemical control
and the stability of this oxide in a given solution is then assessed. Electrochemical
impedance spectroscopy allows, by applying a very small (10mV) potential pertur-
bation around the corrosion or electrochemical open-circuit potential OCP and
recording the current answer, to monitor the �freely� oxidizing surface stability. At
the corrosion potential, the two considered compounds (Al65Cr27Fe8, andAl67.2Cr10.4-
Cu12Fe10.4), show significant difference in stability (see Figure 6.8). During the first
day of immersion in 0.1M Na2SO4 (pH 2), the impedance value increase indicates a
stabilization of the surface oxide, but afterwards the Cu-containing CMA started to
show signs of dissolution. The impedance values in the range of 150 kV/cm2 after
72 h is still not indicating fast uniform corrosion, but the stability of Al65Cr27Fe8 is
significantly better.

The surface protection is obtained because of the integration of Cr (hydr-)oxides in
the nm-thick surface oxide. Figure 6.9 presents the XPS characterization of the
sample surface after 48 h of exposure in 0.1MNa2SO4 (pH 2). It is interesting to note
that the passive layer is composed of a mixture of different Al (hydr-)oxides and with
smaller amount of Cr (hydr-)oxides mainly at the surface in this case. Iron is not
found in the oxidized state in the passive layer. The (hydr-)oxide film is very thin
(3–4 nm), as evidenced by the presence of metallic components in the signals. The
presence of a large amount of Al is a sign that a synergetic protecting effect with
chromium is obtained. Chromium alone does not guarantee suppression of the
active dissolution at very low pH.

To obtain detailed information about long-term stability and simultaneously a
description of the dissolution mechanisms, ICP-MS (ion coupled plasma – mass
spectroscopy)measurement of the dissolved species in 1MH2SO4 and 1MNaOHas

Figure 6.8 Electrochemical impedance spectroscopy (Nyquist plots) measurements as a function
of time for: (a) Al65Cr27Fe8, and (b) Al67.2Cr10.4Cu12Fe10.4 in 0.1M Na2SO4 (pH 2) [48].
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a function of time was performed for a duration of 2 months for Al65Cr27Fe8, and
Al67.2Cr10.4Cu12Fe10.4. Figure 6.10 provides a clear picture of the differences in the
extreme pH domain. The Al65Cr27Fe8 compound is clearly very stable from pH 0 to
pH 14. The maximal amount of 50mg/g after 2 months for the element Al in acidic
solution corresponds to passive film dissolution rates and even after 1 year of
immersion, the sample surface does not show any visible signs of corrosion. This
compound seems evenmore stable in very alkaline solution,most probably due to the
high stability of Fe in alkaline solutions. For the Cu-containing Al67.2Cr10.4Cu12Fe10.4
the situation is completely different. Themeasured dissolved ions concentrations are
more than 1000 times higher in sulfuric acid and 60 times higher in sodium
hydroxide than for Al65Cr27Fe8. In acidic media, this compound corrodes extremely
rapidly. One observation is that all the elements are detected in large amount, except
Cu. The exactmechanism is that all the element are dissolving, but due to the fact that
the corrosion potential of the alloy is very low compared to the redox potential of the
copper dissolution, all the copper is redeposited. This process is obviously very
detrimental and is a concern for any copper-containing compounds that starts to
corrode. In the alkaline domain, the difference is less extreme, but still significant
corrosion occurs, the main difference is that in alkaline solutions, stable
Fe-containing corrosion products can form. These last experiments allow between
very corrosion-resistant materials (Al65Cr27Fe8) and materials showing corrosion

Figure 6.9 X-ray photoelectron spectroscopy spectra of the different elements present in the
passive oxide formed after exposure of Al65Cr27Fe8 to a 0.1M Na2SO4 (pH 2) solution during 48 h
[48].
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resistance in normal operation conditions (Al67.2Cr10.4Cu12Fe10.4) to be clearly
distinguished.

6.4.2
Oxide Electronic Properties

As mentioned in the previous section, the formation of a stable surface oxide is
responsible for the good corrosion resistance of Al65Cr27Fe8, and Al67.2Cr10.4-
Cu12Fe10.4. The oxide properties play an important role in the cathodic oxygen and
hydrogen reduction rate, but also on other surface properties such as surface energy,
adhesion or friction. FromMott–Schottky experiments, where the capacitance of the
solid/liquid interface is measured as a function of applied potential (inducing oxide
formation), it can be further concluded that, in pH8.4 borate buffer (Figure 6.11), the
surface oxide formed on Al65Cr27Fe8 presents a p-type semiconducting (decreasing
capacitancewith increasing potential) behavior. Pure chromiumoxides also present a
p-type semiconductor behavior in slightly alkalinemedia and this similarity supports
the dominating role of chromium in the passive film formed on the Al65Cr27Fe8
CMA. Surface oxidation seems to be quite different from that for stainless steel,
although Cr and Fe are present in both compounds. Stainless steel usually shows an
n-type semiconducting behavior for its passive surface oxide (increasing capacitance
with increasing potential). This difference could again be crucial in the localized
corrosionmechanisms.When a localized attack occurs, the surrounding oxide is the
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Figure 6.10 ICP-MS time-resolved characterization of dissolution processes of Al65Cr27Fe8 and
Al67.2Cr10.4Cu12Fe10.4 in 1M H2SO4 and 1M NaOH [49].
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site for the cathodic reduction reaction of O2 or H
þ . The 3–5-nm thick oxide can act

like a diode; the n-type oxide will allow cathodic reduction at relatively high rate,
speeding up the local dissolution. On the other side, a p-type oxide blocks the electron
transfer for the cathodic reaction. Combined with the fact that Al-Cr-Fe alloys are
difficult to activate at low pH, this can explain why the localized corrosion attack
susceptibility seems low (see schematic model at the end of Section 6.4).

One criticism of the Mott–Schottky analysis is the fact that the sample surface
needs to be polarized far away from the corrosion potential in order to get
information about the passive oxide properties. An elegant alternative is the photo-
electrochemical investigations where the current induced by light of different energy
is recorded (see Figure 6.12). For semiconductors, as soon as the bandgap energy is
reached, the incoming light on the surface induces electron transitions through the
bandgap. This reaction results in an important current measured in addition to the
normal passive current. For the case of Al65Cr27Fe8 the semiconducting nature of
the passive film around the corrosion potential could be demonstrated. Additionally,
a bandgap of 4.2 eV is determined and, based on the phase shift of the photocurrent
signal (described later), a p-type semiconducting behavior is again evidenced. The
interesting fact is that, even if the passive layer is mostly Al (hydr-)oxide, the oxide
properties are different from the insulating Al (hydr-)oxide. The influence of this
semiconducting behavior on the other surface properties needs further investiga-
tions, because surface energy and friction behavior of these compounds are still
unexplained up to now. Similar oxide properties have been found for the Cu-
containing phase.

To characterize the difference between the two considered compoundsAl65Cr27Fe8
(designated as cphase) andAl67.2Cr10.4Cu12Fe10.4 (designated asOphase), higher pH
has also been investigated. In a pH 12 NaOH solution, the Cu-containing O phase

Figure 6.11 Mott–Schottky analysis of the metal–oxide–solution capacitance evolution as a
function of applied potential for Al65Cr27Fe8 and a ferritic Fe17.5Cr stainless steel [50].
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completely changed its oxide properties (see Figure 6.13a). The sample surfaces were
electrochemically polarized (�350mV vs. SCE) slightly above the corrosion potential
to be able to measure a base passive current and, with a lock-in technique, to
determine the additional current component induced by the light excitation. The
Al65Cr27Fe8 oxide maintained its 4.2 eV bandgap and its p-type semiconducting
nature, whereas the bandgap dropped to 3.2 eV for the Al67.2Cr10.4Cu12Fe10.4 com-
pound (Figure 6.14a). Here, the surface instability and dissolution of Al already play a
role on the surface oxide properties even if the surface is still in its passive state. To
discuss the question of the transition from p-type to n-type oxide, the O phase has
been further polarized to þ 100mV in this pH 12 solution (Figure 6.13b). The
photocurrent has a similar evolution but with a lower intensity. The interesting fact is
to be found in the phase shift, Figure 6.14b. The polarization clearly induced a
switching from the p-type semiconducting behavior found at lower potential close to

Figure 6.13 Photoelectrochemical behavior
of the passive oxide formed in pH 12 NaOH
solutions: (a) comparison of Al65Cr27Fe8
(c phase) and Al67.2Cr10.4Cu12Fe10.4

(O phase) polarized at�350mV; (b) Influence
of the electrochemical polarization potential
on themeasured photocurrent for the O phase
[50].

Figure 6.12 Photoelectrochemical behavior
of the passive oxide formed on Al65Cr27Fe8 in
pH 8.4 Borate buffer at different applied
potential: (a) measured photocurrent as

function of light wavelength; (b) Quantum
efficiency for the photoinduced transition and
measured bandgap [50].
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corrosion potential (open-circuit potential in the passive state) to an n-type semi-
conducting behavior. The bandgap stayed in the same range (3.2 eV), but the surface
properties can drastically change between these two conditions. Engineering of
surface properties could be performed in this way and this is certainly not very
surprising that an alkaline treatment is the base of the high catalytic performance
found for Al-Cu-Fe CMAs.

6.4.3
Localized Degradation Reactions

Uniform surface processes have been discussed in Sections 6.4.1 and 6.4.2. The use
of powdermetallurgically produced sampleswas possible. For the investigation of the
localized breakdown of the surface oxides, impurity- and defect-free samples need to
be used. For this purpose, Al4(Cr,Fe) polycrystalline and single-crystalline com-
pounds have been used. The samples had a chromium content range from 12.5% Cr
for the low-alloyed samples up to a maximum of 18.5% Cr for the highest alloyed
Al4(Cr,Fe). The composition can be tuned by varying the ratio Cr to Fe. The localized
corrosion investigations demonstrated a very good resistance against pitting for the
Al4(Cr,Fe) polycrystalline compounds. In neutral NaCl, no localized corrosion attack
(pitting) could be found when local microcapillary electrochemical potentiodynamic
polarizationmeasurements (capillary diameter 100 mm) are performed in themiddle
of the grains (see Figure 6.15a). Due to the small size of the sample, but also to the
presence of cracks in the polycrystalline sample, all the localized corrosion investiga-
tions have been performedwith a local electrochemical characterizationmethods. To
perform a complete electrochemical characterization on selected submicrometer
scales, the microcell technique is the ideal method. In this approach, the access of
bulk solution to the surface is restricted to submicrometer areas by using a glass
microcapillary filled with electrolyte. This microcell technique previously described
by Suter et al. [51, 52] has proven to be very powerful for the identification of reaction
kinetics of corrosion susceptible areas (e.g., inclusions in stainless steel) [51]. This

Figure 6.14 Oxide properties for the Al67.2Cr10.4Cu12Fe10.4 (O phase) CMA in pH 12 NaOH
solution: (a) Quantum efficiency for the photoinduced transition and measured bandgap;
(b) Photocurrent phase signal shift indicating the type of semiconductor on the surface [50].
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method can be coupled to electrochemical sensors and provides essential informa-
tion for themodeling of localized degradation processes [53]. Basically, the technique
consists of a pulled glassmicrocapillary filledwith an electrolyte acting as amicrocell.
It is fixed in an optical microscope stand at the revolving nosepiece replacing an
objective. The specimen is mounted on the microscope stage. This arrangement
enables a search for a site with different magnification before switching to the
microcapillary measurements and ensures accurate positioning of the microcell.
Reference and counter electrodes are connected to the capillary, allowing electro-
chemical control of the investigated surface. The counter electrode is a 0.5-mm
platinum wire. An electrolyte bridge connects the SCE reference electrode.

Figure 6.15a shows a polycrystalline sample and it is obvious that some defects
(black areas) are present on the sample corresponding to cracks induced by the
cooling procedure. The exposed area is defined by the capillary diameter. Only
the transpassive dissolution of chromium starting at 400mV SCE is visible for this
neutral pH after the long passive domain, see Figure 6.15b. This indicates clearly
the influence of chromium on the surface protection, which is also confirmed by the
presence of significant amount chromium in the oxide formed in aqueous media
(XPS surface analytical investigation). Polarizationmeasurements performed on the
defects (small cracks) indicate the presence of localizeddissolution (Figure 6.15c) and
a stable localized attack (pitting) is observed at a potential of around 800mVSCE after
a first local transient dissolution peak at 200mV SCE. The noise observed on the

Figure 6.15 Electrochemical microcapillary
(100mm diameter) investigation of localized
corrosion susceptibility in 0.1M NaCl:
(a) optical image of a etched polycrystalline

Al4(Cr,Fe) sample; (b) potentiodynamic
polarization measurement performed in a
grain; (c) measurement on a defect (black
boundary in a) [54].
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curves is also related to the presence of defects, although it must be mentioned that
themeasured passive current is in the femtoampere (10�15 A) range and that current
stabilization by the potentiostat and electromagnetic shielding of the measurement
setup starts to be critical. An important statement concerning the Al-Cr-Fe localized
corrosion susceptibility characterization is that the macroscopic electrochemical
measurements on most of the samples (polycrystalline Al4(Cr,Fe) and powder
metallurgical Al65Cr27Fe8) do not make much sense in chloride-containing electro-
lytes. The reason for this is that only the influence of the largest defects are then
analyzed andnot the intrinsic alloy properties. This is alsowhy the localized corrosion
susceptibility of powder sintered Al65Cr27Fe8 QC approximant compounds is much
higher that of the polycrystalline Al4(Cr,Fe) even in the presence of higher chromium
content. The alternative to the use of single crystals which are of very good quality but
not suitable for large-scale testing, is certainly to consider CMAPVD coatings for the
future electrochemical investigations.

If the cracks can be avoided with the microcapillary in the polycrystalline samples,
then the inside of the grain shows a good resistance to localized corrosion even in
aggressive low pH conditions (see Figure 6.16). Two measurements performed on
different locations are displayed; they indicate that the breakdown potential is
typically at around 200mV for 0.01M HCl. In this case, an additional parameter
that is also important to mention is that the passive domain (from �600mV up to
200mV) is quite large and the risk of spontaneous localized attack is accordingly
small.

On single-crystalline Al4(Cr,Fe) no evidence of localized corrosion even in 0.01M
HCl solutions could be found. Figure 6.17 shows examples of microcapillary
electrochemical measurements in two pH 2 HCl solutions with different chloride
contents. The passive current is obviously higher (10�5 A/cm2 instead of 10�7 A/cm2

in neutral solution) but this still corresponds to good passivation conditions. No

Figure 6.16 Electrochemical microcapillary (100mm diameter) investigation of localized
corrosion susceptibility in 0.01M HCl.
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current increase related to localized breakdown of the film could be seen. The single-
crystalline samples have slightly different Cr content depending on the orientation:

. 100: Al78.8 Cr 15.5 Fe 5.7

. 001: Al78.3 Cr 18.2 Fe 3.5

. 010: Al78.5 Cr 16.8 Fe 4.7.

The exact role of the Cr content in the susceptibility to localized corrosion was not
addressed in detail but, from the measurement of Figure 6.17, it does not seem
significant. The importance of grain boundaries and defects is higher, but for single
crystals it is then possible to assess intrinsic materials properties. More interesting
is the fact that there is a tendency observed in a whole range of solution for the 010
orientation to show a better passivation. The difference with other orientations
becomes more and more significant when solution aggressivity increases
(Figure 6.17b), the exact mechanisms for this is not yet clearly understood.

6.4.4
Summary: Localized Corrosion Model for the Al4(Fe,Cr) Compound

Summarizing all the previously described results, the following model for the
corrosion mechanisms for the localized corrosion processes can be formulated
(Figure 6.18).

Breakdown of the nm-thick passive film can be induced electrochemically but also
in real applications as a result of mechanical damage of the surface. The absence of
fast active dissolution in acidic media hinders the depth propagation of the localized
attack. This is a first major advantage of this compound. Acidic media develop in
localized corrosion attack as a result of the water hydrolysis reaction induced by the
dissolved metallic ions.

Thenature of the remaining oxidefilm also plays an important role in the control of
a corrosion process. This nm-thick oxide acts as a diode and if a p-type oxide is present
like for Al4(Fe,Cr) (secondmajor advantage), it will block the cathodic reaction on the

Figure 6.17 Electrochemical microcapillary (100mm diameter) potentiodynamic polarization
measurements performed on Al4(Cr,Fe) single crystals for different orientations of the surface:
(a) in 0.01M HCl; (b) in more aggressive 0.01M HCl þ 1M NaCl [54].
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surface. In the presence of a cathodic reaction on the large oxide covered surface, the
localized attack can bemassively accelerated. This is for example the case of stainless
steel, which shows n-type behavior of the surface oxide film.

6.5
High-Temperature Corrosion

6.5.1
Bulk Samples

Like aluminides, aluminum-based complex metallic alloys are expected to exhibit
good resistance to high-temperature oxidation owing to the formation of a passiv-
ating alumina layer. The high-temperature corrosion characteristics of Al-rich alloys
are often compared to those of pure aluminum for which the growthmechanisms of
the alumina layer can be divided in two temperature ranges. Oxidation at low
temperature (until 400 �C) leads to the growth of an amorphous alumina layer
controlled by the diffusion of aluminum in the amorphous oxide. As mentioned
previously (see Section 6.2.1), for temperatures above 400 �C, nucleation and growth
of c-Al2O3 crystallites in epitaxywith the subjacent aluminumstructure is observed at
the interface between the amorphous oxide and the metal substrate. Their growth is
related to diffusion towards the metal/oxide interface of atomic oxygen through the
amorphous layer and through the cracks in the amorphous layer generated by the
crystallite growth. q-Al2O3 and a-Al2O3 can also be observed during oxidation of
aluminum alloys (Al-Fe, Al-Ni) at very high temperatures (higher than 800 �C).

Figure 6.18 Schematic model of the localized corrosion processes on Al–Cr–Fe CMAs and
benefit of its specific electrochemical behavior.
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Similar formation of transient metastable crystalline aluminas was observed by
Wehner et al. [55, 56] during oxidation of Al-Cu-Fe complex metallic alloys around
800 �C in environmental and synthetic air. In particular, a detailed investigation of the
oxide layers formed on the bulk icosahedral Al63Cu25Fe12 alloy showed that the early
oxidation stage leads to the formation of strongly textured c-Al2O3 presenting an
orientational relationship with the underlying quasicrystal surface. As c-Al2O3

cannot epitaxially grow on the aperiodic AlCuFe quasicrystal surface, only small
and highly defected crystallites are observed. When the oxide layer is thicker than
several hundred nanometers, q-Al2O3 needles appear at the oxide/gas interface,
whereas c-Al2O3 is transformed into large hexagonal-shaped a-Al2O3 grains at the
oxide/metal interface. As the a-Al2O3 grains are large and almost free of defects, they
provide fewer short-circuit diffusion paths than the small c-Al2O3 crystallites and the
oxidation rate decreases as reflected in the change in the slope of the thermogravi-
metric plot (Figure 6.19).

Similar formation of a-Al2O3 nodules has been observed on crystalline Al-Cu-Fe
alloys. At first sight, this oxidation behavior is comparable to the situation encoun-
tered in aluminides. However, the temperature at which c-Al2O3 is observed to
transform into a-Al2O3 is too low for direct transformation to occur. Therefore, an
indirectmechanismdue to the presence of Cu and involving the formation of a spinel
and its further decomposition according to the equation CuAl2O4$CuO þ Al2O3

has been proposed, based on the detection of Cu(II) species at the surface of the
a-Al2O3 nodules.

By contrast with the thick crystalline layers obtained on AlCuFe alloys, much
thinner oxides are formed during oxidation of Cr-containing alloys. For example,
when carried out below 500 �C in dry or ambient air conditions, oxidation of the

Figure 6.19 Thermogravimetric analysis of the oxidation of a Al63Cu25Fe12 quasicrystal at 800 �C
in synthetic air (21% O2 þ 79% N2). From reference [55].
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orthorhombic Al70Cu9Fe10.5Cr10.5 approximant phase leads to the formation of
islands of an amorphous oxide scale, with the kinetics depending on temperature
rather than on partial pressure of water [57]. After 70 h at 500 �C, the thickness of the
oxide does not exceed 20–25 nm.Moreover, oxidation in air at very high temperatures
(1040–1080 �C) of Cr-containing alloys of the Al-Cr-Fe family leads to oxide scales
only a few nanometers thick, even for oxidation times longer than 100 h, due to the
formation of a chromium oxide layer below the aluminum oxide scale that provides
efficient protection against oxidation [16].

Due to their good resistance to high-temperature oxidation, much effort to
understand the oxidationmechanisms of complex metallic alloys has been devoted
so far to alumina-forming alloys. However, oxidation of the complex b-phase of
Al3Mg2 in dry air at 420 �C has also been studied [58]. As for conventional
aluminum–magnesium alloys, formation of a porous nonadherent nanocrystalline
MgO scale having a cauliflower-like morphology is initially observed. It is followed
by the growth of MgAl2O4 spinel crystallites at the interface between the substrate
alloy and the MgO top layer until a continuous MgAl2O4 thin layer with a constant
thickness (�10 nm) and a columnar microstructure is obtained. For long oxidation
time (>24 h), fragmentation and cracking of the scale layer due to accumulation of
Mg vapor under the spinel layer leads to a strong acceleration in the oxidation
process.

Finally, it must be pointed out that oxidation mechanisms can be strongly
influenced by evaporation of some of the alloy constituents that can either influence
the oxidation kinetics, as illustrated above for b-Al3Mg2, or even lead to the formation
of a new compound, as has been mentioned in the case of AlPdMn [56].

6.5.2
Powders, Thin Films and Oxidation-Induced Phase Transformations

Due to the intrinsic brittleness of complex metallic alloys at low temperatures, many
applications for these materials are foreseen in the form of surface coatings and thin
films. Similarly to what happens in bulk alloys, high-temperature oxidation of Al-
based thin films leads to the formation of a protective aluminum oxide and
segregation of aluminum to the surface of the film [59–62]. However, in the case
of thin films, the Al reservoir is not infinite and segregation to the surface can thus
lead to Al depletion in the bulk of the film. Although this is a general phenomenon
that can be observed in any metallic alloy, the region of thermodynamic stability is
often narrow for complex metallic alloys and even small Al consumption can then
easily foster the formation of a new phase. Such oxidation-induced phase transfor-
mations have been evidenced during oxidation of Al-Cu-Fe thin films in air at
400 �C [59]. Itmust be noted that the presence of oxygen in the film,which can be due
to either oxygen diffusion during the oxidation process or oxygen trapping during the
deposition of the film, can also lead to similar phase transformations [63, 64].
Therefore, extreme caution must be taken during thin film deposition and/or
subsequent annealing treatments to avoid the harmful influence of oxygen
incorporation.
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The situation is very similar in the case of powders. For example, the behavior of
icosahedral Al-Cu-Fe powders has been investigated byDubois and coworkers during
oxidation in air at 500 �C [65]. The formation of an amorphous aluminum oxide layer
at the surface of the powder grains has been observed, due to long-range diffusion of
aluminum. When the loss of aluminum within the grain is too high, the icosahedral
phase is transformed into a cubic b-phase (CsCl type). An Avrami-law analysis of the
process is shown in Figure 6.20, with j the transformed volume fraction and t the
oxidation time. It can be seen that the slope of the Avrami plot is equal to 0.5, thus
indicating that the transformation is diffusion controlled.

Several oxidation mechanisms have been proposed based on complete transfor-
mation of all crystallites of a particle or partial transformation localized near the grain
surface or at the grain boundaries. It must be noted that the �reservoir effect� is
strongly related to the size of the particle.When the grain size is higher than a critical
value, depletion of aluminum is not observed and phase transformation does not
occur. Here again, as atomized powders are often used in coating processing, care
must be taken to avoid undesirable oxygen-induced phase transformation. However,
it must be noted that surface oxidation of small particles can be turned as an
advantage to avoid phase transformation when Al-based particles are used as
reinforcement in Al-based composites [66]. Here, the oxide layer acts as a barrier
for aluminum diffusion into the matrix, thus avoiding phase transformation of the
particle.

Finally, it must be mentioned that small amounts of additional elements can
strongly influence the oxidation behavior of CMApowders. For example, addition of
Zn (Ce) in quasicrystalline Al63Cu25Fe12 powders inhibits (promotes) air oxidation at
773K [67]. In both cases, FeAl2O4 is formed, but the surface area of the oxidized
powders decrease (increases) in the presence of Zn (Ce).

Figure 6.20 Avrami plot for oxidation of icosahedral Al62.5Cu25.3Fe12.2 powders (particle
size< 25mm) at 500 �C in air. j the transformed volume fraction and t the oxidation time. Reprinted
from reference 65, copyright � (2005), with permission of Elsevier.
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6.6
Conclusion

In spite of its huge importance for a number of applications, surface chemistry of
CMAs is still poorly understood andmost studies have beendevoted so far toAl-based
alloys.

The adsorption behavior of molecules other than oxygen or water suggests that a
CMA surface can bemore reactive than their puremetal constituents or conventional
intermetallics, thus opening up promising perspectives in terms of catalysis.

Interaction with oxygen or water, either in the gas or liquid phases, leads to the
formation of an aluminum (hydr-)oxide film whose chemical composition looks very
similar to layers formed on conventional Al-based intermetallics in similar condi-
tions. However, somemajor differences have been pointed out. In particular, specific
electronic properties of this (hydr-)oxide film have been observed, which can prove
very interesting in terms of corrosion protection. However, much more work is
further required to understand the relationship between the observed properties of
the (hydr-)oxide film and the complexity of the alloy substrate. Differences between
CMAs and standard alloys of similar composition are certainly not to be found for the
active dissolution processes. Specific oxides properties or surface structures resulting
from corrosion processes after, for example, leaching out of the aluminum aremuch
more likely to generate new CMA-specific industrial applications.
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7
Mechanical Engineering Properties of CMAs
J€urgen Eckert, Sergio Scudino, Mihai Stoica, Samuel Kenzari, and Muriel Sales

7.1
Introduction

Within recent years, complex metallic alloys (CMAs), intermetallic compounds with
giant unit cells, comprising up to more than a thousand atoms per unit cell [1], have
attracted much attention ranging from scientific curiosity about their complex
structure, physical andmechanical properties to technological aspects of preparation
and potential applications [1–10]. In particular, CMAs exhibit several attractive
properties for engineering applications, such as high strength-to-weight ratio, good
oxidation resistance and high-temperature strength [7–10]. However, as with most
intermetallic phases, onemajor drawback for their use in engineering applications is
their limited plastic deformability at room temperature [9, 10]. In fact, although the
principal loads should be borne at intermediate to elevated temperatures, brittleness
or the lack of toughness of CMAs would impede manufacturing, handling and
shipping. In this chapter, selected examples of the mechanical deformation behavior
for single- as well as for multiphase intermetallic compounds with different struc-
tural complexity ranging from Laves phases, to complex metallic alloys and quasi-
crystals (QCs) are presented, revealing that several approaches, such as proper
variation of the chemical composition, grain refinement to the nanometer regime
and the development of a heterogeneous microstructure combining intermetallic
particles with a ductile matrix phase, can be employed to improve the room-
temperature ductility of CMAs and to produce materials with promising properties
in terms of strength as well as of room-temperature ductility.

This chapter deals with several aspects of the mechanical properties of CMAs in
view of their use inmechanical engineering applications.We start in the next section
with the basics of structural andmechanical properties of intermetallics, either in the
form of single-phase materials, or as multiphasematerials. We then turn to their use
as reinforcing components of engineering parts. We later address more specifically
aluminum-based metal–matrix composites and complete the chapter with surface
mechanical properties of CMAs, with a specific look at composite materials with
lowered adhesion and friction properties.

Complex Metallic Alloys: Fundamentals and Applications
Edited by Jean-Marie Dubois and Esther Belin-Ferré
Copyright � 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-32523-8
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7.2
Structure and Mechanical Properties of CMAs

7.2.1
Single-Phase Intermetallics

A typical example of intermetallics with promising high-temperature properties and
brittleness at room temperature are Laves phases, the largest class of intermetallic
compounds (for a review see references [11–13]). Laves phases are topologically close-
packed (TCP) phases with ideal composition AB2 (B is the small atom and A is the
large atom) that crystallize in the cubic C15 structure or the hexagonal polymorphs
C14 and C36 [14, 15]. Laves phases display several interesting properties, such as
good corrosion resistance and high-temperature (HT) strength [11–13]. However,
they are brittle at room temperature in single-phase form (RT) and have high
ductile–brittle transition temperatures [11, 12], which limits their use in engineering
applications. The RT brittleness of Laves phases is most likely due to their complex
TCP structure and the resistance to dislocation motion [12]. Plastic deformation in
Laves phases occurs only at temperatures above about two-thirds of the melting
point [11] by the �synchroshear� mechanism, which involves the simultaneous
motion of atoms on adjacent atomic planes [16, 17]. This mechanism is difficult
at low temperatures [18], explaining the brittle behavior observed at room
temperature.

Different approaches have been proposed for improving the low-temperature
ductility of Laves phases. For example, Thoma et al. [19] observed for the C15 HfCo2
Laves phase that the hardness values display a maximum at the stoichiometric
composition (66–67 at.% Co), as shown in Figure 7.1(a), and they decrease moving
away fromstoichiometry. Similarly, the brittleness of thematerial (defined as the ratio
of hardness/fracture toughness) decreases with increasing Co content from the
stoichiometric composition (Figure 7.1(b)). Most likely, the substitution of Hf by the
smaller Co atoms enhances the ability to accommodate deformation assisting the

Figure 7.1 (a) Hardness values as a function of composition for the HfCo2 alloys and (b)
brittleness (defined as the ratio of hardness/fracture toughness) as determined from
microhardness indentation testing (from reference [19]).
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synchroshear mechanism [19]. Similar results have been observed for pseudobinary
ZrCr2-NbCr2 Laves phase [20], which shows that alloying and off-stoichiometry
introduce large amounts of atomic free volume, thus enhancing the RT fracture
toughness of the material.

A different deformation mechanism has been reported for the C15 HfV2-based
Laves phase [21], which plastically deforms at room temperature through extensive
twinning. The addition of Nb (intermediate in atomic size between Hf and V) to the
HfV2 Laves phase contributes to the ease of twinning in these alloys through
the substitution of the ternary element on the Hf sublattice, which increases the
free volume and leads to easier mechanical twinning via the synchroshear mecha-
nism [1, 2, 21, 22]. Another low-temperature deformation mechanism has been
observed for C36 Fe2Zr [23, 24], which shows room-temperature ductility. During
compression at room temperature the Fe2Zr Laves phase undergoes a partial stress-
induced phase transformation from the dihexagonal C36 to the cubic C15 phase, as
revealed by X-ray diffraction and transmission electronmicroscopy [23, 24]. Although
the latter examples are very promising for improving the RTductility of intermetallic
compounds, additional investigations on this aspect areneeded to clarifywhether such
mechanisms for improving the low-temperature toughness of Laves phases can be
used for different intermetallics orwhether they are limited to only a fewalloy systems.

Similarly to the Laves phases, CMAs display promising high-temperature me-
chanical properties but they lack room-temperature plastic deformation. A typical
example is the b-Al3Mg2 phase (space group Fd�3m), an intermetallic compoundwith
a giant unit cell (a0¼ 2.824 nm) containing about 1168 atoms [2], which has been
extensively investigated with particular attention to its structure as well as to its
physical and mechanical properties [2–4, 9]. Single-phase b-Al3Mg2 displays very
interesting properties [9]. The material exhibits ductile behavior down to tempera-
tures of about 500K (Figure 7.2) [9]. At this temperature an upper yield stress of
780MPa was observed, which is a very high value compared to commercial Al-Mg
alloys [9]. In addition, the material displays low density (about 2.25 g/cm3) [2] and
high-temperature strength (�300MPa at 573K) [9], thus making it an attractive
candidate for structural applications.However, single-phase b-Al3Mg2 does not show
RT plastic deformation.

Another interesting example of mechanical properties of CMAs is represented by
the Al13Co4 orthorhombic phase (space group Pmn21) with lattice parameters
a¼ 8.2Å, b¼ 12.3 Å and c¼ 14.5 Å and 102 atoms in the unit cell [10]. The material
displays a maximum yield stress of 790MPa (Figure 7.3) [10] combined with a
fracture strain of about 3% at 873K, which can be considered the lower-temperature
limit of the ductile regime. The stress then monotonically decreases with increasing
temperature reaching a value of about 50MPa at 1173K.

Similarly to simple intermetallics, such as Laves phases, and complex metallic
alloys, quasicrystals and related crystalline phases are very brittle at room and
intermediate temperatures. As an example, the mechanical properties of crystalline
and quasicrystalline phases in the ternary Al-Cu-Fe system are summarized in
Table 7.1 [25]. Similar to other intermetallic phases, QCs display high brittle-to-
ductile transition temperatures (BDTT), generally occurring at temperatures above
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0.8 Tm (Tm¼melting point) [26]. The Vickers microhardness of quasicrystalline
Al–Cu–Fe has been correlated with the BDTT [27]. The values of the microhardness
as a function of temperature (Figure 7.4) [27] are remarkably high and almost
constant at ambient and intermediate temperatures corresponding to the brittle
regime. Above 600K a clear decrease of hardness with increasing temperature can be
observed. This decrease is monotonous and extends over more than 200K. The
BDTT of the icosahedral Al-Cu-Fe lies in the interval between 723 and 760K
(indicated in Figure 7.4 as a gray area) and it coincides with the middle part of the
temperature range associated with the sharp decrease of hardness.

Figure 7.3 Upper yield stresses (triangles) and steady-state flow stresses (squares) at different
temperatures and a strain rate of 10�5 s�1 for the Al13Co4 orthorhombic phase (from reference [10]).

Figure 7.2 Stress–strain curves for b-AlMg at temperatures between 523 and 648K and at a strain
rate of 10�4 s�1 (after reference [9]).
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An alternative way to overcome the intrinsic RT brittleness of single-phase simple
and complex intermetallics may be grain refinement of the structure down to the
nanometer regime. There is an increasing amount of experimental evidence that
indicates that ultrafine-grained (UFG; average grain size in the range 100–1000 nm
and nanocrystalline materials (average grain size <100 nm) can lead to properties
that are dramatically improved with respect to conventional grain-size (grain size
>1 mm) polycrystalline or single-crystal materials of the same chemical composi-
tion [28, 29]. This behavior is schematically illustrated in Figure 7.5, which shows the
variation of flow stress as a function of grain size from the mm to the nm regime [28].
The strength of conventional mm-sized and UFGmaterials is a function of the grain
size. For these materials, the strengthening with grain refinement has been ratio-
nalized on the basis of the empirical Hall–Petch equation [30] (s0¼ si þ kd�1/2,
where s0 is the yield stress, si is the friction stress opposing dislocationmotion, k is a
constant, and d is the grain size). This empirical observation has been explained by
the pile-up of dislocations at grain boundaries [28, 29]. As the microstructure is
refined from mm and UFG regime into the nanocrystalline regime, this process
breaks down and theflow stress versus grain size relationship departsmarkedly from

Table 7.1 Compositions andmechanical properties of crystalline and quasicrystalline phases in the
ternary Al–Cu–Fe alloy system [25].

Composition Phases Structure Hardness
(HV 0.25 N)

Toughness KIC
MPa (m)1/2

Brittle-to-ductile
temperature, �C

Al72Fe28 Al5Fe2 Orthorhombic 1100 1.05 �550
Al75.5Fe24.5 Al13Fe4 Monoclinic 1070 1.03 �750
Al67.6Cu32.4 Al2Cu Tetragonal 595 1.14 �400
Al48Fe52 AlFe(Cu) Cubic (CsCl type) 775 >20 �430
Al63Cu25Fe12 y-AlCuFe Icosahedral 1000 1.64 �650

Figure 7.4 Vickers microhardness of the Al63.5Cu24Fe12.5 icosahedral quasicrystal as a function of
temperature (from reference [27]).
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that seen at higher grain sizes (Figure 7.5). With further grain refinement, the yield
stress peaks inmany cases at an average grain size value on the order of about 10 nm
and a negative Hall–Petch slope, that is decreasing strength with decreasing grain
size in the nanoscale grain size regime, is observed [28, 29]. A similar behavior has
also been observed for the hardness [29].

Nanostructured single- or multiphase intermetallics can be prepared directly by
solid-state techniques, such as ball milling of CMA precursors, or by controlled heat
treatment of themilled powders. As a typical example, Figure 7.6 displays in situX-ray
diffraction experiments as a function of temperature for a mechanically milled
single-phase b-Al3Mg2 CMA, revealing the formation of different nanocrystalline
phases during heating [31]. Similar results have been achieved by mechanical
alloying of elemental powder mixtures with the same composition [32, 33]. As
already mentioned, lightweight nanostructured materials with composition
Al60Mg40 (corresponding to the equilibrium b-Al3Mg2 phase) are of extreme
interest for possible engineering applications due to their attractive combination

Figure 7.5 Schematic representation of the variation of yield stress as a function of grain size in
mm-sized, UFG and nanocrystaline metals and alloys (from reference [28]).

Figure 7.6 X-ray diffraction patterns for mechanically milled b-Al3Mg2 as a function of
temperature (from reference [31]).
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of low density and high strength [2, 9]. Such materials can be produced by
consolidation of milled powders to achieve dense nanostructured specimens. For
example, nanostructured Al60Mg40 material produced by mechanical alloying has
been consolidated at different temperatures by spark plasma sintering (SPS) [34].
The choice of SPS as a consolidation technique was done because by this method
sintering can be carried out at relatively low temperatures for a shorter time than in
conventional sintering processes [35]. Therefore, the SPS process shows a large
potential for achieving fast and full densification of nanostructured materials with
limited grain growth [35].

Figures 7.7(a)–(e) show the typical microstructure of the powder samples consol-
idated by SPS and investigated by opticalmicroscopy. The porosity characterizing the
samples remarkably decreases with increasing sintering temperature from 473 to

Figure 7.7 Optical microscopy micrographs for Al60Mg40 powder consolidated by SPS at (a) 463,
(b) 473, (c) 493, (d) 513 and (e) 523 K. (f) hardness and density of the samples consolidated by SPS
as a function of the sintering temperature (from reference [34]).
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523K. This is corroborated by an increase of the relative density with increasing
sintering temperature from 94% for the sample sintered at 473K to 98% for the
sample sintered at 523K (Figure 7.3(f)). XRD investigations [32, 33] reveal that the
sample sintered at 473 and 493K consists of a nanocrystalline Al(Mg) solid solution
together with a small amount of c-Al12Mg17 phase. On increasing the sintering
temperature to 513 and 523K, the samples display the formation and growth of the
nanocrystalline hexagonal b0-phase [32, 33]. Hardness measurements reveal encour-
aging mechanical properties. The Vickers hardness (Hv) increases with increasing
sintering temperature (Figure 7.3(f)) from 220 for the sample sintered at 473K to 260
for the sample sintered at 523K. Using the well-known relation Hv¼ 3sy [36], this
gives a yield strength sy ranging between 750 and 830MPa, which is in good
agreement with the values reported for single- and polycrystalline b-Al3Mg2 [9].

7.2.2
Multiphase Intermetallics

Although the approaches mentioned in the previous section are quite promising, the
method that shows the largest potential for improving the ductility of intermetallics at
low temperatures is the production of two- or multiphase microstructures consisting
of a soft metallic matrix with second-phase intermetallic particles. The intermetallic
phase acts as a strength-bearing component, while the metallic matrix supplies
ductility. This type of microstructure can be achieved directly by solidification of the
melt for near-eutectic compositions [37, 38]. Along this line, promising results have
been achieved for composites containing Laves phases. For example, interesting
properties have been reported for Cr-Cr2Nb two-phase alloys [37]. The composites
exhibit high strength and remarkable plastic deformation at all tested temperatures
(Figure 7.8), which are comparable to those of conventional nickel-based super-
alloys [37]. In particular, the materials show high RT strength in the range of
800–1200MPa combined with a ductility between 5 and 11%, which is almost
unchanged up to 773K. Extended room-temperature ductility has also been observed
for Ta-HfV2 two-phase alloys consisting of Laves phase and bcc solid solution [38]. The
RTmechanical properties of thematerial can be tunedwithin a wide range of strength
and ductility as a function of the volume fraction of the bcc phase (Figure 7.9) [38].

More recently, nanostructured or ultrafine eutectic–dendrite composites con-
taining Laves phases, exhibiting a good combination of strength and ductility at
room temperature, have been produced in the binary Fe-Zr [39], Ni-Zr [40] and Fe-
Nb systems [41], which further indicates the validity of this approach for the
improvement of the RT ductility of the Laves phases. Nanocrystalline and UFG
eutectic structures are generally produced by copper mold casting, which is
characterized by cooling rates on the order of 10–100 K/s [42]. As typical examples,
Figure 7.10 shows the effect of composition on the nanostructure or ultrafine
eutectic structure of Fe100–xNbx alloys with x¼ 8, 10, 12 [41]. For Fe90Nb10, with
near-eutectic composition, the microstructure consists of alternating fine lamellae
within micrometer-scale eutectic colonies (average size 30–40mm) without any
primary dendrites [Figure 7.10(b)]. The average eutectic lamellar spacing is
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150–200 nm. On the other hand, the off-eutectic alloys (Fe92Nb8, Fe88Nb12) exhibit
a composite microstructure consisting of primary dendrites that are homo-
geneously dispersed in a fine eutectic matrix, as shown in Figures 7.10(a)
and (c). The XRD patterns (Figure 7.10(d)) confirm that the eutectic structure
consists of the Fe2Nb hexagonal Laves phase and an a-Fe solid solution. The
microstructure has a remarkable impact on the RT mechanical properties, as
shown in Figure 7.11(a). The Fe90Nb10 alloy with fully eutectic structure exhibits
the highest yield strength (sy� 1.1 GPa) and ultimate fracture strength (smax� 1.8
GPa) but only a limited plastic strain of �4%. The eutectic composite containing
primary Fe2Nb Laves phase particles (Fe88Nb12) also displays an ultimate fracture
strength of smax� 1.8 GPa and a slightly improved plastic deformation
(ep� 6.5%). On the other hand, the Fe92Nb8 alloy containing ductile a-Fe solid
solution exhibits lower yield strength (sy� 0.75GPa) as well as ultimate fracture
strength (smax� 1.4 GPa), but significantly larger plasticity (ep� 13%) with respect
to the Fe90Nb10 and Fe88Nb12 alloys [41]. Similar results have been reported
for nanoeutectic Fe100–xZrx alloys with x¼ 6, 8, 10 and 12, as shown in
Figure 7.11(b) [39].

Figure 7.8 Yield strength and compressive strain of annealed Cr-6%Nb and Cr-12%Nb alloys as a
function of temperature. For comparison, typical tensile properties for as-cast IN 713C are also
shown (after reference [37]).
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Figure 7.9 Room-temperature yield stress and compressive ductility of Ta-HfV2 two-phase alloys
consisting of Laves phase and bcc solid solution plotted against the total volume fraction of the bcc
phase in each alloy (from reference [38]).

Figure 7.10 (a)–(c) Secondary electron images and (d) XRD patterns obtained from as-cast
Fe100–xNbx (x¼ 8, 10, 12) alloys: (a) x¼ 8, (b) x¼ 10, (c) x¼ 12 (from reference [41]).
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In these materials, the application of a relatively high cooling rate (10–100K/s)
limits grain growth, consequently promoting the formation of nanocrystalline or
UFG microstructures through the reduction of the eutectic lamellar spacing, which
results in amarked improvement of the strength [39–41]. Further improvements can
be achievedby the introductionof additional elements to the binary alloys. Figure 7.11
(c) shows the room-temperature stress–strain curves of (Fe90Nb10)100–xAlx (x¼ 0, 20
and 40) ternary alloys [41]. The addition of Al to binary Fe90Nb10 improves the
compressive yield strength, the fracture strength and the plasticity. Also, the alloy
with x¼ 40 displays marked work hardening, which is virtually absent in the other
samples. With addition of Al, the lamellar eutectic structure of binary Fe90Nb10
[Figure 7.10(b)] drastically changes into a bimodal composite-type structure that
consists of primary micrometer-scale dendrites and an ultrafine-scale lamellar
eutectic [41]. The addition of Al promotes the formation of the soft dendritic a-Fe
(Al) phase from 0 vol.% for binary Fe90Nb10 (x¼ 0) to 45 vol.% (x¼ 20) and 73 vol.%
(x¼ 40), explaining the improved plastic deformation. The lamellar spacing is
reduced with increasing Al content from 150–200 nm (x¼ 0) to 115–155 nm (x¼ 20)
and 50–100 nm (x¼ 40). This suggests that the additional element inhibits the
growth of the eutectic, favoring the refinement of the lamellar spacing and, therefore,
increasing the strength of the material [41].

Figure 7.11 Compressive stress–strain
curves for as-cast (a) Fe100–xNbx alloys with
x¼ 8, 10 and 12 (from reference [41]), (b)
Fe100–xZrx alloys with x¼ 6, 8, 10 and 12 (from

reference [39]), (c) (Fe90Nb10)100–xAlx (x¼ 0, 20
and 40) (from reference [41]) and (d)
Fe90–xZr10Crx samples with x¼ 0, 5 and 10 (from
reference [43]).
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Promising results in terms of RTplastic deformation have also been reported for
Fe90–xZr10Crx alloys (x¼ 0, 5 and 10) with amicrostructure consisting of Laves phase
particles with dimensions of about 2–4mm embedded in a eutectic matrix made of
lamellae of a-Fe and Laves phases with thickness ranging between 50 and
200 nm [43]. Two polymorphs of the Laves phase have been observed: the cubic
C15 and the hexagonal C14/C36 phases. Figure 7.11(d) shows the effect of Cr on the
RTmechanical properties of the Fe90–xZr10Crx alloys. The addition of Cr increases the
plastic strain from 9% for the binary alloy up to 17% for the sample with 10 at.% Cr.
The increase of plasticity does not occur to the expenses of the strength of the Cr-
containing samples, which is reduced only by about 70MPawith respect to the binary
alloy (�1900MPa). The increased plastic deformation is linked to the specific
structural features of the Laves phases [43]. The addition of Cr stabilizes the
hexagonal Laves phase at the expense of the cubic polymorph, which decreases
from 17 vol.% for the alloy with x¼ 0 to 2 vol.% for the sample with x¼ 10. During
deformation of the samples containing Cr, the hexagonal C14/C36 phases do not
show any dislocation activity and, most likely, is able to retard the propagation of
cracks formed within the ferrite channels [43]. On the other hand, in the deformed
binary alloy, the C15 Laves phase displays dislocation bands, which lead to the
fracturewithin the Laves phase structure. Thismight represent an easy path for crack
propagation through the sample, leading to early fracture and explaining the reduced
RT plastic deformation of the alloy containing a large volume fraction of C15
phase [43].

All the multiphase microstructures presented above have been produced directly
by solidification from the melt. However, multiphase microstructures can also be
achieved by additional heat treatment of the solidified alloys to create or optimize the
desired structure, such as in the case of (partial) devitrification ofmetallic glasses [29].

Among the different metallic glasses, Fe-based amorphous alloys have attracted
much attention because of their excellent soft magnetic properties, high mechanical
strength and good corrosion resistance [44]. Much research has endeavored to
develop Fe-based bulk metallic glasses (BMGs) with improved glass-forming ability
(GFA) [44]. Since 1995, several Fe-based multicomponent BMG systems have been
reported. More recently, studies on ternary Fe-based BMGs indicated that a broad
glass-forming range (GFR) can be found in relatively simple systems, especially in Fe-
M-B (M¼ III-V group transition metal or rare-earth elements) alloys [44]. These
BMGs possess excellent soft magnetic properties and good GFA. Interestingly, this
type of BMGs develops CMA structures upon devitrification of the glass, which may
show improved magnetic properties over the corresponding amorphous
precursors [44].

Like liquids, glassy or amorphousmaterials possess a disordered structure lacking
long-range order. That is, in a glass, there is no regular arrangement resulting from
the distribution over long distances of a repeating atomic arrangement, as is
characteristic for a crystal. There is only evidence of short-range order (SRO), which
corresponds to themutual arrangement of the nearest neighbors to a given atom and
varies according to the atomic site considered [45]. In most cases, the SRO enhances
the stability of a glass, as was observed for Pd-based metallic glasses [44] and for
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Fe-based BMGs containing Nb [46]. The addition of Nb to the Fe80B20 glass enhances
theGFA through the stabilization of the supercooled liquid [46]. The stable crystalline
phases, which are expected to form during the devitrification of the binary Fe80B20

glass, are a-Fe and Fe2B. The addition of Nb changes the crystallization behavior
inducing the formation of the fcc Fe23B6 CMAwith a large lattice parameter of about
1.2 nm and 96 atoms in the unit cell [46]. Its formation requires high thermal
activation, explaining why the amorphous precursor shows such a good thermal
stability and relatively highGFA. The Fe23B6 phase ismetastable and transforms into
the equilibrium phases at high temperature.

The Fe-B-Nb glass displays a kind of short-range order consisting of a network-like
structure in which trigonal prisms consisting of Fe and B are connected to each other
in edge- and plane-shared configuration modes through Nb glue atoms [46, 47]. The
local triangular unit is quite similar to the Fe3B crystal, as demonstrated byMatsubara
et al. [48]. In the Fe3B crystal, the triangular prisms are connected in two different
ways, as schematically shown in Figure 7.12. One third of the Fe atoms is connected
by sharing Fe at the vertex of the prism and the others by sharing the edge, whereas
the Nb atoms occupy the vertices in a random manner. Beside Nb, other large early
transitionmetal (ETM) elements, such as Zr or Cr, can be used to build this structure.

Poon et al. [49] considered the percentage and the radius of the atoms that are
present in such Fe-based BMGs (atom size–composition relationship). The LTM-
ETM-metalloid glasses (LTM¼ late transmission metal) contain midsize atoms as
the majority component (Fe or Co, 60–70 at.%), small atoms as the next-majority
component (the metalloids) and large-size atoms as the minority component (e.g.,
Nb< 10 at.%), leading to the �majority atom–small atom–large atom� (MSL) class. In
these alloys the heat of mixing is negative. The percentage of small (S) atoms is

Figure 7.12 Schematic illustration of the atomic arrangements for (a) the vertex-sharing and (b)
the edge-sharing triangular prisms in the Fe3B crystal. Only atoms in the near-neighbor region
around Fe at the center (solid circle) are shown (from reference [49]).

7.2 Structure and Mechanical Properties of CMAs j285



around 20 at.%, while the large (L) atoms comprise less than 10 at.%. Within the
structure, the L andS atomsmay forma strong L–S percolating network or reinforced
�backbone� structure, as illustrated in Figure 7.13 [49]. Presumably, the backbone
structure can enhance the stability of the undercooledmelt, which further suppresses
crystallization [49]. However, if the concentration of the L atoms is significantly
higher than 10 at.%, there will be an increasing tendency for the L atoms to cluster,
which will effectively reduce the interaction between the L atoms and the M and S
atoms. Thus, the optimum content of large atoms for the formation of BMGs of the
MSL class is near 10 at.%.

It has been recently shown that the magnetic properties of the Fe66Nb4B30 BMG
can be improved by controlled glass devitrification [50]. The Fe66Nb4B30 glass
crystallizes through two steps: the first at 876K and the second at 1067K. The first
crystallization event is related to the formation of the (Fe,Nb)23B6 CMA with fcc
structure and with more than 110 atoms per unit cell (Figure 7.14) [50]. In this
structure, the cuboctahedra and the cubes formed by metal atoms are connected
throughmetalloid atoms. Thus, theB atoms are surrounded by 8metal atoms to form
an Archimedean square antiprism. These antiprisms ought to be symmetrically
arranged in the Fe23B6–type structure. The (Fe,Nb)23B6 CMA structure can be
retained by cooling to room temperature. However, it is metastable at high tem-
peratures and transforms into the equilibrium Fe2B, a-Fe and FeNbB phases during
heating (Figure 7.14).

In the Fe-B glassy alloys containingmore than 20 at.% B, the local atomic structure
is characterized by the nonperiodic network of trigonal prisms with a coordination
number around the B atoms of about 6. This type of locally ordered structure is
expected to form in the amorphous Fe66Nb4B30 alloy due to the high B content (>20
at.%). Therefore, during devitrification of the Fe66Nb4B30 BMGa change in the short-
range order from the trigonal prism of the glassy phase to the Archimedean square

Figure 7.13 Schematic illustration of the atomistic network/backbone formed by the large atoms
and small atoms in the MSL class of metallic glasses (from reference [49]).
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antiprism of the (Fe,Nb)23B6 CMA as well as the simultaneous arrangement of these
polyhedra to form the Fe23B6-type symmetry should occur.

This structure displays improved soft magnetic properties compared to its
amorphous precursor. For example, the Curie temperature increases form 550K
for the parent glass to 720K for the devitrified material containing the (Fe,Nb)23B6

CMA. In addition, the saturation magnetization is about 1.2 T, which is 15% higher
than for the glass precursor, while the coercivity remains very low, at about 1 Oe [50].
The combination of such magnetic properties with the high strength typical for Fe-
basedmetallic glasses (>3GPa) are of great interest for industrial application, such as
for transformer cores, magnetic clutches, magnetic shielding cases for sensors,
sensors and actuators, and so on.

Besides Fe-based BMGs, multicomponent Zr-based alloys can be used for the
production of bulk nanostructuredmaterials [51]. However, the phase selection upon
crystallization is strongly affected by the chemical composition of the glassy phase. To
obtain nanostructured materials, the glassy specimens are typically annealed at
temperatures within the supercooled liquid (SCL) region DTx¼Tx�Tg, defined as
the difference between the crystallization temperature (Tx) and the glass transition
temperature (Tg), or close to the onset of crystallization. This procedure is based on
the results first obtained for rapidly quenched thin ribbons, where sequential
crystallization was observed for a variety of Zr-based bulk glass-forming alloys, such
as Zr-Al-Ni-Cu-M (M¼Ag, Au, Pt, Pd) [52], Zr-Cu-Al-Ni-Ti [53]. The stepwise
crystallization behavior leads to primary precipitation of intermetallic or quasicrys-
talline phases from the supercooled liquid, which are embedded in a residual glassy
phase with changed composition.

Figure 7.14 X-ray diffraction patterns in
transmission configuration using a high-
intensity monochromatic synchrotron beam
(wavelength l¼ 0.0155nm) recorded in-situ

during heating at room temperature, 1000K
(above the first crystallization event) and 1300K
(above the second crystallization event) for the
Fe66Nb4B30 BMG (from reference [50]).
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Figure 7.15(a) displays differential scanning calorimetry (DSC) scans for as-cast
glassy Zr62–xTixCu20Al10Ni8 bulk samples (x¼ 0, 3, 5 and 7.5) as typical examples for
bulkglass-formingZr-basedalloys [53].ThesamplewithcompositionZr62Cu20Al10Ni8
crystallizes through a single sharp exothermic peak pointing to the simultaneous
formation of intermetallic compounds. Upon Ti addition, the crystallization mode
changes towardsadouble-stepprocess indicatingasuccessive stepwise transformation
into the equilibrium compounds while maintaining an extended supercooled liquid
region between the glass transition temperature Ton

g and the crystallization temper-
atureTon

x (Ton
g andTon

x are defined as the onset temperatures of the endothermic glass
transition and the exothermic crystallization events, respectively). With increasing Ti
content, the first DSC peak shifts to lower temperatures and the enthalpy related to the
second exothermic peak decreases.

The nature of the crystallization products and the resulting microstructure after
annealing were investigated by X-ray diffraction (XRD) (Figure 7.15(b)) [53].
Zr62Cu20Al10Ni8 transforms into cubic NiZr2- and tetragonal CuZr2-type com-
pounds. Annealing the alloy with x¼ 3 leads to primary precipitation of an icosa-
hedral quasicrystalline phase with spherical morphology and a size of about
50–100 nm. For x¼ 5, the diffraction peaks are weaker in intensity and broader
because the precipitates are as small as about 5 nm. For x¼ 7.5, the precipitates are
about 3 nm in size. At first glance, the XRD pattern after annealing displays no
obvious reflections but only broad amorphous-like maxima. However, careful
examination of the annealed state clearly shows differences in scattering intensity
compared to the as-cast state, pointing to the precipitation of a metastable cubic

Figure 7.15 (a) DSC scans for Zr62�xTixCu20Al10Ni8 glassy alloys. (b) corresponding XRDpatterns
after isothermal annealing: x¼ 0, annealed at 723 K for 30min; x¼ 3, annealed at 703 for 5min;
x¼ 5, annealed at 683K for 30min and x¼ 7.5 annealed at 688K for 40min (from reference [53]).
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complex phasewith a grain size of about 2 nmcoexistingwith a residual glassy phase.
Similar results were reported for other Zr-Cu-Al-Ni multicomponent alloys contain-
ing Ti, Ag, Pd or Fe [52]. This indicates that Zr-based multicomponent alloys are
promising candidates for the production of bulk nanostructured quasicrystal-based
two-phase materials.

The formation of nanostructured phases during partial devitrification changes the
mechanical properties of metallic glasses. As an example, typical compressive
stress–strain curves at room temperature for as-cast fully amorphous and partially
crystallized Zr57Ti5Cu20Ni8Al10 samples prepared by controlled annealing of the
glass are presented in Figure 7.16 [54]. Even though the plastic deformation decreases
with increasing volume fraction of precipitates and finally disappears when a critical
volume fraction is reached, the dispersion of nanocrystals in the amorphous matrix
can lead to a distinct strength increase [54]. For samples up to about 50 vol.% of
nanocrystals, the fracture surface exhibits a well-defined vein pattern, indicating that
the deformation mechanism is governed by the glassy phase and not by the
nanocrystals [54]. When the volume fraction of the nanocrystalline precipitates
increases to more than about 50 vol.%, the nature of the brittle intermetallic phases
is likely to dominate the mechanical behavior, leading to a marked decrease in
ductility [54].

Nanostructured or partially amorphous materials can also be produced by proces-
sing routes based on powdermetallurgy (e.g.,mechanical alloying,MA) [29, 51]. This
synthesis route may directly lead to a two-phase nanostructure or, similarly to
solidified metallic glasses, an additional heat treatment is needed to create the
desired nanostructure. Depending on the milling intensity, MA can lead to glass
formation or to the formation of nanoscale phases directly during milling. For
example, Zr57Ti8Nb2.5Cu13.9Ni11.1Al7.5 glassy powders can be produced at a low
milling intensity [55], whereas at higher intensity a composite consisting of fcc Ti2Ni-
type CMA particles embedded in an amorphous matrix can be achieved [56]. The fcc

Figure 7.16 Compressive stress–strain curves of (a) as-prepared amorphous and partially
crystallized Zr57Ti5Cu20Al10Ni8 with (b) 40%, (c) 45%, and (d) 68 vol.% nanocrystals (from
reference [54]).
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particles in the as-milled powder are in the nanoscale regime (less than 10 nm), as
indicated by the extremely broad diffraction peaks shown inFigure 7.17. Thematerial
is partially amorphous and the corresponding DSC curve [56] exhibits a distinct glass
transition (Tg), followed by a supercooled liquid region before two exothermic events
due to crystallization occur at higher temperatures.When the powder is heated to the
completion of thefirst crystallization event (800K), the diffraction peaks belonging to
the fcc phase increase in intensity. This indicates grain growth of the fcc particles,
which, nevertheless, are still in the nanometer regime (below 100 nm). The forma-
tion of a glassy-matrix composite containing nanoscale particles directly upon MA
combined with the presence of a clear glass transition opens up the possibility to
produce large amounts of composite material by a relatively simple route and to
consolidate and shape the composite into bulk parts in the SCL regime. In addition,
the particle size can be varied by proper heat treatment, giving the opportunity to tune
the microstructure of the composite material.

7.3
Metal Matrix Composites Reinforced with CMAs

Themain disadvantage of CMAs for technological applications in the form of single-
phase bulk samples is their high hardness associated with low fracture toughness at
room temperature.Onepossibility to circumvent their intrinsic brittleness and still to

Figure 7.17 XRD patterns (CoKa radiation) of as-milled Zr57Ti8Nb2.5Cu13.9Ni11.1Al7.5 powder and
after heating up to the completion of the first crystallization event (800 K), revealing grain growth of
the fcc-Ti2Ni-type phase upon heating (from reference [56]).
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benefit from their atypical properties is to use CMAs in the form of coatings [57] or as
reinforcement in composite materials. Examples of such composites include CMA
precipitates in amatrix likemaraging steel [58–60], Al-based [61, 62] orMg-based [63,
64] alloys, or CMA particles [65] to reinforce a metal or a polymer matrix [66]. Other
composites have been synthesized where a ductile phase is added to a CMA matrix,
such as FeAl, CuAl10 or Sn in CMA-based coatings [67–69] or in bulk CMA [70]. The
general conclusion from these studies is that CMAs have a large potential as effective
reinforcement particles in a ductile matrix.

The strong demand for lightweight engineering materials in the areas of auto-
motive and aerospace industries has driven a considerable effort in the development
of metal matrix composites (MMCs) [71, 72]. Typical reinforcements in MMCs are
ceramics, such as Al2O3 and SiC [71, 72]. However, ceramic-reinforced composites
suffer from low fracture toughness compared to conventional Al-based alloys. Other
disadvantages in using ceramic reinforcements are the difficulty of recycling and the
material cost penalty. These problems limit the range of application of thesematerials
and motivate the development of alternative composites. Al-based CMAs are attrac-
tive substitutes to ceramics due to the low costs of the raw materials, no toxicity and
compatibility with the Almatrix. However, interface bonding between CMAparticles
and the Al matrix is a critical point in the material processing as well as during the
composite application. Among the different methods that have been employed to
produce composites reinforced with CMA particles, the most frequently used
approach is powder metallurgy, for example, mechanical alloying followed by
consolidation. Among the variety of CMA compounds, the one that is most widely
used as reinforcement is the stable icosahedral (i-)Al-Cu-Fe quasicrystalline (QC)
phase discovered by Tsai et al. [73]. This phase displays very high hardness [74], which
is a desirable feature of strengthening particles. Accordingly, an overview of proces-
sing, structural and mechanical properties of Al-based MMCs reinforced with
quasicrystals is given in the next section.

7.3.1
Processing of Aluminum Matrix Composites Reinforced with CMAs

7.3.1.1 Thermal Stability of CMAs in Al-Based Matrix Composites
Aluminum matrix composites reinforced with i-Al64Cu24Fe12 quasicrystalline par-
ticles with a particle size of about 5mm (Al/(i-AlCuFe)p) were first prepared by
sintering by Tsai et al. [65]. They found that the hardness of the composites increases
by particles addition but they noticed the appearance of thev-Al70Cu20Fe10 tetragonal
phase during the sintering process, which was done at 873K for 3 h under low
pressure (60MPa). The i-AlCuFe phase does not coexist with fcc Al in the Al-Cu-Fe
equilibrium phase diagram [75, 76]. Thermodynamic equilibrium is obtained by Al
diffusion from the matrix to the quasicrystalline particles. As a result, the Al content
in the particles increases, inducing a phase transformation from the i-phase to the
v-phase, in agreement with the phase diagram.

In the conventional casting method used to produce metal matrix composites
(MMCs), Al-Cu-Fe particles are mixed to the molten aluminum [77, 78]. This
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results in a mixture of phases, including the tetragonal v-phase, and in the
dissolution of the small Al-Cu-Fe particles into the matrix. The thermal stability of
the i-phase in the Al matrix is limited due to the rapid formation of the v-phase.
The i ! v transformation usually starts at about 673 K [79]. As an example,
Figure 7.18 shows the diffraction patterns recorded during an isothermal stage at
673 K for an Al-based composite containing 30 vol.% of Al-Cu-Fe-B atomized
particles (noted Al/30(AlCuFeB)p hereafter) prepared by cold isostatic pressing
(1.6 GPa, 300 K) [80].

Initially, the sample mainly consists of fcc Al and quasicrystalline phases. In
addition, the particles contain a small amount of b-Al50–x(Cu, Fe)50þ x (cubic, CsCl
type a� 2.9Å). The b-phase coexists with the quasicrystalline phase in the gas-
atomized powders as a result of the peritectic reaction bywhich the icosahedral phase
is formed. The addition of boron induces extra crystalline phases embedded in the i-
AlCuFematrix. These boron precipitates are not detected by X-ray diffraction due to a
volume ratio lower than 1% [81–83]. The formation of the precipitates results in a
higher fracture strength and in an increased hardness of the i-Al59B3Cu25.5Fe12.5
phase compared to the canonical i-Al62Cu25.5Fe12.5 alloy [84–87]. The phase trans-
formation (Almatrix þ (i þ b)particles ! v) is clearly seen in Figure 7.18, with the
progressive disappearance of the i(18/29), i(20/32) and b(110) diffraction peaks and
the simultaneous appearance of the v-phase. The formation of the v phase starts
after an incubation time of about 1 h. These results highlight the extreme difficulty in
preserving an Al-based CMA in an Al-based matrix, particularly for composites
sintered at low pressure (30 to 100MPa). The v-phase systematically appears in
several fabricationmethods, such as hot consolidation [88], hot isostatic pressing [89],
quasi-isostatic forging or vacuum hot pressing [90, 91].

7.3.1.2 Preserving Complex Phases in Al-Based Matrix Composites
To preserve the quasicrystalline structure of the reinforcement, it is necessary to
either slow down the kinetics of the phase transformation or to adjust the temper-

Figure 7.18 3D representation of the diffraction patterns (CoKa1 radiation) acquired during an
isothermal stage at 673K for Al/30(AlCuFeB)p (from reference [80]). For clarity, only the main
diffraction peaks are shown in the figure.
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ature and/or the applied pressure during the sintering process. For example, a
composite containing the i-phase dispersed in an Al matrix can be obtained by hot
pressing using a temperature of 673K for 1 h under 260MPa [65], as shown in
Figure 7.19, as well as by hot extrusion [78, 92]. In the latter case, a consolidation
temperature of 623K is required to preserve the i-phase and to obtain a dense
extruded composite.

Therefore, the reduced stability ofAl-basedQCs in theAlmatrix requires theuse of
a low temperature (<673K) and/or a high pressure (>200MPa) during the consol-
idation process. An alternative route is the use of a diffusion barrier at the matrix/
particle interface to reduce the Al diffusion and to preserve the original i-AlCuFe
structure in the composite. For example, Fleury et al. [78] have prepared MMCs with
15 vol.% of Al-Cu-Fe particles coated with a Ni layer of about 5mm thickness by
conventional casting. This approach effectively reduces the dissolution of the
particles in the matrix and the particles preserve their original microstructure
(Figure 7.20).

A secondmethod is the formation of an oxide layer on the surface of theAl-Cu-Fe-B
particles [93]. The oxide layer acts as an efficient barrier against Al diffusion. Under
specific conditions, the formation of the v-Al7Cu2Fe phase can be completely
inhibited. By adjusting the oxidation conditions (and thus the oxide thickness), it
is possible to control the content ofv-phase in the particles. A typical pretreatment is
oxidation in air at 873K and up to 100 h. The diffraction patterns obtained from
preoxidized powders do not show additional diffraction peaks, suggesting that the
oxide layer is either amorphous or poorly crystallized and very thin [94, 95].Moreover,

Figure 7.19 XRD patterns (Cu Ka radiation) of Al composites reinforced with 25 vol.% (Al-Cu-Fe)
p. (a) Hot pressed at 673 K for 1 h and 260MPa and (b) at 873 K for 3 h and 60MPa (from
reference [65]).
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the kinetics of Al diffusion from the matrix to the quasicrystalline particles is
significantly reduced for sintering temperatures up to 823K [96]. As an example,
Figure 7.21 compares the evolution of the volume fraction of thev-phase during the
transformation (i ! v) for two sets of composites prepared by cold isostatic
pressing [96]. The formation of thev-phase ismuch faster for composites containing
nonoxidized Al-Cu-Fe-B particles (series 1) compared to preoxidized particles
(series 2). Consequently, composites made of i-particles dispersed in a pure alumi-
nummatrixwith different volume fractions could be prepared by solid-state sintering
with low uniaxial pressure (LUP). This positive result is, however, weakened due to
the negative influence of the oxide on the interface strength [96], as shown in the
following section.

7.3.2
Mechanical Properties of Al-Based Composites Reinforced with CMAs

In general, the mechanical properties of composite materials depend on the
properties of the matrix, the nature of the reinforcement, the particle size, their
dispersion in the matrix and on the heat treatment and fabrication process [71]. The
improvement of themechanical properties relies essentially on threemain factors: (i)
the effect of decreasing size of thematrix due to thepresence of the reinforcement, (ii)
the internal stresses generated by the difference in expansion rates between the
matrix and the particles and (iii) the predominant direct strengthening factor, such as
the volume fraction of the reinforcement [71].

A detailed study of Al composites reinforced by i-particles obtained by extrusion at
623K has been performed by Schurack et al. [92]. The authors concluded that the
strength increases proportionally to the particle volume fraction according to the rule
of mixtures. Several strengthening mechanisms have been proposed: solid solution
hardening resulting from the dissolution of small particles in the Al matrix,

Figure 7.20 Almatrix composites prepared by conventional casting. (a) XRDpattern of as-cast Al/
(Al-Cu-Fe)p and (b) XRD pattern of as-cast Al composites with Ni coated 15 vol.% (Al-Cu-Fe)p
(reprinted from reference [78]). Note that the reinforcement content is higher in (b).
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precipitation hardening due to the formation of the v-phase and dispersion hard-
ening induced by the presence of the icosahedral phase [77, 78]. The influence of the
matrix on the mechanical behavior of QC-reinforced composites is shown in
Figure 7.22(a) [78]. When an Al96Cu4 alloy is used as matrix in place of pure Al,
the yield stress increases by about 65% [78]. As-cast composites reinforced with Ni-
coated QC particles have better compressive properties compared to composites
prepared by using noncoated particles [78]. An average increase of 6% in yield stress
is achieved by preserving the i-phase (Figure 7.22(b)). Note that in the latter case, the
strengthening effect is smaller than that obtained by using the Al96Cu4 alloy matrix.

Figure 7.21 Volume fraction of v-phase as a
function of time and isothermal temperatures
for the composites containing 15 vol.% of
i-particles: (series 1) sample annealed in

vacuum for 60min; (series 2) sampleoxidized in
air for 60min. Initially, both series 1 and 2
contain only fcc Al and i-phase (from
reference [96]).
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Composites reinforced with volume fractions of i-phase higher than 15 vol.%
(produced by isostatic pressing at 673K for 1 h and 260MPa) exhibit higher hardness
with respect to composites reinforced with the v-phase [65]. For Al/25(i-AlCuFe)p,
the microhardness reaches 120 kgmm�2, which is about five times higher than that
of pure Al and 33% higher than that of Al/25(v-Al-Cu-Fe)p. Tsai et al. [65] proposed
that the plasticity of these composites could be controlled by the Orowanmechanism
due to a good correlation between the strengthening effect and the distribution of the
particles. Similar hardness properties have been obtained using different QC
systems, such as in Al/(Al65Cu20Cr15)p composites [97].

In the case of sintered composites containing 15 vol.% of preoxidized i-Al-Cu-Fe-B
particles prepared by LUP, the mechanical properties are poorer (Figure 7.23), even
though the i-phase is preserved [97]. The degradation of the mechanical properties is
attributed to the negative influence of the oxide layer, which weakens the Al/
(i-AlCuFeB)p interface [96]. These results are consistent with several recent studies
of Tang et al. [91, 98, 99] demonstrating the importance of the oxide-layer thickness on
the mechanical properties of Al/(AlCuFe)p composites.

The best mechanical properties are obtained when the reinforcement particles are
totally transformed into v-phase, due to enhanced bonding strength between the
matrix and the particles resulting from interparticle diffusion during the sintering
process [77, 91, 98–100].

For example, a high yield strength of 405MPa is obtained for the sintered
composite containing 45 vol.% of i-particles completely transformed into the
v-phase. This corresponds to an increase of the yield stress (Dsy) and of the Brinell
hardness of 300MPa and 143 HB, respectively, with respect to the unreinforced
matrix [96]. However, the fracture strain of this composite is rather poor (ef� 1%). A
linear correlation can bemade betweenBrinell hardness and yield stress as a function
of volume fraction of (AlCuFeB)p, as shown in Figure 7.24 [96]. For comparison, Al
composites reinforced with 40 vol.% of SiC particles (10–21 mm) have aDsy of about
150MPa [101]. The increase of yield stress can be explained by themodel proposed by
Tang et al. [91]. This model corresponds to a simple summation of three strength-

Figure 7.22 Al matrix composites prepared by conventional casting. Influence of the Al matrix on
(a) yield stress and work hardening and (b) influence of the Ni coating layer on the yield stress and
work hardening (reprinted from reference [78]). Note that the reinforcement content is higher in (b).
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Figure 7.23 Comparison of the stress–strain
curves of the Al/(Al-Cu-Fe-B)p composites with
particles containing 15 vol.% of preoxidized Al-
Cu-Fe-B particles. The curves were obtained
from room temperature compression tests at a

constant strain rate _e ¼ 10�4 s�1. The
composites were prepared by LUP with 32MPa
at 773 K under a helium atmosphere during 3 h
30min (from reference [96]).

Figure 7.24 Dependence of sy on the Brinell
hardness and the volume fractionof particles for
Al/(v-Al-Cu-Fe)p composites sintered by LUP.
The hardness was measured by Brinell
indentationwith a 2.5mmball and a load of 62.5

daN applied for 5 s and sy values were evaluated
by compression tests performed on composites
samples (3� 3� 10mm3) under a constant
strain rate ( _e ¼ 10�4 s�1).
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ening mechanisms that are the load transfer mechanism, thermal expansion
mismatch and geometrically necessary dislocation strengthening [91]. A very good
agreement between experimental and predicted Dsy is observed, as shown in
Figure 7.25.

The v-phase acts as an effective reinforcement compared to commercial Al
composites. Contrary to Al/(SiC)p composites, the formation of thev-phase induces
compressive residual stresses in the Al matrix, which is associated with the unusual
strengthening [99, 100]. The compressive stress may be promoted by the volume
expansion of the reinforcement particles caused by transformation of the i-phase into
the lower density v-phase and the corresponding stiffness mismatch of the matrix
and the reinforcement phases [99].

The first investigations of the mechanical properties as a function of temperature
for similar composites produced by hot isostatic pressing (HIP) have been performed
by Kabir et al. [89]. The initial composition Al/30(i-AlCuFe)p is transformed into
Al/40(v-AlCuFe)p during theHIP process. The authors found a sharp decrease of sy
with increasing temperature. Figure 7.26 shows the evolution of the compressive
properties of the composites in the temperature range 293–773K. They concluded
that the contribution to the total flow stress arising from the reinforcement particles
is mainly thermally activated, which is not compatible with the Orowan bypass
mechanism. This suggests that the i ! v phase transformation contributes to the
enhancement of the material strength. It is proposed that plastic deformation is
controlled by thermally activated motion of matrix dislocations by cross-slip and/or
climb mechanisms [89].

Figure 7.25 Comparison of theoretical and
experimental Dsy values for Al/(v-AlCuFe)p as
a function of reinforcement content. Composite
samples were consolidated by a vacuum hot

technique at 823K for 6 h, using a pressure of
175MPa after the first hour at 823 K. Redrawn
from reference [91].
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Compared to commercial Al/(SiC or Al2O3)p composites, the use of CMAs as
strengthening particles into an Al-based matrix provides an unusual increase in
strength. For example, the increase of the yield stress of Al/(10–45 vol.% CMA)p
composites varies from about 40 to 300MPawithout any heat treatment [77, 96, 100].
These properties can be further improved when the original structure of the CMA
phase is preserved during the consolidation process [78] but this implies the use of a
diffusion barrier and thus an additional step in thematerial production. Compared to
similar Al/(SiC or Al2O3)p composites, the increase of the yield stress varies from
about 40 to 150MPa [71, 101, 102], depending on the particle size, the post-thermal
treatment and the Al-matrix used. Therefore, the use of CMAs as reinforcement
particles appears as a promising alternative for technological applications, especially
for automotive and aerospace industries.

7.4
Surface Mechanical Testing and Potential Applications

7.4.1
Fretting Tests (Cold Welding) of CMAs

On spacecrafts, a variety of engineering mechanisms exhibit ball-to-flat surface
contacts, which are periodically closed for several thousands of times. Vibrations
occurring during launch or during movement of for example, antennas in space,
can lead to small oscillating movements in the contact, which is referred to as
�fretting� [103]. This fretting movement can eventually degrade the materials
surface whether they are natural oxides, chemical conversion films or evenmetallic
coatings. This can dramatically increase the tendency of these contacting surfaces
to �cold weld�. This lateral motion causes severe destruction and adhesion
forces [103].

Figure 7.26 (a) Comparison of the
stress–strain curves of the Al/40(v-AlCuFe)p
composites prepared by HIP as a function of
temperature and (b) evolution of the yield stress
and maximum stress as a function of

temperature. The compression tests were
performed at a nominal strain rate
_e ¼ 1:4� 10�4 s�1 (reprinted from
reference [89]).
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In order to gain experience in this effect, a special device – called �fretting facility� –
has been developed at the Austrian Research Centre (ARC) and was used to
investigate several combinations of bulk materials for their tendency towards cold
welding. The test philosophy (described in detail in an in-house specification of
ARC [103]) is based on repeated closing and opening of a pin-to-disc contact. In
general, a pin is brought into contact with a disc for several thousand times
(Figure 7.27). The static load and impact energy are fixed for each pair with respect
to the elastic limit (EL) of the contact materials. Hertz�s theory is used to calculate the
contact pressure in the ball-to-flat contact. Using the yield strength of the softer
material, the von Mises criterion defines an elastic limit (EL): if the load (contact
pressure) exceeds the EL, plastic yielding would occur. Similarly, for the contact
energy, a limit can be deduced above which yielding occurs [103, 104]. Based on
parameter studies [105, 106], the ARC-standard was defined: one static load is
selected to achieve a contact pressure of 60%EL for a fretting test and is applied
for 5000 cycles.

The European Co-operation for Space Standardization (ECSS) has released
specifications on contact surfaces [107], suggesting the following main
requirements:

a) the peak Hertzian contact pressure shall be below 93% of the yield limit of the
weakest material (this refers to a contact pressure of 58% of the elastic limit);

b) the actuator shall be demonstrated to overcome two times the worst possible
adhesion force.

Therefore, results obtained from cold-welding tests according to the ARC in-house
specification [103], can be used to address the necessary opening forces for actuators
in mechanisms (fretting tests are done at 60% EL).

During a fretting test, the contact is closed (without impact) followed by a static
load that is held for 10 s [103]. During this time, fretting is applied: the pin ismoved
with a sinusoidal frequency of 210 Hertz and a stroke of 50 mm. After stopping

Figure 7.27 Image of the fretting device (left) and corresponding schematic drawing (right)
showing how pin (upper rod) and disc (mounted directly on a force transducer) are fixed. The piezo-
translator generates the fretting movement (from reference [103]).
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fretting, the pin is separated from the disc and the force necessary for separation is
measured. A resting time of about 10 s is achieved at a vacuumpressure of less than
5� 10�7 mbar.

This kind of adhesion is not visible in air, because in air only fretting corrosion is
visible: the oxide layer is always present at the top of the material and protects it
against cold welding [103]. All these fretting tests are done in vacuum, because on the
one handno adhesion is detected for a fretting test in air (whatever the substrate), and
on the other hand, these materials are aimed to be used later on in space (coating
elaborated for space applications). For tests where no adhesion was found, that is
where the adhesion force was below the detection threshold, the noise of the
measurement is given as a worst-case approximation. The indication of low and
high adhesion is related to comparison of adhesion force values themselves (data
from general materials [108]). A fretting test is �successful� if there is no adhesion
during at least 5000 cycles.

To check if an adhesion value is true or just noise, �buffer files� are exploited: a
buffer file represents the end of each cycle, when the pin is separating from the disc.
This is the force during the unloading as a function of time. In the case of true
adhesion, a negative force between the pin and the disc is observed, which refers to
tension between pin and disc [103]. The breaking force is referred to as an �adhesion
force� (i.e. the jumpof the force). If the jump is high, the adhesion is high. If the jump
is not very high, the adhesion is low. Finally, if there is no jump, there is no adhesion,
only noise.

During the fretting test, there is a microplastic deformation. After each cycle the
shape of the contact area is different, because of this microplastic deformation.
Therefore, wear of the materials (wear of disc and/or of pin) is observed. There is a
time-dependent change of �adhesion forces�. For each cycle, one value of the
adhesion force is measured. From all values of �adhesion force�, only the maximum
is taken (for bulkmaterials or resisting coatings). This approach reflects engineering
objectives, that is to provide values for design of mechanisms [108]. Details can be
found in reference [103].

Among the materials with complex structure, quasicrystals and approximant
phases have been extensively investigated under fretting (Table 7.2) [109, 110].
Representative compositions of such materials are Al62.5Cu25.3Fe12.5, Al59.5Cu25.3-
Fe12B3 and Al70Pd20Mn10 (in at.%). The progressive loss of the metallic character is
imposed by the formation of icosahedral atomic clusters and their connection (and
interpenetration) according to a point group symmetry that is no longer compatible
with translational order pertaining to normal crystals. As a result, the density of
conduction states is depressed at the Fermi edge and quasicrystals resemble more
semiconductors than their metallic constituents. In these materials, propagation of
phonons is hindered by the absence of periodicity, except for long wavelengths.
Specific atom movements, inherent to this kind of crystallographic structures and
called phason jumps, take place furthermore in a number of atomic sites located in
double pit potentials. Both types of dynamic excitations dominate the transport of
heat (which is very low as compared to normal metals), whereas phasons may also
contribute to plastic strain.
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Bulk quasicrystals tend to be rather brittle, at temperatures below a few hundred
degreesCelsius. They behavemore like a covalently bondedmaterial than likemetals.
Quasicrystals are extremely poor electrical and thermal conductors. They are also
hard, and their surfaces have very low coefficients of friction, low surface energy,
good wear resistance, and good oxidation and corrosion resistance [110, 111]. They
can also prevent cold welding.

Single-crystal icosahedral and approximant phases were tested under fretting tests
in vacuum. Figure 7.28 [109, 110] shows that the adhesion force of Al-Pd-Mn

Table 7.2 Material mechanical data for the discs (three icosahedral phases and five approximants)
and the pins (different steels, aluminum and titanium alloys) investigated under fretting [109].

Sample Compositions HV �50 Y �0.5 Poisson E �10
Short name (at%) (daN/mm2) (GPa) ratio (GPa)

AlCrFeBMo Al74.5Cr15Fe6B3Mo1.5 520 19.5 0.3 140
j0-AlPdMn j0-Al73.9Pd22.2Mn3.9 1000 38.5 0.4 100
i-AlPdMn i-Al70Pd22.1Mn7.9 1000 38.5 0.4 100
i-AlCuFeB i-Al59.5Cu25.3Fe12.2B3 580 22.2 0.3 140
AlCuB Al41.8Cu57.2B1 710 27.3 0.3 140
i-AlCuFe i-Al62.5Cu25.3Fe12.2 530 20.4 0.3 140
c-AlCrFe c-Al67.6Cr23.3Fe9.1 840 32.4 0.3 140
b-AlCuFe b-Al50Cu40Fe10 LZ 540 20.8 0.3 140
AISI 316L FeMnCrSiMoNi 175 6.7 0.28 190
Al 7075 AlMnZn 170 6.5 0.33 70
A286 FeCrNiTi 300 11.4 0.28 200
Ti-IMI 318 Ti6Al4V 320 12.2 0.32 115
AISI 52100 FeCr 700 26.9 0.28 200

Figure 7.28 Comparison of adhesion force under fretting for single crystals [109].
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quasicrystal and approximant versus metallic alloys is lower than for these alloys
versus themselves. The icosahedral phase i-Al70Pd22.1Mn7.9 shows no adhesion
whatsoever versus the bearing steel AISI 52100 and the stainless steel SS 316L. For
tests with metals, low or high adhesion is detected.

Figure 7.29 [109, 110] shows that for approximants, adhesion is against all kinds of
counterparts, except for b-Al50Cu40Fe10 versus steel AISI52100 and Al41.8Cu57.2B1

versusWC.For comparison, very high adhesion for steel A286 versus itself was found
because of the high Ni content.

Figure 7.30 [109, 110] shows the tests on two sintered quasicrystals (i-Al62.5-
Cu25.3Fe12.2 and i-Al59.5Cu25.3Fe12.2B3) and one single crystal (i-Al70Pd22.1Mn7.9). For

Figure 7.29 Comparison of adhesion forces under fretting for approximants [109].

Figure 7.30 Comparison of adhesion forces under fretting for icosahedral quasicrystals [109].
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these icoshaedral phases, no adhesion versus steels AISI 52100, A286 and SS 316L
was detected (except for i-Al59.5Cu25.3Fe12.2B3 versus SS316L, where a very low
adhesion is observed). However, with Ti6Al4V and Al7075 counterparts, high
adhesion was found.

It is remarkable that the adhesion between stainless steels and icosahedral crystals
is much lower than for stainless steels in contact to themselves. A similar conclusion
is valid for the aluminum alloy (Al7075 versus itself: 7330 mN). Therefore, the
adhesion forces between quasicrystals and steels or titanium-based alloys (even
Al7075) were found to be negligible in comparison to typical metals used for space
applications.

To complete fretting-test knowledge, wear volumes of both pin and disc are
measured with an optical profiler with a 3D topography [110]. This system enables
calculation of volumes, that is a volume below or above the �zero plane�. After a
fretting test, the disc wearmark is often a hole (Figure 7.31, top row), or sometimes a
hole combined with a deposition of pin material, whereas the pin wear mark is often
a �hill� (due to the disc material deposition, see Figure 7.31, bottom row). Then, the
worn volume refers to a hole or a hole with a deposition. Nevertheless, the volume is
easily calculated by the system (Figure 7.31). Afterwards, wear data is related to
adhesion (Table 7.3) [109, 110].

The general tendency, shown in Table 7.3, is that the absence of adhesion is related
to a low wear volume. Conversely, high adhesion reveals high wear volume (with
debris too). As a result, from the viewpoint of fretting tests, all approximant systems
are much more brittle than icosahedral quasicrystals. Moreover, especially for
samples with high adhesion, a large amount of loose debris was formed, which
would be detrimental for space applications. Under nongravity, these debris particles
would fly around and would contaminate the whole spacecraft.

Figure 7.31 Contact area of the disc (top) and
pin (bottom) after fretting test on i-
Al62.5Cu25.3Fe12.2 versus A286 (Maximum of
noise: 87 mN – No adhesion). The disc contact
area is a hole with a depth of �8.3mm and a

diameter of 0.304mm, whereas the pin contact
area is a hill (somematerial is deposited) with a
height of 8mm and a diameter of
0.344mm [109].
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In fretting tests, icosahedral phases show no adhesion versus bearing steel
AISI52100 (Fe, Cr) and even not for stainless steel A286 (Fe, Cr, Ti, Ni). The latter
ismade of an austenitic phase and is therefore prone to strong adhesion, if it would be
in contact to itself.However, low adhesion is noticed versus stainless steel SS316, and
high adhesion is found versus aluminum (Al7075) and titanium (Ti6Al4V) alloys.
Thus, for i-Al62.5Cu25Fe12.5 and i-Al59,5Cu25,3Fe12,2B3, no adhesion versus steels
AISI52100 and A286 is noticed, combined with a low wear volume. For the
approximant b-Al50Cu40Fe10, there is no adhesion versus steel AISI52100 and low
adhesion versus space steel A286, with low wear volumes too.

After the fretting tests, there is a hole on the disc and a deposition ofmaterial on the
pin, consisting of Al, Cu and Fe, as shown in the SEM images of Figure 7.32.
Similarly, Figure 7.33, EDX analysis proves that the worn and lost discmaterial sticks
on the pin [109, 110].

Thus, the surface is strongly changed due to fretting. For comparison, a fretting
test of an A286 steel disc versus itself shows strong surface destruction due to
adhesive wear (the contact area of the disc after the fretting test exhibits a hole with a
depth of �80 mm and a diameter of 0.655mm), combined with high adhesion force
(maximum of adhesion 16 718mN). Material is worn out of the surface and pressed
back or adheres to the contact partner [110].

The duration of all these fretting tests is similar (�5000 cycles). Not only is there no
adhesion between quasicrystals and steels AISI52100 andA286, but also thewear of a
quasicrystal disc versus steel is much lower than steel versus itself (see Table 7.3 for
wear volumes). Several quasicrystalline compounds, especially icosahedral Al-Cu-Fe-
(B), were shown to have the best performance in terms of fretting tests. Regarding
aerospace applications, or vacuum technology, the two bulk sintered icosahedral
phases i-Al62.5Cu25Fe12.5 and i-Al59,5Cu25,3Fe12,2B3 present a potential for antifretting
applications in vacuum against a steel counterpart, because they avoid adhesion

Table 7.3 Wear volumes (10�5mm3) of discs. Legend: adhesion, low adhesion, no adhesion (noise).

Wear volumes (10�5 mm3 �20%) [of worn discs]

Discs/Pins AISI 52100 AISI316L Al7075 WC Ti6Al4V A286

AlCrFeBMo >55 000 >55 000 51 106 / / /
j0-AlPdMn 2369 22 523 16 / / /
AlCuB 18 9 4 8 / /
AlCrFe >55 000 / / / / >55 000
b-AlCuFe 8 / / / 60 32
i-AlPdMn 2042 140 73 / / /
i-AlCuFeB 13 39 3 29 75 367 11
i-AlCuFe 15 / / / 11 123 37

Adhesion Low Adhesion No Adhesion

Gray colours refer to the graphs shown in Figures 7.28–7.30, indicating the level of adhesion, to see
the relation between the wear volume (volume of disc which is lost), and results of fretting test [109].
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versus steels AISI52100 and A286, combined with a low wear volume (thus no
emission of debris). Furthermore, low adhesion is detected versus the stainless steel
SS316L, combined with a low wear volume too (again with no debris). But both
icosahedral phases cannot prevent cold welding against titanium Ti6Al4V and
aluminum Al7075 alloys, because high adhesion is noticed (combined with a high
wear volume for Ti6Al4V and formation of debris).

7.4.2
Friction Properties of Composites

7.4.2.1 CMA Matrix Composites
The first investigations of the tribological behavior of CMA composites were
performed on quasicrystalline composite coatings by Sordelet et al. [67]. The main
objective of this work was to examine the effect of the addition of a ductile phase on
the abrasion resistance of the Al-Cu-Fe quasicrystalline coatings. Composite coatings
were deposited by the plasma-arc spraying technique. The volume fraction of the
ductile Fe-Al phase was varied from 1 to 20 vol.%. The powders used for the

Figure 7.32 Top row: SEM picture (left) and
backscattered electron picture (right) of the
contact area of the disc after the fretting test of
sample i-Al62.5Cu25.3Fe12.2 versus A286 space

alloy (maximum of noise: 87mN – no
adhesion) [109]. Bottom row: same data,
respectively, but for the pin after the same test.
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deposition consisted of a mixture of phases (i, b and Fe-Al phases), which are
preserved in thefinal coatings. Earlier studies have shown that plasma-arc sprayedAl-
Cu-Fe coatings are very brittle and exhibit poor abrasive wear resistance. The addition
of the ductile phase significantly improves the abrasion resistance by increasing the
effective fracture toughness. Adding just 1 vol.% of Fe-Al phase into the Al-Cu-Fe
matrix induces a plastic flow wear mode. This particular coating possesses the best
abrasion resistance associated with the highest average hardness (Figure 7.34).

Tin is another ductile metal that has been added to quasicrystalline-based com-
posite coatings. The effect of Sn addition on the tribological properties of plasma-
sprayed AlCuFe-based composite coatings was studied by Shao et al. [69]. Friction,
hardness and wear behaviors of the composites were investigated as a function of Sn
content up to 30 vol.%. Figure 7.35 shows a comparison of the volume loss after 30m
of sliding distance for Al-Cu-Fe and (AlCuFe þ Sn) composite coatings and their
corresponding counterpart balls. The wear of the balls was found to be almost
independent of the composition of the coatings. The best wear performance was
achieved for the Al-Cu-Fe þ 20 vol.% Sn composite coating. The results of this study

Figure 7.33 EDX analysis of the contact area
of the disc (top, analysis spots 1, 2 and 3marked
in Figure 7.32, top row, right) and of the steel pin
(bottom, spot 1 and spot 2 marked in
Figure 7.32, bottom row, right) after the fretting
test i-Al62.5Cu25.3Fe12.2 versus A286 (maximum
of noise: 87mN – no adhesion). Only Al, Cu and

Fe from the quasicrystal are present (no pin
material) on the disc contact area, whereas only
Al, Cu and Fe from the quasicrystal disc are
present on the pin contact area (no steel pin
material, made of Fe, Cr, Ni and Ti, is detected,
therefore the quasicrystal is sticking on the
pin) [109].
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show that the addition of Sn modifies the wear mechanism from brittle cracking to
plastic deformation. This corresponds to an enhancement of the fracture toughness
of (AlCuFe/Sn) composite coatings while their microhardness decreases linearly
with the increase of the Sn volume fraction. Similar results were obtained for as-cast
quasicrystalline composites; the addition of about 10 vol.% Sn enables a three-fold
increase of the fracture toughness and a two-fold increase of the compressive
strength for Al-Cu-Fe-B and Al-Cu-Fe composites, respectively [70].

Figure 7.34 (a) Volume loss as a function of
FeAl content during abrasion testing of air
plasma-sprayed (Al-Cu-Fe þ Al-Fe) composite
coatings and (b) corresponding average
hardness values. Abrasive wear tests were
investigated with equipment described in

ASTM-G65, rubber wheel abrasion test using a
load of 87.2Nwith a total of 300 revolutions at a
wheel speed of 200 rpm. Silica particles
(þ 200mm, �300mm) were used as abrasive
powder. Reprinted from reference [67].

Figure 7.35 Comparison of the volume loss after 30m for (AlCuFe þ Sn) composite coatings as a
function of Sn content and their corresponding counterpart balls. (GCr15 bearing steel ball, ø
12.7mm, normal load¼ 10N, reciprocating stroke of 0.6mm). Redrawn from reference [69].
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Similar AlCuFe/Sn quasicrystalline coatings have been prepared by the laser
cladding technique [112]. The effect of Sn on the microhardness and the frictional
behavior of these coatings are similar to those mentioned above for plasma-sprayed
samples. Again, the best properties are obtained for the coating with 20 vol.% of
Sn [112].

The best-performing quasicrystalline composite coating known so far has been
developed by Lynntech Inc. using the electrocodeposition process on an Al-3004
alloy substrate [113]. Atomized Al65Cu23Fe12 quasicrystalline powder (7 vol.%;
ø� 10 mm) is poured into a nickel-plating electrolyte (Ni-434). The resulting
composite coating is approximately 25 mm thick and consists of Al-Cu-Fe particles
surrounded by a thin layer of Ni-P. This coating possesses poor wetting against
polar liquids (average contact angle of water droplets is 117�) and excellent friction
and wear resistance. The friction coefficient (m) is exceptionally low (average value
of m is 0.05), with no visible wear track on the composite samples. The thermal
stability of these composite coatings and their properties might be of great interest
for various practical applications such as cookware, bearings, landing gear and
engine parts.

7.4.2.2 Al-Based Composites Reinforced with CMAs
Friction properties of MMCs reinforced by quasicrystalline powders prepared by hot
pressing were first investigated by Qi et al. [97]. As already mentioned, the hardness
increases with increasing volume fraction of quasicrystalline particles in the range of
Al/10-30(Al65Cu20Cr15)p. Reduced friction coefficients and improved wear resis-
tance are observed for Al/(AlCuCr)p compared to the Al matrix. The best properties
are obtained for the highest volume fraction investigated. Compared to commercial
Al/(SiC)p, Al/(AlCuCr)p composites have higher hardness and exhibit lower friction
coefficient [114].

Composites reinforced with i-AlCuFeB particles also display improved friction
properties. The quasicrystalline AlCuFeB alloy has a lower friction coefficient than
the traditional AlCuFe alloy and is thus a better candidate for tribological applica-
tions [115]. Figure 7.36 shows the variation of the friction coefficient for composites
containing 15, 30 and 60 vol.%ofAlCuFeBparticles transformed into thev-Al7Cu2Fe
sintered by LUP. In all cases and for limited sliding distances, composites have a
friction coefficient much lower than that of sintered fcc aluminum mAl> 1 and a
significant decrease of the friction coefficient with increasing volume fraction of Al-
Cu-Fe-B particles. However, after five meters of sliding, all coefficients tend towards
the same value (mffi 0.6). Chemical analyses of the worn surface of the composites
and hard steel balls show that the composites and counterpart balls are covered by a
transferred layer that is made up primarily of aluminum and oxygen (see inset in the
Figure 7.36).

This can be explained by the high contact pressures induced by the experimental
conditions (500MPa), producing severe plastic deformation resulting in the coating
of the indenter by Al transferred from the matrix. Therefore, the sliding body is no
longer hard steel but essentially Al. Only at the beginning of the friction experiment,
before material transfer occurs, does the nature of the sliding bodies have an
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influence on friction [93, 96]. Note that similar frictional properties were observed for
Al/AlCuFeB plasma-sprayed composite coatings [116]. Figure 7.37 shows the var-
iation of the work of the friction force, calculated by integrating each friction curve
over the first fivemeters of sliding. The presence of the i-phase in the Al/(AlCuFeB)p
composites improves the friction and hardness properties less significantly than
when thev-phase is present. This is due to the embrittlement of the Al/(i-AlCuFeB)p
interface caused by the oxide layer (see Section 7.3.2 for more details).

For all composites,material transfer is observed resulting in a sharp increase of the
friction coefficient. The sliding distance before the occurrence of this transition
defines a distancea [93]. This increases with the increasing volume fraction andwith

Figure 7.36 Variation of the friction
coefficient for Al/(v-Al-Cu-Fe-B)p composites
with sliding distance. At the end of test, all
friction curves merge to the same average value
of m. Friction tests were carried out at room

temperature in air (humidity 50%) and under
nonlubricated conditions using a normal load of
2N and 6mm 100C6 hard steel balls. The
sliding velocity was 0.5 cm s�1.

Figure 7.37 Brinell hardness and work of the friction force of the various samples listed in the
table. The lines are only guides for the eye (from reference [96]).
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the presence of the i-phase (Figure 7.38). The dependence of a on the presence of the
i-phase may be attributed to the low surface adhesion reported for quasicrystals.

7.5
Conclusions

In this overview, phenomenological results concerning the formation and the
structure of single- or multiphase intermetallics and the resulting mechanical
properties were presented. Such materials may contain intermetallic compounds
with different structural complexity ranging from simple Laves phases to complex
metallic alloys and quasicrystals. Regarding the processing techniques, both solid-
ification from the melt or solid-state processing can be utilized. These synthesis
routes may directly lead to single- or multiphase nanostructures. In other cases,
additional heat treatment has to be employed in order to create or optimize the
desired microstructure, such as in the case of devitrification of metallic glasses.
Whereas solidification techniques can directly yield bulk samples with the desired
microstructure, rapidly quenched ribbons, gas-atomized powders or mechanically
alloyed powders and composites have to be subsequently consolidated to achieve
dense bulk specimens.

Single-phase intermetallics display several attractive properties for engineering
applications, such as high strength-to-weight ratio, good oxidation resistance and
high-temperature strength. However, one major drawback for their use in engineer-
ing applications is the limited plastic deformability at room temperature. Several
approaches, such as proper variation of the chemical composition and grain
refinement to the nanometer regime, can be used to improve the room-temperature

Figure 7.38 Dependence of the distance a with the volume fraction of (AlCuFeB)p and the
icosahedral phase content (see text for details).
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ductility of intermetallics. However, the method that shows the largest potential for
improving the ductility of intermetallics at low temperatures is the production of
two- ormultiphasemicrostructures consisting of a softmetallicmatrix with second-
phase intermetallics. The mechanical properties of such two- or multiphase alloys
are very encouraging regarding the combination of high strength and good ductility
at room temperature. For example, Al- or Fe-based alloys containing intermetallic
phases (e.g., Laves phases or quasicrystals) can exhibit very high room-temperature
strength together with good ductility. In addition, interesting surface properties
have been observed for several Al-based quasicrystals and composites, which
further increase the importance and potential applications of intermetallics as
engineering materials.

Finally, this class of materials provides many interesting topics for the study of
microstructure–property relations, offering both the possibility to discover and
develop new materials and properties, and a way to test models and understanding
of mechanical deformation in single-phase materials as well as in composites
consisting of different phases with different physical and mechanical properties,
such as high strength in one phase and good ductility in the other.
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8
CMA�s as Magnetocaloric Materials
Spomenka Kobe, Benjamin Podmiljšak, Paul John McGuiness, and Matej Komelj

8.1
Introduction

Magnetocalorics (MC) are materials that show a magnetocaloric effect (MCE), or
adiabatic temperature change (DTad), which is defined as the heating or cooling of a
magnetic material in response to the application of a magnetic field.

TheMCEwas first discovered in iron samples in 1881 byWarburg [1] andwas later
explained independently by Debye [2] and Giauque [3]. They also suggested the first
practical use of the MCE: adiabatic demagnetization, used to reach temperatures
lower than that of liquid helium, which had been the lowest achievable experimental
temperature.

Most magnetic materials exhibit a large MCE only at low temperatures, making
them unsuitable for practical use in everyday life. But with the discovery of the giant
MCE inGd5Si2Ge2 in 1997 by Pecharsky andGschneidner [4],magnetic refrigeration
(MR) became a viable and competitive technology with vapor cycle refrigeration.
Gd5Si2Ge2 is a ferromagnetic material with a spontaneous ordering temperature of
276K.

In recent years, much research has been carried out to find new materials with
higher MCEs around room temperature, with the goal of making the first magnetic
refrigerator. Because such an apparatus must be small, energetically favorable and
economically justified, we need MC materials that are not too expensive, are easy to
produce and have a highMCE so that they can be operated using permanentmagnets
in the room-temperature region.

The physical origin of the MCE is the coupling of the magnetic sublattice to the
appliedmagnetic field,H, which changes the magnetic contribution to the entropy
of the solid. This process is thermodynamically equivalent to the process that
occurs in a gas in response to changing pressure. If we isothermally compress gas,
the entropy decreases. This is analogous to the isothermal magnetization of a
paramagnet or a soft ferromagnet. While adiabatically expanding the gas, the
temperature (T) decreases. This is equivalent to adiabatic demagnetization,
where we remove the magnetic field H. The total entropy remains constant, but
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Figure 8.1 Temperature dependence of the total entropy for a ferromagnet at two different
fields showing the MCE. The total entropy DS is the contribution of the lattice entropy, SLat, the
electronic entropy, SEl, and the magnetic entropy, SM.

the temperature decreases because the magnetic entropy increases. These two
processes are shown in Figure 8.1. The isothermalmagnetization is represented by
the vertical arrow. This represents the magnetic entropy change, DSM, which is
defined as:

DS ¼ SðT0;H0Þ�SðT0;H1Þ ð8:1Þ

The adiabatic demagnetization is represented by the horizontal arrow. This
represents the adiabatic temperature change, DTad, which is defined as:

DTad ¼ T0�T1 ð8:2Þ
This reduction in the temperature gives the cooling effect. Both parameters, the

DTad and the DSM, describe the MCE.
The relation between H, the magnetization, M, and T, and the MCE values, DTad

(T, DH) and DSM(T, DH), is given by one of Maxwell�s equations,

qSðT ;HÞ
qH

� �
T
¼ qMðT ;HÞ

qT

� �
H

ð8:3Þ

which for an isothermal-isobaric process after integration yields

DSMðT ;DHÞ ¼
ðH2

H1

qMðT ;HÞ
qT

� �
dH ð8:4Þ
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Equation 8.4 shows that a high DSM can be expected for large magnetic-field
changes and when qMðT ;HÞ=qTð ÞH

�� �� has the highest value, that is, around the
temperature of the magnetic transformation of a conventional ferromagnet, TC, or
near the absolute zero temperature of a paramagnet.

If we express the total differential as a function of T, H and p:

DS ¼ qS
qT

� �
H;p

dT þ qS
qH

� �
T ;p

dHþ qS
qp

� �
H;T

dp ð8:5Þ

combining Equations 8.3 and 8.6

CH;p ¼ T
qS
qT

� �
H;p

ð8:6Þ

where CH,p is the heat capacity at constant magnetic field and pressure, we can write
for an adiabatic-isobaric process, the temperature change due to the MCE:

dT ¼ � T
CH;p

qM
qT

� �
H;p

dH ð8:7Þ

After integrating we obtain:

DTadðT ;DHÞ ¼ �
ðH1

H0

T
CðT ;HÞ

� �
H

qMðT ;HÞ
qT

� �
H

dH ð8:8Þ

The same conclusions can bemade forDTad as forDSM.Additionally, it is clear that
DTad is large at high temperatures or low heat capacities, providing that all the other
parameters remain the same. The largestMCE is expectedwhen the heat capacity of a
material is strongly influenced by the magnetic field.

These assumptions are only valid for a continuous second-order magnetic phase
transformation. In the vicinity of a discontinuous first-order magnetic phase trans-
formation these equations fail to describe the MCE, because the bulk magnetization
is expected to undergo a discontinuous change at constant temperature, making the
heat capacity in the function (T/C(T,H))H and the function (qM(T,H)/qT)H become
infinite for this transformation.

In reality, these changes occur over a few degrees, and both functions can be
measured experimentally. The largest values ofDTad are predicted to occur when the
Curie temperature is strongly affected by the magnetic field. For a more thorough
explanation of the MCE, the reader is referred to Tishin and Spichkin [5].

The MCE can be described in terms of the magnetic entropy change (DSM) using
the units of J kg�1 K�1, but for engineers the unit J cm�3 K�1 may be preferable, as it
describes the cooling of a MC material per unit volume. Because many reports are
still in J kg�1 K�1, with no data on the density, the comparison is not straightforward.
In Table 8.1 a comparison of the units for two materials, Gd and Gd5Si2Ge2, is
presented. Gd is a representative of materials with a second-order magnetic trans-
formation (SOMT), while Gd5Si2Ge2 has a first-order magnetic transformation
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Table 8.1 The two references described with different units for a better comparison with other MC
materials [4, 6].

Field change 2 T 5 T
MCE DSM DTad DSM DTad

unit mJ cm�3 K�1 J kg�1 K�1 K mJ cm�3 K�1 J kg�1 K�1 K

Gd (r¼ 7.901 g cm�3) �39.5 �5 5.7 �77.4 �9.8 11.5
Gd5Si2Ge2 (r¼ 7.52 g cm�3) �105.3 �14 7.4 �139.1 �18.5 15.2

(FOMT). BothMCEparameters,DSMandDTad, are reported togetherwith thefield to
which the material was exposed.

When comparing the DSM values the problem is that DTad is not taken into
consideration. A better parameter for comparing magnetocaloric materials is the
refrigerant capacity (RC), which is defined as

q ¼
ðT2

T1

DSMðTÞdT ð8:9Þ

where T1 and T2 are the temperatures of the hot and cold sinks, respectively, and
DSM(T) is the refrigerant�s magnetic entropy change as a function of temperature.
The refrigerant capacity, therefore, is ameasure of howmuch heat can be transferred
between the cold and hot sinks in one ideal refrigeration cycle [7]. To get the total
refrigerant capacity we need to take into account the hysteresis losses that occur
during the FOMT. These losses have to be subtracted from the RC to compare the
values with materials that have a SOMT, where those losses do not occur.

8.2
Materials

8.2.1
Theoretical Investigation of the Magnetocaloric Effect

In order to develop a magnetocaloric (MC) material the application of which might
yield the desired performance, it is important to understand the intrinsic properties.
A possible approach is to model the MC behavior of the investigated material
theoretically. Nowadays, the state-of-the-art simulations of real materials are based
on the application of the density-functional theory (DFT) [8], whichmakes it possible
to calculate the electronic ground state in solids without any additional parameters to
the chemical composition and the crystal structure. However, theMC effect is not an
electronic ground-state phenomenon, since it depends on the temperature and it
involves the presence of an external magnetic field. The question is whether the
ground-state properties, for example, the magnetic moments, magnetic-exchange-
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coupling constants, or simply the electronic density of states, calculated ab initio by
using one of themany DFT-basedmethods, can be related to the complexMC effect?

On the other hand, the characteristic isothermal entropy change (DSM) and the
adiabatic temperature change (DT) with magnetic-field variation can be investigated
on a model Hamiltonian in combination with the mean-field approximation or the
Monte-Carlo simulation. Such an approach, of course, requires a set of input
parameters, which are usually determined so that the theoretical results fit to the
experimental data best. Nevertheless, at least some of the required parametersmight
be obtained from a DFT calculation.

8.2.1.1 Gd5Si2Ge2
Themost investigatedMCmaterials, besides elemental gadolinium, are the alloys of
the type Gd5SixGe4�x. Therefore, it is not surprising that there have been also a lot of
activities aimed at a theoretical description of the experimentally observedbehavior. A
standard DFTcalculation with the local-spin-density approximation (LSDA) does not
describe the Gd 4f-states properly [9], therefore the resulting mean-field phase-
transition temperature of 61 K is significantly lower than the experimental value
276K [4]. The theoretical position of the 4f bands and the ferromagnetic ground state
can be corrected by adding the on-site Coulomb repulsion, for example, in terms of
the LSDA þ Umethod, which indeed significantly improves the agreement with the
experiment, yielding a phase-transition temperature between 180 and 230K, de-
pending on the considered crystal phase [10]. It should be pointed out though that the
application of the LSDA þ Umethod requires the two additional parameters, namely
Hubbard�s U and J. In principle, these two parameters could be calculated ab initio
too, whereas a mean-fieldmodel Hamiltonian investigation [11] with the parameters
chosen to reproduce the experimental results as well as possible could include the
influence of magnetic field, pressure and magnetoelastic deformation to interpret
their influence on the MC effect. The mean-field approximation neglects the short-
range interactions; therefore, it does not reproduce the magnetic part of the heat
capacity around the magnetic phase transition correctly. In order to avoid the
limitations of the mean-field approximation, Monte-Carlo simulations on various
first-order Gd5SixGe4�x-type alloys were performed [12], in general, with a tendency
to improve the agreement with experiment. A state-of-the-art, systematic, theoretical
investigation of the magnetocaloric effect in Gd5Si2Ge2 was performed as a com-
bination of an ab initio calculation and the application of a magnetothermodynamic
model. In addition to a good agreement with themeasured data it was shown that the
orthorhombic phase was more stable than the monoclinic one at low temperatures,
due to a lower total energy. The calculated Gd magnetic moments and magnetic-
exchange-coupling constants were found to be higher for the orthorhombic phase
than for the monoclinic phase. Different values of the Gd magnetic moments in
different, or even within the same, phases were ascribed to a variation of the
5d-electrons� contribution at different sites.

8.2.1.2 LaFe13�xSix
Although a first-order-phase-transition material, it exhibits mainly the properties
associated with a second-order-phase-transition material, which makes it unique,
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and hence attractive from the experimental as well as from the theoretical points of
view. However, theoretical investigations have so far been quite rare, in part probably
because the parent compound, LaFe13, is not stable, which requires the presence of
additional elements, for example, silicon, yielding a not-so-well-defined crystal
structure. Nevertheless, based on a standard DFT calculation it was revealed that
the observed first-order magnetic transition was in fact a series of three consecutive
first-order transitions [13]. The reason for that is the shape of the energy–magnetiza-
tion curve, with an extensive flat-bottom part and several shallow minima and
maxima. Furthermore, low energy barriers between the various spin states make
possible a faster magnetization and/or demagnetization with less hysteresis.
Although the presence of silicon is necessary to stabilize the material, it is not
believed that it is essential for the MC effect, due to its influence on the electronic
structure, which is anyhow complex, as demonstrated with the Fermi surface
calculated within the framework of the DFTand LSDA, as shown in Figure 8.2 [14].

8.2.2
Elemental Magnetocalorics

Gadolinium often serves as a standard to compare the magnetocaloric effect in new
materials. With a Curie temperature TC of 294K and a DSM of �39.5mJ cm�3 K�1

andDTad of 5.7 K (both for a 2-kOefield change), Gd is a goodMCmaterial [15]. These

Figure 8.2 Fermi surface calculated within the framework of the DFT and LSDA.
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results, however, are only possible with Gd of high purity. Commercial Gd generally
has about a two times lowerMCE thanhigh-purity samples [7]. Thehigh price ofGd is
its major drawback. For example, the price for 300 g of high-purity Gd lumps with
99.9% purity (approximately the mass needed for a magnetic refrigerator) is around
D1000 [16].

Other rare-earth elements, which have a smaller MCE, also require lower
temperatures and are not usable for room-temperature refrigeration [17]. Studies
on Gd and solid solutions of Gd, have given promising results. Doping Gd with Tb
andNd lowered theTC ofGd [18]. Additions of B toGd expanded the unit-cell volume,
thus increasing the TC as well as the refrigeration capacity [19].

8.2.3
Intermetallic Compounds

8.2.3.1 Laves Phases
Much research has been done on RCo2-based systems (where R¼Dy, Ho or Er)
because these systems exhibit a first-order paramagnetic–ferromagnetic transition.
The highestDTad is found for theDyCo2 compound (4.5 K for afield change from0 to
20 kOe), but this compound has a TC value of only 142K [20]. HoCo2 exhibits a 8.8 K
temperature change for a 50-kOe field change at 83K. ErCo2 has the highest DSM
(�331mJ cm�3 K�1 for 0 to 50 kOe), but a low DTad. Most recent studies involve the
substitution of a rare-earth metal for one of the magnetic lanthanides [21] or the
substitution of a nonrare-earthmetal for Co [22]. Substituting Al for Co in DyCo2, for
example, an increase ofTCup to 206Kwas achieved for the compoundDy(Co1�xAlx)2
where x¼ 0.1 [23].DSM drops off for x> 0.02 because the FOMT is destroyed. It can
be said that themaximummagnetic entropy change,DS(max)M, is the highest in the
compoundwith the lowestTC. Figure 8.3 illustrates this dependence. Studies ofMCE

Figure 8.3 DS(max)M vs. TC of RCo2-based compounds. The circles indicate materials that show a
FOT whereas the circles indicate materials that show a SOT [29].
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under applied pressure always show a drop in the TC and an increase in the DS with
increasing pressure [24]. A good overview of RCo2-based systems is given by Singh
et al. [25].

For RAl2-based systems, only a few papers have been published. In all the available
reports, the RAl2 compounds show a MCE only in the low-temperature region, and
MCE values for heavy lanthanides are higher than for light ones [26, 27]. RNi2
compounds are only suitable for cooling in the 7 K to 22K temperature range [28].

As shown, all these materials are suitable only for low-temperature magnetic
refrigeration.

8.2.3.2 CMAs [Gd5(Si1�xGex)4 Alloys and Related 5:4 Materials]
Gd5(Si1�xGex)4 alloys are among the most extensively researched MC materials.
After the discovery of the useful properties of Gd5Si2Ge2, the whole range of
stoichiometries was investigated. When the temperature or the applied magnetic
field is changed, these alloys undergo a simultaneous change of crystallographic
symmetry and magnetic order. This type of transformation, termed magnetic-
martensitic, is extremely rare. For alloys with 0.24� x� 0.5, a transformation from
a paramagnetic monoclinic Gd5(Si2Ge2)-type structure to a ferromagnetic ortho-
rhombic Gd5Si4-type structure occurs. For alloys with 0� x� 0.2, a transformation
from an antiferromagnetic Sm5Ge4-type structure to a ferromagnetic orthorhombic
Gd5Si4-type structure occurs, but only at low temperatures.

These two groups of alloys exhibit a GMCE. The first group, alloys with 0.24�
x� 0.5, is more interesting due to its higher transition temperatures. The transition
temperature ranges from 140K for x¼ 0.24 to 276K for x¼ 0.5 and DTad up to 19K
(x¼ 0.43) at DH¼ 50 kOe. The alloy Gd5(Si1�xGex)4 with x� 0.5 exhibits a SOMT.
However, these results depend strongly on the properheat treatment andpurity of the
starting elements [30]. The available rare-earth metals have a significant content of
interstitial impurities, primarily H, C, N and O. This content varies between 2 and
5 at.%.H. Fu et al. studied the effect of low-purity Gd. XRD studies showed that alloys
with low-purity Gd consist of multiple phases, including Gd5Si2Ge2-type, Gd5Si3-
type, and GdGe-type, making it difficult to prepare a single-phase material [31]. Wu
et al. studied the influence of oxygen in Gd5(SixGe1�x)4 with x¼ 0.475 and 0.43. This
group found that oxygen favored the decomposition of themonoclinic phase into the
GdSiyGe1�y (1 : 1) and the Gd5SizGe3�z (5 : 3) phases, in the process, destroying the
GMCE by suppressing the structural transition [32].

The adiabatic temperature rise for Gd5Si2Ge2 was measured by Gschneidner
et al. [33] to be 16.5 K when the magnetic field was ramped up to a rate of
20 kOemin�1 up to 50 kOe. The latter value agreed quite well with the DTad value
of 16.8 K calculated from heat-capacity measurements made on the same sample.
The drawbacks of using these alloys are the high prices and the high hysteresis
losses.

Provencano [34] reported a reduction of hysteresis losses (over 90%) in Gd5Ge2Si2
by adding a small amount of iron to the alloy, forming Gd5Ge1.9Si2Fe0.1. Also, the
peak magnetic entropy change shifted from 275 to 305 K, broadening its width but
reducing its value. The TC shift for the iron-added alloy was reported in 1997 by
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Pecharsky et al. [35], but they did not measure the hysteresis losses. Due to the
reduction in hysteresis losses, a greater total net capacity of 355 J kg�1 was obtained
for the iron-containing alloy. The iron suppressed the formation of the ortho-
rhombic phase, making the transition second order, which reduced the hysteresis
losses.

After the 1997 Pecharsky report, many researchers published studies substitut-
ing with different elements. Shull et al. [36], for example, reported similar reduc-
tions in hysteresis losses with other elements (Co, Cu, Ga, Mn and Al), although no
change was observed when substituting Bi or Sn. Zhuang et al. added Pb and found
that the first-order structural/magnetic transition was preserved, which increased
the TC and the DS [37]. Zhang et al. [38] investigated the thermal hysteresis
and phase composition of Gd5Ge2Si2 and Gd5Ge1.9Si2T0.1 (where T stands for
Mn, Fe, Co or Ni) series of alloys. With the addition of Fe and Co, the alloys have a
monoclinic Gd5Ge2Si2-type and an orthorhombic Gd5Si4-type diphase structure.
WithMn andNi addition, only the orthorhombic Gd5Si4-type structure is observed.
In all these cases the thermal hysteresis of Gd5Ge2Si2 was significantly reduced.
Also, Ga was observed to be homogenously distributed throughout the matrix and
suppressed the structural transformation [39]. This was not the case in further
studies with Fe by Podmiljsak et al. [40]. Ironwas observed only in the newly formed
grain-boundary phase. Also, when substituting Si for Fe, no suppression of the
transformation was observed.

Zhang et al. melt spun Gd5Ge1.8Si1.8Sn0.4 and observed a reduction in the
magnetic and thermal hysteresis [41]. The morphology and composition of the
phases in a Gd5Ge2Si2 alloy depend strongly on the solidification rate.

Carvalho et al. [42] measured the magnetic properties and the MCE of Gd5Ge2Si2
under hydrostatic pressures up to 9.2 kbar. Contrary to the observed effect with
MnAs, pressure increased the Curie temperature of Gd5Ge2Si2 up to 305K, did not
affect the saturation magnetization and markedly decreased its magnetocaloric
effect.

Yue et al. [43] studied the MCE in Gdx(Gd5Si2Ge2)1�x (x¼ 0.3, 0.5, and 0.7)
compositematerials producedwith a spark-plasma sintering technique. Increasing x
from 0.3 to 0.7 was accompanied by a shift in theDTad peak temperature from 286 to
293K, and the peak value ofDTad slowly increased from1.6 to 2.0 K at amagneticfield
change of 1.5 T.

Gd was substituted with other rare-earth metals. For Nd5(Si1�xGex)4 alloys Thuy
et al. [44] reported a TC¼ 110K and DS(max)M¼� 39mJ cm�3 K�1, which is sub-
stantially lower than for Gd-based alloys. Tb5(Si1�xGex)4 alloys have been the second
most widely studied R5T4 system. Here, the structure exhibits a SMOTand the MCE
values are comparable with othermaterials that have SMOT (Gd5(Si1�xGex)4x� 0.5).
A range of DS(max)M values have been reported for Tb5Si2Ge2 (for example, �97
mJ cm�3 K�1 [45], and�171mJ cm�3 K�1 [46], forDH¼ 50 kOe). Tb5Si4 showed the
highest TC among the studied alloys of 225K and a DTad of 6.8 K [47], while Tb5Ge4
was ordered in an antiferromagnetic fashion with a Ne�el temperature of 91K. Dy
substitution reported by Ivtchenko [48] greatly lowered the TC and only Dy5(Si3Ge)
was found to undergo a FOMT with a DS(max)M close to RCo2. All the values are
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for a field change of 50 kOe. Other rare-earth substitutions have not yet been
reported. Deng et al. [49] substituted Gd with Tb, and the first-order transition was
retained. Although the values of the transition temperature decreased, the as-cast
(Gd0.74Tb0.26)5(Si0.43Ge0.57)4 still displayed a large magnetic entropy change up to
18.89 J kg�1 K�1.

Morellon et al. [50] studied the effects of pressure on Tb5Ge2Si2.With a pressure of
8.6 kbar, the high-temperature second-order ferromagnetic transition was found to
be coupled with the low-temperature first-order structural phase change into a single
first-order magnetic-crystallographic transformation, transforming the material
from an ordinary material into a GMCE material.

Ryan et al. [51] reported that Gd5Sn4, which has the Sm5Ge4 orthorhombic-type
structure, exhibits a GMCE (DS(max)M¼�336mJ cm�3 K�1 at DH¼ 5 kOe) at
TC¼ 82K, which is still significantly smaller than the Gd5(Si1�xGex)4 values at the
same temperature.

8.2.4
Mn-Based Compounds

A number of different metallic manganese compounds exhibit interesting MCE
behavior. Several of these compounds have quite large MCE values; others exhibit
fairly strong negative MCEs.

8.2.4.1 Mn(As1�xSbx) Alloys
The base material MnAs undergoes a coupled structural/magnetic FOMT at 318K.
The ferromagnetic hexagonal NiAs-type structure transforms to the paramagnetic
orthorhombic MnP-type structure upon heating or demagnetizing. The MCE values
are large enough to consider these compounds in the GMCE class of magnetic
refrigerants: DS(max)M¼� 218mJ cm�3 K�1 and DTad¼ 13K for a 0 to 50 kOe field
change at TC [52].

Wada et al. [53, 54] have studied the effect of substituting Sb for As in MnAs. They
note that Sb stabilizes the NiAs-type structure when x� 0.1, and the FOMTchanges
to a SOMT, resulting in a reduction of DSM and DTad. Adding Sb also lowers the TC.
The MnAs1�xSbx system behaves differently from most families of magnetic
refrigerant materials in that the DSM decreases with decreasing TC.

TheMCE properties of MnAs1�xSbx for 0.1� x� 0.2 are outstanding; these alloys
are among the leading candidates for near-room-temperature magnetic refrigerant
materials. However, the high vapor pressure of As, whose boiling point is 876K,
makes it difficult to economically prepare large quantities (tons) of MnAs. A second
problem is the fact that As is a governmentally regulated poison,whichmeans special
handling facilities would be required for preparing MnAs1�xSbx materials, and
special environmental regulations would have to bemet to place such cooling devices
into commercial use.

Under hydrostatic pressure, up to 2.23 kbar, Gama et al. [55] enhanced the
isothermal entropy changes in MnAs, reaching values up to 267 J kg�1 K�1. These
values are far greater than predicted by the magnetic limit, which is calculated by
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assuming magnetic-field independence of the lattice and electronic entropy
contributions. The origin of this so-called colossal magnetocaloric effect (CMCE)
is the contribution to the entropy variation coming from the lattice through the
magnetoelastic coupling. De Campos et al. reported even higher values for
Mn1�xFexAs compounds, which exhibited the colossal effect at ambient pres-
sure [56]. The MCE peak varied from 285 to 310 K, depending on the Fe
concentration. De Campos et al. also observed a large thermal hysteresis. They
also discovered a colossal effect in Mn1�xCuxAs compounds, revealing a peak of
�175 J kg�1 K�1 or a 5-T field variation at 318 K and ambient pressure. The Cu
atoms act as a small hydrostatic pressure, inducing the colossal magnetocaloric
effect at ambient pressure [57].

Sun et al. [58] substitutedMnwith Cr.Mn1�xCrxAs compoundswith x¼ 0.006 and
0.01 exhibited a giant room-temperature MCE with reduced (or even without)
hysteretic behavior. A maximum DS(max)M value of 20.2 J kg�1 K�1 is observed at
267K for a 5-T field change for Mn0.99Cr0.01As. However, a study from Liu et al. [59]
regarding the reliability of the Maxwell equation near the TC has called into question
the correctness of this result.

8.2.4.2 MnFe(P1�xAsx) Alloys
MnFeP0.45As0.55 showed interesting MCE properties, namely DS(max)M¼� 132
mJ cm�3 K�1 for a 0 to 50 kOe field change, and an ordering temperature of 307 K.
The DSM and TC values indicate that MnFeP0.45As0.55 is a competitive magnetic
refrigerant for near-room-temperature applications. As the As content (x)
decreases, TC decreases and DS(max)M generally increases and seems to peak at
x¼ 0.35, but it is still smaller than that of Gd5(SixGe1�x)4 alloys (�230 versus
�310mJ cm�3 K�1). Substituting 10 at.% of Fe for Mn does not change the TC, but
increases DS(max)M by �40% for a field change of 0 to 50 kOe [60]. On the other
hand, the substitution of Ge for As, that is, MnFe(P0.5As0.5�xGex), has just the
opposite effects – a large increase of TC from 282 K for x¼ 0 to 570 K for x¼ 0.5,
and a reduction of the MCE [61]. But further studies of the MnFe(P1�xGex)
(0.1� x� 0.5) showed comparable results with the As system. This has eliminated
the problem of As toxicity [62]. The same group continued to research with the
addition of Si [MnFe(P,Si,Ge) compounds]. They found a nonlinear dependence of
the Curie temperature on the Si concentration. This dependence is associated with
the change in the lattice parameters a and c, and their ratio c/a. Compounds with
larger a parameter and smaller c/a ratio have a higher TC [63, 64]. Tegus et al. [65]
studied the effect of Cr and Co substitutions for Fe in MnFe(P1�xAsx) and found
that both Cr and Co lowered the TC and DSM. Cr even changed the FOMT to a
SOMT. Melt-spun Mn1.1Fe0.9P1�xGex (x¼ 0.2, 0.24) ribbons were studied by Yan
et al. [66]. The maximum magnetic entropy change �DSM was found for
Mn1.1Fe0.9P0.76Ge0.24 synthesized by mechanical alloying (30 J kg�1 K�1 at
306 K) with a value of 35.4 J kg�1 K�1 in a field change from 0 to 5 T at around
317 K.

Pressure experiments were made by Yabuta et al. [67] and Brueck et al. [68].
Applying pressure slightly increased the TC for MnFe(P,As), but reduced it for the
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MnFe(P,Ge) system. Pressure also increased themagnetic hysteresis. The amount of
As played an important role in the pressure dependence. Small amounts of As with
increasing pressure reduced the DS and broadened the curve, while higher con-
centrations did not effect the DS when pressure was applied.

The preparation of the P-containing alloys is similar to that for the MnAs1�xSbx
alloys and the problems are the same. Phosphorus presents some special handling
problems.

8.2.4.3 Ni2MnX (X¼Ga, In, Sn, Sb) Heusler Alloys
These compounds are first-order ferromagnetically at a rather high Curie temper-
ature, with a usually negative DSM (SOMT). At lower temperatures they undergo a
first-order magnetic phase transition corresponding to a reversible structural tran-
sition from the high-temperature cubic austenite phase to the low-temperature
tetragonal martensite phase. The transition causes a distortion of the crystal lattice
structure, leading to hardening of themagnetic saturation process. Consequently, the
magnetization of themartensitic phase is essentially lower than that of the austenitic
one,which leads to an inverseMCE and a positiveDSM. Such amagnetization change
is very sharp, which provides high DSM values.

In 2001 Hu et al. [69] reported a MCE in Ni-Mn-Ga Heusler alloys (ratio 2 : 1 : 1).
Their results suggested that a negative MCE is associated with a first-order mar-
tensitic transition, which is quite large at low magnetic fields and decreases as the
magnetic change becomes larger. Zhou et al. [70] reported a largeDSM for an alloy of
the composition Ni55.2Mn18.6Ga26.2. They obtained a value of�168mJ cm�3 K�1 for
DH¼ 50 kOe at TC¼ 317K. These data suggest that Ni-Mn-Ga Heusler alloys might
be good magnetic regenerator alloys operating between �300 and �350K. A
magnetic regenerator serves to expand a conventional refrigerator temperature span
by transferring the heat between the parts of the refrigeration cycle in opposite
directions [71]. These alloys are also very easy to prepare. The drawback is their
narrow DSM maximum peak (three times narrower than Gd5Si2Ge2). Yu et al.
substituted Ni with Co in this type of alloy, resulting in a higher TC and a lower
DS [72]. Stadler et al. researched the substituted Heusler alloy Ni2Mn1�xCuxGa,
which shows a very high maximum magnetic entropy change of DSM¼� 64 J kg�1

K�1 (per unit volumeDSM¼� 532mJ cm�3 K�1) at 308K for amagnetic field change
DH¼ 50 kOe [73].

A large inverseMCEwas found in theNi0.50Mn0.50�xSnx (0.13� x� 0.15) alloys in
2005,whenKrenke et al. [74] reported a large positiveDSMof 19 J kg�1 K�1 near 300K
for a magnetic field change of 5 T in Ni50Mn37Sn13. Han et al. investigated magnetic
entropy changes in Ni50�xMn39þ xSn11 alloys (x¼ 5, 6, and 7). Under an applied
magnetic field of 10 kOe they found highmagnetic entropy changes of 6.8, 10.1, and
10.4 J kg�1 K�1 for x¼ 5, 6, and 7, respectively [75].

Oikawa et al. were the first to report on the magnetic and martensitic transition
behaviors of Ni2Mn1þ xIn1�x Heusler alloys. This group detected a martensitic
transition from the ferromagnetic austenite phase to the antiferromagnetic-like
martensite phase, and a large positive magnetic entropy change, which reached
13 J kg�1 K�1at 9 T [76]. Sharma et al. found in Ni50Mn34In16 a DSM value of
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19 J kg�1 K�1 around 240 K for the martensitic transition, while near room tem-
perature this alloy showed a conventional MCE. The DSM at 300 K was �7.5 J kg�1

K�1. Sharma et al. also noted that the Curie temperature of the ferromagnetic
martensite phase of NiMnIn lies in the same temperature region as themartensitic
transition, thus increasing the overall MCE and explaining the high DSM [77]. The
transition temperature can be easily tuned by changing the composition [78] or
substituting Co for Ni [79]. Moya et al. directly measured the adiabatic temperature
change in the Ni50Mn34In16 alloy and showed the possibility of both cooling and
heating in a giant inverse magnetocaloric compound. It has been shown that
the irreversibility of the first-order structural transition gives rise to measured
temperature changes that are lower than those calculated using equilibrium
thermodynamics [80].

A value ofDSM¼ 8 J kg�1 K�1was found for Ni45.4Mn41.5In13.1 for a field change of
10 kOe [81]. Pathak et al. reported highDSMvalues for the FOMTof this alloy, butwith
high hysteresis losses in Ni50Mn50�xInx. At the SOMT temperature, they found a
decrease of the �DSM, but with a higher net-refrigeration-capacity value of 280 J
kg�1 K�1 for samples with x¼ 16 around room temperature for a magnetic field
change of 0–5 T [82].

Du et al. investigated the magnetocaloric effect of ferromagnetic Heusler alloys
Ni50Mn50�xSbx (x¼ 12, 13 and 14). A large positiveDSMwas observed in the vicinity
of the martensitic transition. The maximum value of DSM was 9.1 J kg�1 K�1 in
Ni50Mn37Sb13 at 287K for a magnetic field change of 5 T [83]. After doping with Co
(Ni50�xCoxMn39Sb11), the martensitic transition temperature decreased rapidly,
while the TC of the austenitic phase increased linearly [84]. Krenke et al. introduced
small amounts of Fe and Co in place of Ni. Adding 3 at.% of Fe increased the DSM,
while increasing the thermal hysteresis. Co had the opposite effect [85]. Xuan et al.
studied the effect of annealing Ni44.1Mn44.2Sn11.7 ribbons. By changing the
annealing temperature of the ribbons, they could control the transition temperature
and the DSM [86]. Yasuda et al. showed that applying pressure increased the
martensitic transition temperature linearly, while the TC did not change with
increasing pressure [87].

Among the ferromagnetic Heusler alloys showing a martensitic transition, those
systems in which the TC of themartensite phase lies in the same temperature region
or below that of the martensitic transition temperature are likely to show a large
inverse magnetocaloric effect.

8.2.4.4 Miscellaneous Compounds
Songlin et al. [88] measured the MCE in Mn5Ge3, which ferromagnetically orders at
298K. TheDSM for a 0 to 50 kOe field change was�67mJ cm�3 K�1. They also found
that when substituting Sb for Ge, the TC increased to 312K and theDSMdecreased to
�40mJ cm�3 K�1 for x¼ 0.1.

Tohei et al. [89] studied theMCEofMn3GaC. Thismaterial exhibits a FOMT from
an antiferromagnetic (AF) to a ferromagnetic (FM) state with increasing temper-
ature, which is the opposite of what occurs in most magnetic materials. As a result,
Mn3GaC exhibits a fairly large negative MCE (DSM¼ 103mJ cm�3 K�1 for a
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0 to 20 kOe field change at 160 K). Substituting Co for Mn lowers the TC and
the DSM.

Zhao et al. studied the magnetic properties and magnetocaloric effects of
Mn5Ge3�xSix alloys with x¼ 0.1, 0.3, 0.5, 1.0, 1.5 and 2.0. TC decreased with
increasing x. The highest DSM was found for x¼ 0.5 (7.8 J kg�1 K�1 at TC¼ 299K
for magnetic field changes from 0 to 1 T and from 0 to 5 T) [90].

8.2.5
La(Fe13�xMx)-Based Compounds

The LaFe13 phase does not exist; in fact, no intermetallic compounds form in the
La-Fe binary system, and La and Fe form immiscible liquids at the Fe-rich side
between 8 and 20 at% La above 1460 �C [91]. Consequently, other elements must be
added to La–Fe alloys in order to form the intermetallic La(Fe13�xMx) phases.

Palstra et al. reported some unusualmagnetic properties for the La(Fe13�xSix) [92].
The TC increased from 198K at x¼ 1.5 to 262K at x¼ 2.5, while the saturation
magnetic moment decreased from 2.08 to 1.85 mB/Fe as x increased from 1.5 to 2.5.
In 1999, Fujita et al. [93] observed a large volume change of�1.5% in La(Fe11.44Si1.56),
just above the Curie temperature (195K). They claimed this behavior was due to an
itinerant-electron metamagnetic (IEM) transition. This result suggested that this
alloy might have interesting magnetocaloric properties.

In 2001, Hu et al. [94] were the first to find the GMCE in La(Fe13�xSix) alloys. They
reported that La(Fe11.4Si1.6), which orders at 208K, had a DSM value of �140mJ
cm�3 K�1 for amagnetic field change of 0 to 50 kOe. They also found that when xwas
increased (i.e. more of the Fe was replaced by Si), themagnetic ordering temperature
increased and the MCEwas substantially reduced. The Curie temperature increased
monotonically from 180K at x¼ 1.3 to 250K at x¼ 2.6. For La(Fe10.2Si2.8) [95] the TC

fell abruptly to 195K. This may be due to a change in the magnetic properties of the
material. DSM dropped rather rapidly on increasing x, from �215mJ cm�3 K�1 at
x¼ 1.3 to�100mJ cm�3 K�1 at x¼ 1.8. For x> 1.8, DSM was small and appeared to
level off at �40mJ cm�3 K�1 (all at DH¼ 50 kOe).

Although the low x value La(Fe13�xSix) compounds exhibit large DSM values, it
does not follow that these materials will necessarily have large values of DTad. DTad
varies from 8.6 to 12.1 K for a magnetic field change of 0 to 50 kOe [96] which is
20–30% smaller than for the Gd5(SixGe4�x) alloys.

It should be pointed out that all the La(Fe13�xSix) samples prepared to date are two-
phase alloys containing up to 5%a-Fe. This is not surprising, considering that La and
Fe form immiscible liquids. Even long-term anneals, up to 30 days, do not eliminate
the second phase a-Fe.

This can, however, be overcome to some extent by melt spinning the alloy.
Gutfleisch et al. reduced the annealing time to 2 h by melt spinning the material,
presumably because the elements could be more homogeneously distributed in this
way. Avery largemagnetic entropy change ofDSM¼� 31 J/kg Kwas obtained at 201K
under 5 T in LaFe11.8Si1.2 melt-spun ribbons, which is much higher than for the bulk
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sample [97]. Also, thermal- and/or field-hysteresis can be practically overcome by
melt spinning [98].

Sun et al. studied the effects of pressure on the MCE in a polycrystalline
LaFe11.6Si1.4 sample [99]. The Curie temperature of the sample rapidly decreased
from 191K at ambient pressure to 80K under 8.3 kbar. The giant magnetocaloric
effect in LaFe11.6Si1.4 was greatly enhanced by pressure, especially at low magnetic
fields. For a field variation of just 1 T, the maximum value of the entropy change was
as high as 34 J kg�1 K�1.

Substituting Fewith Co led to an increase in theTC up to 274K for the composition
LaFe11.2Co0.7Si1.1, which still showed a largeDSM [100]. Bymelt spinning the slightly
different composition LaFe11Co0.8Si1.2, an even higher TC value of 290K was found;
the DSM was also higher than in the bulk sample [101]. Substituting Si with Ga in
LaFe11.2Co0.7Si1.1�xGax reduced the DSM (�11.9 J kg�1 K�1), but increased the
refrigerant capacity significantly (254.8 J kg�1) [102].

Many researchers have investigated substituting La with other elements. Fujieda
et al. showed that partially substituting La for Pr in La(Fe0.88Si0.12)13 enhances the
MCE. The large MCE was attributed to the ferromagnetic coupling between the
magnetic moments of Pr and Fe and the increase of magnetization change at
the Curie temperature TC due to a volume contraction [103]. Pr also reduced the
hysteresis losses [104]. Liu et al. experimentally studied the entropy changes in the
compounds La1�xPrxFe11.5Si1.5 (x¼ 0.3 and 0.4) [105]. They reported different
values for DSM with different measurement or computation techniques. A tower-
shaped entropy change with a height of �27 J kg�1 K�1 was obtained by analyzing
the heat capacity, while the Maxwell relation predicted an extra entropy peak with a
height of�99 J kg�1 K�1, slightly varying with Pr content. They concluded that the
Maxwell relation cannot be used in the vicinity of the Curie temperature due to the
coexistence of paramagnetic and ferromagnetic phases, and the huge entropy peak
is a spurious result. Similar conclusions are applicable to the experimental results
of MnAs and Mn1�xFexAs calculated with the Maxwell equation, which were
reported before.

Anh et al. substituted Nd for La and reported a gradual increase in TC and a lower
MCE [106]. Fujieda et al. investigated a single-phase cubic NaZn13-type La1�zNd

z(Fe0.88Si0.12)13 with z¼ 0.2. With a magnetic field change from 0 to 5 T, the
isothermal magnetic entropy change and the refrigerant capacity increased to �27
J kg�1 K�1 and 518 J kg�1, respectively [107].

Passamani et al. substituted 5 at.% of La with Y. TheDS(max)M of the Ycompound
was found to be roughly the same as the La compound (�18 J kg�1 K�1), but with a
significantly broader magnetic entropy-change peak [108].

By partially substituting Ce for La, the lattice constant was reduced and the
Curie temperature TC decreased. In addition, the isothermal DSM and the DTad
due to the IEM transition were enhanced because of the increase in the entropy
change caused by the latent heat. Values of �28 J/kg K could be achieved using
La0.7Ce0.3(Fe0.88Si0.12)13, which is 50% higher than for the compound without
Ce [109].
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Balli et al. substituted Er for La. They observed that the Curie temperature
increased slightly with increasing Er content up to x¼ 0.3. For low Er contents, a
large DSM was observed. However, a decrease of DSM with increasing Er concen-
tration was observed because the metamagnetic transition was eliminated [110].

The addition of interstitial hydrogen or carbon has a large effect on the magnetic
properties of these alloys. Hydrogen-addition studies were carried out on various La
(Fe13�xSix)Hy samples, which are represented below [111, 112].

Figure 8.4 illustrates the dependence of the La(Fe13�xSix)Hy properties on H
content. An excellent correlation can be seen betweenTCand the hydrogen content, y,
regardless of the Fe : Si ratio (a). For a fixed Fe : Si ratio, DTad and DSM show a
dependence on y (b,c). DSM slightly decreases with increasing y, but DTad increases
by about 50% when y¼ 1.5 compared with y¼ 0. The Fe : Si ratio at a fixed y also has
a strong effect on the magnetocaloric properties: the higher is the Fe content, the
larger are DSM and DTad.

Fukamichi et al. reported that theTC of La(FexSi1�x)13Hywas scarcely influencedby
thermal cycles. They also found that this alloy�s thermal conductivity, which is
important for the heat flow in the refrigerating cycle, was much higher than the
conductivity of other candidate materials, but was still lower than Gd [113]. Mandal
et al.were able to prepare hydrides of a LaFe11.57Si1.43 intermetallic compound using
reactive milling and could tune the Curie temperature from 199 to 346K [114].

Fujita et al. tested hydrogen-absorbed spherical particles of La(Fe0.86Si0.14)13 in an
active magnetic regenerator (AMR) and achieved a relatively wide temperature span
of 16 K [115].

Saito et al. prepared spherical particles of La(Fe,Co,Si)13 with diameters ranging
widely from0.1 to 1.2mmbyusing the rotating-electrode process. The highMCEwas
still preserved. This shape of particles is particularly useful for the AMR cycle
refrigeration [116].

Balli et al. combined the LaFe11.3Co0.4Si1.3, LaFe11.2Co0.5Si1.3, LaFe11.1Co0.6Si1.3,
LaFe11.1Co0.8Si1.1 and LaFe11Co0.9Si1.1 compounds in order to form a composite
refrigerant working in the 240–300K temperature range. The calculated optimal
mass ratios depended on the external magnetic field, and the isothermal entropy
change of the composite material remained approximately constant within the
temperature range 240–300K [117].

The addition of carbon was studied in La(Fe11.6Si1.4)Cy [118]. Adding Cwas found
to increase TC from 195K for y¼ 0 to 250K for y¼ 0.6, but loweredDSMwith a rapid
drop for y� 0.4 because the first-order IEM transition changed to a second-order
transition.

8.2.6
Manganites

The rare-earth manganites (R1�xMxMnO3, where R¼ La, Nd, or Pr and M¼Ca, Sr,
Ba, etc.) have been extensively studiedwith a variety of different elements. To date, the
highest reported DSM values are reasonable, but not outstanding. Several of the
manganites have DSM values comparable to Gd, but most are smaller.
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Figure 8.4 Curie temperature versus hydrogen concentration, y (a) and the adiabatic temperature
rise (b) and the magnetic entropy change (c) versus the hydrogen concentration, y for the
La(Fe13�x Six)Hy alloy system.



Among the existing rare-earth manganites, the La1�xCaxMnO3 phases exhibited
the largest MCEs, but their Curie temperatures were below room temperature. For
example, themaximum TC¼ 267K for La0.67Ca0.33MnO3 [119]. It was shown that, by
substituting Cawith a small amount of Sr, theMCE peak temperature could be tuned
in the temperature range150–300K,while retaining relatively largeMCEvalues [120].
A large DSM of �2.26 J kg�1 K�1 at 354K for DH¼ 1 T was also observed for
La0.6Sr0.2Ba0.2MnO3 [121]. In general, any substitution of M (M¼ Sr, Ba and Pb)
for Ca in (La–Ca–M)MnO3 manganites usually leads to an increase in TC but to a
reduction in the MCE. Certain combinations can result in useful magnetocalorics.
The substitution of Bi (5 at%) for La in La0.67Ca0.33MnO3 was found to significantly
improve the MCE. For DH¼ 1 T, the sample exhibited a large DSM of �3.5 J kg�1

K�1, but the TC was reduced to 248K [122].
WhenMn was substituted with Si [La2/3Ca1/3Mn1�xSixO3 (x¼ 0.05–0.20)], the TC

was lowered without significantly changing the DSM [123]. Substitution of Al and Ti
for Mn in La0.7Sr0.3MnO3 effectively lowered the ferromagnetic ordering tempera-
ture TC from 364.5 K to well below 300K, making this compound appropriate for
RT applications. In this case, the DSM remained unchanged only when Ti was
used [124, 125].

Potassium-doped manganese perovskites of the type La1�xKxMnO3 (x¼ 0.05,
0.10, 0.15) with a nanometer crystallite size have also been investigated [126]. These
alloys showed TC tunability from 260.4 K (for x¼ 0.05) to 309.7 K (for x¼ 0.15), but
with DSM lower than pure Gd.

Chen et al. [127] measured the change in the MCE of rhombohedral (La0.8Na0.2)
MnO3�d as a function of the oxygen deficiency, d. They found that DSM increased
from �22.8mJ cm�3 K�1 for d¼ 0 to �23.2mJ cm�3 K�1 for d¼ 0.06 and TC

increased from 278K (d¼ 0) to 364K (d¼ 0.06). Both values are for DH¼ 10 kOe.
Chen et al. [128] also studied the effect of La deficiencies on TC and the MCE of

(La0.8�yCa0.2)MnO3. The Curie temperature increased from 182K for no La
deficiency to 260K for y¼ 0.05. As y increased, the nature of the magnetic trans-
formation changed fromaSOMT (for y¼ 0 and 0.01) to a FOMT (for y¼ 0.03 to 0.10),
and the maximum value of the MCE increased from DSM¼� 7.7 at y¼ 0 to DSM
¼� 22.3mJ cm�3 K�1 at y¼ 0.03 for DH¼ 10 kOe.

The MCE properties of (La0.67Ba0.33)MnO3 were studied by Zhong et al. They
reported that at TC¼ 337K, DSM¼� 18.8mJ cm�3 K�1 for DH¼ 10 kOe.

8.2.7
Miscellaneous Intermetallic Compounds

The highest MCE value to date was observed in a quenched Fe0.49Rh0.51 alloy at the
AF-to-FM first-order phase transition at 313K [129, 130]. Its maximum DT/DH
reached 7.08K/Tand maximumDSM/DH¼�24.62 J kg�1 K�1 T�1 forDH¼ 0.65 T.
The problem with these alloys is that their MCE is irreversible.

Another candidate forMR is the alloy Nd2Fe17.With a TC of 325K andDSM slightly
lower than those of the Si-richGd5(Si1�xGex)4 alloys, it has potential. The drawback of
this material is its low DTad [131].

334j 8 CMA�s as Magnetocaloric Materials



Gd7Pd3, which orders at 318K, has MCE values of DSM¼ 2.5 and 6.5 J/K kg and
DTad¼ 3.0 and 8.5 K at 320K, respectively, at 2 and 5T. These are comparable with
those of Gd5Si3Ge (Figure 8.5), which has a similar Curie temperature [132].

Niu et al. [133] and Niu [134] examined a series of alloys of the Gd4(BixSb1�x)3
system, which have a cubic anti-Th3P4 type structure. All of the alloys are ferromag-
netic below their respective Curie temperatures, which vary from 266K for x¼ 0 to
332K for x¼ 1.0. The MCE values for Gd4Bi3 are significantly smaller than those of
the Gd5(Si3Ge) phase, which orders at about the same temperature. TheMCE values
forGd4(BixSb1�x)3 for 0� x� 0.75, however, are significantly larger than for the pure
Gd4Bi3 phase.

Chau et al. [135] reported a GMCE in amorphous soft magnetic ribbons of
Fe73.5�xCrxSi13.5B9Nb3Cu1 (x¼ 1–5), which were fabricated by rapid quenching on
a single copper wheel. For x¼ 1, theDSMwas 9.8 J kg�1 K�1, which is comparable to
that of pure Gd (TC¼ 327K).

Many other intermetallic compounds have been studied and found to have poor
MCEswith aTC orTNwell below200K. These compoundsmaybe interesting for low-
temperature cooling, but not for room-temperature use. A good overview of these
binary, ternary and quaternary intermetallic compounds can be found in the review
paper by Gschneidner [136].

In the last two years, Gd bulk metallic glasses have been extensively studied
[137–140].Most of thesematerials showproperDSMandhighRCbut in a temperature
range below 200K. Certain reports have claimed that these materials may be usable

Figure 8.5 The magnetic entropy change for DH¼ 50 kOe for most known MC materials.
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up to 300K [141], but further research is needed to see if they have the potential for RT
magnetocaloric materials.

8.2.8
Nanocomposites

Nanocomposites must be dispersed in a matrix in order to prevent agglomeration
associated with theminimization of surface energy. Thematrix usually shows little,
if any, magnetocaloric activity. In a typical nanocomposite material, the concentra-
tion of nanoparticles is usually less than 50% by volume. Thus, the measuredMCE
will be reduced by a factor proportional to the ratio of the volumes (or themasses) of
the inactive matrix and the active particulate. Matrix effects aside, nanoparticles,
which usually show superparamagnetic behavior, have been known to exhibit
enhancement of the MCE when compared with conventional paramagnets. It is,
therefore, feasible that basic research on the MCE of nanocomposites will lead to a
better understanding of the relationships among the structure, magnetism and
thermodynamics of solids. Poddar et al. [142], for example, reported on the MCE of
two magnetic nanoparticles systems – cobalt ferrite and manganese zinc ferrite –
withmean sizes of around 5 and 15 nm, respectively. TheMCE values are still lower
than conventional MC materials, but quite a bit higher than previously reported
values for nanomaterials.

8.2.9
Comparison of MCE Materials

Gschneidner et al. compared theDSM,DTad and the cooling capacity ofMCmaterials
studied up to 2005 [143].

As noted earlier, a better parameter for comparing magnetic materials is the
refrigerant capacity q. Figure 8.7 plots q versus TC for many different materials. As
might be expected, q generally increases with decreasing temperature.

A common mistake in comparing MC materials is to contrast two materials with
TCvalues that aremore than 25K apart. Such a comparison is not valid sinceDSMhas
strong temperature dependence. The same is true for q.

In GMCEmaterials, the first-ordermagnetostructural transition is responsible for
the GMCE. But this transition also results inmajor problems. First, there is the large
volume change [144]. Because intermetallic compounds are very brittle, the large
volume change could destroy the formof theMC. Secondly, there is the problemwith
the large hysteresis losses that occur in materials with a FOMT. These losses can be
reduced by substitutions in the alloy, but at the expense ofDSM [145]. Of even greater
concern is the time dependence of DTad. In the cases of Gd5(Si2Ge2) and La
(Fe11.44Si1.56), the directly measured DTad values are significantly smaller than those
obtained indirectly from heat-capacity measurements because of the kinetics of
the transformation – the more rapidly DTad is measured, the smaller the apparent
value ofDTad, by 30–50%. This could be a serious problem because MRs will operate
between 1 and 10Hz and much of the MCE will be lost (i.e. not utilized) during the
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magnetic field increase and the field decrease [146]. Gd metal, on the other hand,
shows no time dependence of DTad.

Another problemwith the intermetallic Mn refrigerants containing As and/or P is
the fact that both have high vapor pressures (the boiling point of As is 876K and that
of P is 550K). This presents an additional challenge in the handling of these elements
in the production of the appropriate compound; As, P and Sb are also toxic.

The advantages and disadvantages of a number of known candidate magnetic
regenerator materials are summarized in Table 8.2. The comparison is made with
Gd metal, the prototype magnetic refrigerant. A tick (�) indicates that the factor is
essentially the same as for Gd; a cross (�) means worse behavior than Gd. The table
reveals that there is no clear favorite GMCE material as a replacement for Gd and
Gd-based solid solution alloys, Gd–R. As a matter of fact, Gd and its solid-solution
alloys continue to hold their own as the near-room-temperaturemagnetic refrigerants
of choice.

8.2.10
Conclusions

A number of new materials with GMCE properties have been developed. Among
these candidatematerials, there is no clear winner as a replacement for Gdmetal, the
prototype 298Kmagnetic refrigerant material. Nevertheless, the current research on
MR compounds leaves much to be explored and improved. Two critical areas that
need to be addressed are (1) engineeringmaterials to overcome the limitations of the
currently available magnetic refrigerant regenerator materials and (2) increasing the
magnetic field strength of permanent magnets while reducing the size, mass and
cost.

8.3
Magnetocaloric Effect and Hysteresis Losses of CMAs

The size of the field-induced entropy change, DSm, is not the only important
parameter when it comes to the application of a magnetocaloric material. Although

Table 8.2 Advantages and disadvantages of various magnetic refrigerants [147]. Relative merits of
various near-room-temperature magnetocaloric materials.

Property Gd Gd5(Ge, Si)4 LaFeSi MnAs

Materials costs � x �� ��
Production costs � x x x x
Large-scale production � � � ?
MCE, DS � �� � �
Hysteresis � x x x x
Environment � � � x x
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it is true that a largerDSmmaterial will offermore cooling power than amaterial with
a lower value of DSm, it is a mistake to overlook the question of the losses associated
with the magnetic hysteresis. Perhaps a more useful measure of a magnetocaloric
material is the refrigerant capacity (RC) value. There is no single accepted way to
determine this RC value for a particular material; however, the basic idea is to
numerically integrate the area under the DSmversus T curves, obtained from
hysteresis-loopmeasurementson thematerial. In themethoddescribedbyKittel [148],
the limits of the temperature integration are set by thehalf-maximumof theDSmpeak.
Figure 8.6 illustrates an example of such an area integration.

In another method, Wood and Potter [149] defined the RC for a reversible system
between Th, the upper temperature, and Tc, the lower temperature, as: RC¼DSmDT,
whereDSm is the magnetic entropy change at the hot and cold ends of the cycle, and
DT¼ Th�Tc. For most DSmversus T curves these two methods give similar results.

In Section 8.2.3.2 a detailed literature survey is presented. Provenzano et al. [34]
reported on a very dramatic reduction in the losses associated with Gd5Ge2Si2 by
substituting very small amounts of Fe for theGe.Using themethods described above,
they found that the losses associated with the ternary Gd5Ge2Si2 material were about
65 J kg�1, but for the Gd5Ge1.9Si2Fe0.1 they were less than 4 J kg�1. As these are the
energy costs to make one cycle of the hysteresis loop, they must be carefully
considered when looking at the effectiveness of a magnetocaloric material under
real operating conditions. In order to determine the usefulness of their Gd5Ge2Si2
and Gd5Ge1.9Si2Fe0.1 materials, the authors simply subtracted the losses from
the corresponding RC values. The results were 355 J kg�1 and 235 J kg�1 for the
Fe-containing alloy, and 240 J kg�1 and 200 J kg�1 for the alloy without any Fe [36].
Therefore, on this basis the Gd5Ge1.9Si2Fe0.1 material is a much more effective
magnetocaloric material than the Gd5Ge2Si2 material, even though it has a signif-
icantly lower DSm peak. In their microstructural studies they found the Gd5Ge2Si2
material to be single phase, while the Gd5Ge1.9Si2Fe0.1 material was composed of

Figure 8.6 Computed refrigerant capacity (RC) value for a magnetocaloric material.
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three phases: the matrix phase (with no Fe), a light grain-boundary phase and a dark
grain-boundary phase (both rich in Fe). These observations were supported by X-ray
diffraction experiments. The authors of the paper concluded that the iron suppresses
the formation of the orthorhombic phase, making it a second-order phase transition,
which as a result, reduced the hysteresis losses.

8.3.1
Substituting Ge and Si with Various Elements to Reduce the Hysteresis Losses

After the report of Provenzano et al., many papers were published, reporting
substitutions with different elements. Shull et al. [36] reported similar findings with
other elements, that is, Co, Cu, Ga, Mn and Al; only when substituting with Bi or Sn
were no changes observed. Zhuang et al. [37] added Pb, and they managed to retain
the first-order structural/magnetic transition, which increased the TC and the DSm.
Zhang et al. [38] investigated the thermal hysteresis and phase composition of the
Gd5Ge2Si2 and Gd5Ge1.9Si2T0.1 (T: Mn, Fe, Co, Ni) series of alloys. With the addition
of Fe and Co the alloys had monoclinic Gd5Ge2Si2-type and orthorhombic Gd5Si4-
type diphase structures, whereas withMn and Ni only the orthorhombic Gd5Si4-type
structure was observed. Also, the thermal hysteresis of Gd5Ge2Si2 was significantly
reduced. Ga was also found to suppress the structural transformation, and it was
observed that it homogenously distributes throughout the matrix [39].

8.3.2
Phase Formation and Magnetic Properties of Gd5Si2Ge2 with Fe Substitutions

In response to the work described above, our own investigations have focused on a
better understanding of the effects of substituting Fe on the microstructure of the
Gd5Si2Ge2-type materials over a much wider range than was looked at by previous
investigators. The compositions investigated are collected in Table 8.3, together with

Table 8.3 Composition of arc-melted alloys.

at.% Gd at.% Si at.% Fe at.% Ge

S0 55.6 22.2 / 22.2
S1.4 55.6 20.8 1.4 22.2
S2.8 55.6 19.4 2.8 22.2
S5.6 55.6 16.6 5.6 22.2
S8.4 55.6 13.8 8.4 22.2
S11.1 55.6 11.1 11.1 22.2
G0 55.6 22.2 / 22.2
G0.7 55.6 22.2 0.7 21.5
G1.4 55.6 22.2 1.4 20.8
G2.8 55.6 22.2 2.8 19.4
G5.6 55.6 22.2 5.6 16.6
G8.4 55.6 22.2 8.4 13.8
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their respective sample codes, S0, S1.4, S2.8, S5.6, S8.4, and S11.1 for the Si
substitutions and G0, G0.7, G1.4, G2.8, G5.6 and G8.4 for the Ge substitutions.
All the samples were prepared from high-purity starting elements of gadolinium
(99.99wt.%), silicon (99.995wt.%), germanium (99.999wt.%) and iron (99.99wt.%).
The samples were prepared as 5-g buttons by arc melting amixture of pure elements
on a water-cooled copper hearth in an argon atmosphere at a pressure of 0.5 bar. Each
sample was re-melted three times and after each re-melting the samples were turned
over to ensure their homogeneity. The buttons were then homogenized for 1 h at
1300 �C in argon.

The electron microscopy secondary-electron images in Figure 8.7 show the
macrostructures of two of the arc-melted buttons. The differences in the upper
surfaces of the button samples are very obvious. The S0 sample exhibits regular
pentagons and hexagons, reminiscent of a �buckyball�. The S2.8 sample�s surface
shows a sinew-like effect.

In the caseof alloy S0,whereno iron ispresent, the surface of thebutton is typical for
the solidification of so-called semimetals, such as silicon and germanium and
intermetallic phaseswith lowcrystallographic symmetry. Both silicon andgermanium
have melting entropies of the order of �3.6 kB/atom, which gives approximately
30.0 J K�1mol�1, whilst most metals, including gadolinium and iron, have melting
entropies of around 1 kB/atom, that is, DSm Fe¼ 8.48 JK�1mol�1 and DSm Gd
¼ 5.51 JK�1mol�1. This means that the high melting entropies for both silicon and
germaniumwill increase the tendency for the established intermetallic phases to form
facets during the process of solidification. Since thephases in the examinedalloyshave
predominantly monoclinic (lower symmetry) and orthorhombic structures at room
temperature, theywill also solidify forming a faceted solidification front in the absence
of iron. The reason for the sinew-like structure remains unclear; however, we believe
that solidification shrinkage of one of the main phases plays a crucial role.

Opticalmicrographs of the samples are shown in Figure 8.8, andwerefirst reported
in 2007 [150]. It is clear from the six images that all the samples are composed
of multiphase structures. The microstructure of the S0 sample consists of the
Gd5(Si,Ge)4 matrix phase, A, and a grain-boundary phase, GB1 (Gd51.5Si31.7Ge16.8).
A new matrix phase, the B phase, appears with the smallest addition of iron, that is,

Figure 8.7 SEI of arc-melted buttons with the S0 (a), S2.8 (b).
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the S1.4 sample, togetherwith the grain-boundary phaseGB2. TheGB1phasewas not
observed here, not in any of the subsequent samples. The composition of the matrix
phaseB suggests that it is aGd5(Si,Ge)3-type phase.With increasing amounts of added
iron the amount ofmatrix phase A decreases, until it disappears completely in sample
S8.6. It was found that approximately half of the matrix phase A is replaced by matrix
phase B in the S5.6 sample.

The samples where the germanium is substituted with iron are shown in
Figure 8.9.

The G0 sample is the same as the S0 sample, and is not shown in Figure 8.9. The
main phase in theG0.7 sample, that is, Phase C, has the compositionGd60.6Si19.1Ge20.3,
the same as that observed by Provenzano et al. [27] As the amount of iron increases,
the amount of Phase C is seen to decrease, although the composition remains almost
constant. The amount of Phase D is seen to increase with the increasing amounts
of iron, and its composition gets slightly richer in silicon as more and more iron is

Figure 8.8 Optical images of the etched microstructures of arc-melted S0 (a), S1.4 (b), S2.8
(c), S5.6 (d), S8.6 (e) and S11.1 (f).
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added.NoFe could be detected inPhaseD.A summary of the compositions of themajor
phases observed in the different samples is given in Table 8.4.

The grain-boundary phases in the G samples are referred to as GB4 and GB5. The
GB4 phase appears as black in themicrostructures and becomes increasingly rich in
iron as more iron is substituted for the germanium. The GB5 phase is very light in
color and was only observed in the G8.4 sample, which contained the largest amount
of iron. A summary of the compositions of the observed grain-boundary phases is
given in Table 8.5.

The optical micrographs in Figure 8.8 show the gradual changes with composi-
tional variations. The second matrix phase, B, begins to form between the grains of
the original matrix phase, A, and then gradually comes to dominate the microstruc-
ture as the amount of iron in the sample increases. The EDS measurements clearly

Figure 8.9 Optical images of the etchedmicrostructures of arc-melted G0.7 (a), G1.4 (b), G2.81.4
(c), G5.6 (d) and G8.4 (e). All images have the same magnification.
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reveal the presence of iron in both matrixes, A and B. However, the amount of iron
does not vary much, being between 0.5wt.% and 1.3wt.% for both phases in all the
samples. Much more dramatic changes are seen in the amounts of Si and Ge in the
matrix phases. In both cases the addition of iron at the expense of Si causes Ge to
dominate over Si in the 5 : 4 phase. In the S1.4 sample, for example, the relative
amounts of Si and Ge in the two phases, A and B, were 20.7 : 23.6 and 16.1 : 21.8

Table 8.4 Elemental compositions in at.% of the main phases present in the S and G samples
evaluated using EDS. Analyzing errors to be considered are Gd�0.2, Si�0.1, Fe�0.2 and Ge�0.3.

Phase A Phase B

Gd Si Fe Ge Gd Si Fe Ge

S0 55.8 23.7 / 20.5 –

S1.4 55.2 20.7 0.5 23.6 61.5 16.1 0.6 21.8
S2.8 56.2 20.0 0.5 23.3 62.8 16.2 1.0 20.6
S5.6 56.2 17.6 0.8 25.4 63.2 13.8 0.6 22.4
S8.4 56.3 15.2 0.7 27.8 61.8 11.1 0.7 26.4
S11.1 – 61.8 11.7 1.3 25.2

Phase C Phase D
G0.7 60.6 19.1 — 20.3 66.3 12.8 — 21.9
G1.4 60.0 19.4 — 20.6 66.0 12.0 — 22.0
G2.8 60.9 19.9 — 20.2 66.0 13.0 — 21.0
G5.6 59.1 21.2 — 19.7 65.2 14.8 — 21.0
G8.4 – 64.7 15.9 — 20.4

Table 8.5 Elemental compositions in at.% of the grain-boundary phases present in the samples S
and G evaluated using EDS. Analyzing errors to be considered are Gd �0.2, Si �0.1, Fe �0.2 and
Ge �0.3.

GB2 phase GB3 phase

Gd Si Fe Ge Gd Si Fe Ge

S0 – –

S1.4 34.8 27.4 33.3 4.5 –

S2.8 35.5 28.0 30.8 5.6 –

S5.6 35.5 26.9 31.7 5.9 –

S8.4 35.3 26.3 31.4 7.0 33.1 5.5 59.9 1.5
S11.1 33.2 28.3 34.5 4.0 31.3 13.2 53.1 2.5

GB4 phase GB5 phase
G0.7 51.0 21.8 9.8 17.4 –

G1.4 36.8 30.7 20.9 11.7 –

G2.8 44.9 23.0 16.6 15.5 –

G5.6 44.1 23.1 17.7 15.1 –

G8.4 33.1 24.9 31.7 10.3 54.4 20.1 — 25.5

8.3 Magnetocaloric Effect and Hysteresis Losses of CMAs j343



respectively. By the timewe reach sample S8.4, the ratios have shifted to samples that
are much richer in Ge, that is, 15.2 : 27.8 and 11.1 : 26.4. This change in the Ge : Si
ratio is very important because the decrease, rather than increase, in the Tc, is a
consequence of this change. This relatively large increase in the proportion of Ge in
the phase causes theTc to fall, with the fall being in good agreementwith themagnetic
phase diagram of the Gd5Si4–Gd5Ge4 pseudobinary system reported in 1997 [4].

8.3.3
X-Ray Diffraction Measurements

The XRDpatterns of the Si-substituted samples can be seen in Figure 8.10. The peaks
in the pattern that belong to the S0 sample confirm that the main phase seen in the
microstructure (Figure 8.8a) is the Gd5Si2Ge2 monoclinic phase. The vast majority of
thepeaks agreewith thecalculatedpattern for theGd5Si2Ge2 compound.Thepositions
of the calculated peaks are identified by the circles in Figure 8.10. New peaks can be
observed in the other patterns as a result of the formation of new phases in all the
samples with added iron. Some shifts in the peaks, while maintaining the same
structure, can alsobeseen, and theseshifts result fromthe ironenteringboth theAand
B matrix phases and forming solid solutions [151]. The pattern of the S11.1 sample
indicates that the matrix phase B is the only matrix phase still present in the sample.

8.3.4
Magnetic Measurements

Magnetization vs. temperature measurements were made on the samples S0–S8.4,
see Figure 8.11. The results indicate that the Curie temperature reduces with

Figure 8.10 XRD patterns of samples S0 to S11.1.
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increasing amounts of added ironwhen substituting for Si. This is consistent with an
increasinglyGe-richmatrix phase, and is confirmedby ourmeasurements inTableC.
For all the samples except S0 the Ne�el temperature of the 5 : 3 phase can be observed
at about 110K. An example of the transition is shown in the inset in Figure 8.11.

We also conducted similar experiments for some of the G alloys, looking at the
Curie temperatures for the G0, G0.7 and G2.8 alloys. It is clear from Figure 8.12 that
substituting the Ge with iron leads to a significant increase in the Curie temperature
of the samples [40].

The increase in the Curie temperature when the Ge is substituted by Fe is in
excellent agreement with Provenzano [34]. We believe that one of themajor effects of
adding Fe is for it to combine primarily with the silicon (so leading to the formation of
two or three grain-boundary phases), resulting in a matrix phase that is depleted in
silicon compared to the alloy without any addition of iron.

We also looked at the maximum values of DSm for the S series of alloys. From
Figure 8.12 it is clear that the DSm values tend to follow the Curie temperatures and
decrease in line with the amount of iron. S0 has the maximum DSm value of almost
10 J/kg K. Samples S2.8 and S5.6 have their maximum DSm values in the same
temperature range as S1.4, but their values are 50% lower. The samples S8.4 and
S11.1 are not suitable for room-temperature magnetic refrigeration because of their
low magnetic transition temperatures. Thus, no DSm calculations were made for
them. Pure Gd was measured as a standard and is shown in the figure as a dashed
line.Measurements of the hysteresis losses showed that they tended to decrease with
the amount of added iron.We did observe a verymodest increase for the S1.4 sample,
but the increase could not be described as significant.

Figure 8.11 Curie-temperature dependence of the various phases in the Si- and Ge-substituted
alloys.
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8.3.5
Hysteresis Losses

The results of the entropy changes (DSm) and the measurements of the hysteresis
losses for substitutions of Ge or Si with Fe are shown in Figure 8.13. The peak value
for DSm occurs, not unsurprisingly, at the composition Gd5Si2Ge2. For small
substitutions of Si both the DSm and the losses are seen to decrease; however, the
fall off in the losses is less than that observed for the substitution of Ge by Fe. In this
case we observed a decrease in the losses by 90% for G0.3, 99.4% for G1.4 and 99.9%
for G2.8. The reduction in DSm for the same samples was 69.3, 81.6, and 94.3%,
respectively. These results are in good agreement with those of Provenzano et al., but
provide a clearer representation of the extent and the type of the substitution required
to bring about the necessary reduction in the hysteresis losses.

8.4
TEM Investigation of CMAs

8.4.1
TEM Research on - Gd5Si2Ge2 Alloys

The crystal structure of the Gd5(SixGe1�x)4 phases consist of 36 atoms per unit cell
distributed among six to nine independent crystallographic sites [152]. At one end,
the Si-rich compounds (0.5< x� 1) display the Gd5Si4-type orthorhombic (space
group Pnma) structure, O(I). The intermediate region, 0.24� x� 0.5, displays a

Figure 8.12 Calculated total magnetic entropy change for a magnetic field change of 1.5 Tesla.
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monoclinic structure, M, space group P1121/a, which is a subgroup of Pnma, where
the cline plane n and themirror planemare lost. Gd5Si2Ge2 also has this structure. At
the other end the Ge-rich compounds (x� 0.2) display a Sm5Ge4-type orthorhombic
(space group Pnma) phase. In the range 0.2< x< 0.24, O(II) and M structures
coexist [153].

The silicide and the germanide differ from each other a great deal in terms of
bonding arrangements. However, they are built from essentially equivalent layers
(slabs) that are infinite in two dimensions (a and c), as shown in Figure 8.14a.

Figure 8.13 Magnetic entropy changes and hysteresis losses versus the amount of substituted Fe
in both alloys. The arrows indicate the corresponding axes.

Figure 8.14 The basic building block (slab) of Gd5(SixGe1�x)4 phases (a) and relationships
between their room temperature crystal structures: 0.5< x� 1 (b), 0.24� x� 0.5 (c), and 0� x� 0.2
(d). Figures taken from reference [154].
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The Gd atoms are located in the corners of the cubes and trigonal prisms (the Gd
atoms are not shown for clarity), and inside the cubes. Both Si and Ge inside the slab
form partially covalent bonds. The other Si(Ge) atoms are located on the slab surface,
and they play a crucial role in the interslab bonding, thus controlling both the crystal
structure and properties of the alloys. Figure 8.14b shows that in the crystal structure
between 0.5< x� 1 the slabs are all interconnected via partially covalent interslab Si
(Ge)-Si(Ge) bonds. In the intermediate phase (0.24� x� 0.5) one half of the interslab
Si(Ge)–Si(Ge) bonds are broken, as shown in Figure 8.14c. The layers of the Gd5Ge4-
based solid solution (x� 0.2) are no longer interconnected, that is, there are no
interslab Si(Ge)-Si(Ge) bonds (Figure 8.14d).

Gd5Si2Ge2 has amonoclinic crystal structure at room temperature known as the b:
space group P1121/a with lattice parameters a¼ 7.5808(5), b¼ 14.802(1), c¼ 7.7799
(5) A

�
, and c¼ 93.190(4)� [155]. At lower temperatures (below 276K) the material has

an orthorhombic crystal structure (a-Gd5Si2Ge2) with all the interslabs connected.
Choe et al. [156] show that sites inside the slabs are preferred by Si: it has an about
60% occupancy and Ge occupies the remaining 40%, while the sites responsible for
bonding between the slabs are occupied by 60% of Ge and only 40% of Si. Upon the
a ! b phase transformation, these slabs undergo a shear movement along the
crystallographic a direction in the orthorhombic a phase, which breaks one-half of
the (Si,Ge)-(Si,Ge) covalent bonds between the slabs, and becomes the monoclinic b
phase. Interatomic distances change less than 3%duringa ! b transformation. The
a ! b transformation can be induced by changing the magnetic field, as was
reported for Gd5Si1.8Ge2.2 [157]. When the field is applied to the b phase at
temperatures just exceeding 276K, the paramagnetic b phase transforms to the
ferromagnetic a one. Reducing the magnetic field to 0 T at constant temperature
creates the paramagnetic b phase from the ferromagnetic a phase. Therefore, this
structural transition is controlled by composition, temperature and magnetic field.

Another interesting structural feature in b-Gd5Si2Ge2, found by Choe et al. [156] is
nonmerohedral twinning, for which only a small portion of reflections from two twin
components are exactly superimposed, while the remaining reflections are not.
Twinning can be classified as merohedral or nonmerohedral. In the case of non-
merohedral twinning only some subsets of the diffraction reflections from different
domains overlap, whereas formerohedrally twinned crystal diffraction patterns from
different domains overlap exactly in three dimensions.

The nonmerohedral twinning in b-Gd5Si2Ge2 disappears and reappears, respec-
tively, as the material is cycled across the transition temperature. Figure 8.15
illustrates a model of the possible twin mechanism during the phase transition.

For no twinning in the b-phase adjacent pairs of slabs shift in the opposite
directions along the a-axis (see the arrows in Figure 8.15(a)). On the other hand,
if two neighboring interslab Si(Ge)–Si(Ge) bonds are broken, then two different
orientations of equivalent monoclinic unit cells are generated, which are related to
each other by a mirror operation in the a–c plane (perpendicular to the b-axis; see
Figure 8.15(b)), and nonmerohedral twinning occurs.

Meyers et al. [158] investigated twinning in b-Gd5Si2Ge2 using transmission
electron microscopy and selected-area diffraction analyses. They confirmed the twin
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patterns in b-Gd5Si2Ge2, as suggested in the single-crystal structure study by Choe.
All of the single-crystal specimens that were examined were nonmerohedral twins at
room temperature, suggesting that twinning is an intrinsic feature of themonoclinic
b phase. Direct observation of the transformation with a discussion on the mech-
anism of the reversible, low-temperature phase transformation was studied with
transmission electron microscopy also by Meyers et al. [159].

Ugurlu et al. [160] explained, using SEM and TEM, the existence of long linear
features that form during the solidification of Gd5Si2Ge2. It has been shown that
these linear features grow as thin plates oriented in specific directions. The results
confirmed an earlier study that suggested the features might possibly be a Widman-
statten structure [161].

8.4.2
Imaging in the TEM

The fundamental principle of imagingwith transmission electronmicroscopy (TEM)
is first to view the diffraction pattern; this indicates how the observed specimen is
scattering the incident beam. From the TEM image we can see different contrasts,
which we obtain by selecting specific electrons or excluding them from the imaging
system.We can formbright-field (BF) images by selecting the direct electrons or dark-
field (DF) images by selecting scattered electrons. The direct or scattered electron
beam is selectedwith the objective aperture.Without the aperture the contrast is poor.
Also, the size of the aperture governs which electrons contribute to the image and
thus controls the contrast. To create a DF image we usually tilt the incident beam in
such away that the scattered electrons remain on axis and create a centered dark-field
(CDF) image.

In a scanning transmission electron microscope (STEM) we select the direct or
scattered beams in an equivalent way, but we use detectors rather than apertures.
Figure 8.16 shows different operational modes.

Figure 8.15 Two possible pathways for the a ! b structural transformation by the shear
movement along the a-axis. The first and the third figure are the a structure and the second and the
fourth figure are the b structure models.
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8.4.2.1 Mass-Thickness Contrast
Mass-thickness contrast arises from incoherent (Rutherford) elastic scattering of
electrons. Rutherford scatter is a strong function of the numberZ, that is, themass or
the density, r, as well as the thickness, t, of the specimen.

Usually,mass-thickness contrast images are used for qualitative analysis. Here, we
can expect high-Z regions of a specimen to scattermore electrons than low-Z regions
of the same thickness. Also, thicker regions will scatter more electrons than thinner
regions of the same average Z. That is why thicker and/or higher mass areas will
appear darker than thin and/or lower mass areas in a BF image (Figure 8.17). The
opposite is true for DF images.

If we analyze noncrystalline materials, mass-thickness contrast is the most
important feature, but because it is impossible to prepare a uniformly thin sample,
mass-thickness contrast cannot be completely avoided.

8.4.2.2 TEM Images
A good technique for observing the shape of the particles on a film is shadowing.
Shadowing introduces some mass contrast to a thickness-contrast image and with
this method we can also make 3D images. If we shadow polymers with heavy
metals, they can segregate on unsaturated bonds, thus making them darker in BF
images.

The TEM variables that affect themass-thickness contrast for a given specimen are
the objective aperture and the voltage (kV). Large apertures collect more scattered
electrons; the contrast is lowered and the overall image intensity increases. A lower
kV will increase the scattering angle and the cross-section. Hence, the contrast
increases, but lowers the intensity. DF images show complementary contrast to BF
images. They are darker, but with excellent contrast.

Figure 8.16 The use of an objective aperture in TEM to select the direct (a) or scattered (b)
electrons and an on-axis detector (c) or an annular detector (d) in STEM to perform equivalent
operations. A and B form a BF image, while B and D form a DF image [162].
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8.4.2.3 STEM Images
Scanning-transmission electron microscopy (STEM) is more flexible then TEM,
because we can control L, which changes the collection angle of the detector. In this
way we can control which electrons contribute to the image. They can enhance the
contrast, but show poorer resolution. To get a reasonable intensity in a scanning
image we have to use a larger beam. The STEM is usable for:

. thick samples when the chromatic aberration limits the TEM resolution;

. a beam-sensitive specimen;

. a specimen that has inherently low contrast in the TEM and we cannot digitalize
the TEM image.

8.4.2.4 TEM Diffraction Contrast
Bragg diffraction is controlled by the crystal structure and orientation of the
specimen. This can be used for creating contrast in TEM images. Diffraction contrast
is simply a special formof amplitude contrast, because the scattering occurs at special
(Bragg) angles. Here, the coherent elastic scattering produces diffraction contrast.
The incident electrons must be parallel in order to give sharp diffraction spots and
strong diffraction contrast.

Figure 8.17 Mechanism of mass-thickness in a BF image.
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For themass-thickness contrast we use any scattered electrons to formaDF image.
For diffraction contrast we tilt the specimen to two-beam conditions, in which only
one diffracted beam is strong. The area that appears bright in theDF image is the area
where the hkl planes are at the Bragg condition. We can tilt the specimen to set up
different two-beam conditions and get different DF images. For crystalline materials
precise tilting is necessary. To get the best contrast fromdefects, the specimen should
not be exactly at the Bragg�s condition (s¼ 0). So the deviation parameter s should be
small and positive; with large s the defect images becomenarrower, but the contrast is
reduced. With negative s the defects will be difficult to see.

Two-beamCDF images aremore difficult to get, because if the incident beam tilt is
in a way that strong hkl reflection moves onto the optic axis, this reflection becomes
weaker and the 3h3k3l reflection becomes strong (weak beam condition). We need to
tilt in to the reflection to get a strong on-axis reflection (Figure 8.18). This technique is
crucial to obtain and to interpret diffraction-contrast images.

8.4.2.5 STEM Diffraction Contrast
The principle is the same as formass-thickness contrast.We use a BFdetector to pick
up the direct beam and the annular DF detector to pick up the diffracted beam. To
preserve two-beam conditions, the ADF detector must only pick up one strong
diffracted beam.

However, the diffraction contrast observed in the STEM image will generally be
much poorer than the TEM contrast. To explain this, we have to remember the three
conditions that have to be fulfilled for a strong contrast:

. the incident beammust be parallel, that is i.e. the convergence angle (a) must be
very small;

. the specimen must be tilted to a two-beam condition;

Figure 8.18 (a) Standard two-beam condition with a bright 000 and hkl spot. To get a strong two-
beam CDF condition we have to move the �ghkl spot (c) into the on-axis position and not the ghkl
spot (b).
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only the direct beam or the one strong diffracted beam must be collected by the
objective aperture (Figure 8.19).

To get the same conditions in TEM and STEM, aTEM must equal aSTEM and bTEM
(the objective aperture collection semiangle) must equal bSTEM. Since this is not
possible, because of the high convergence angle in STEM,we can overcome this if we
fulfill the condition aSTEM¼bTEM and aTEM¼bSTEM. To satisfy the second equation
wehave tomake a very smallbSTEM,which reduces the signal falling on theSTEMand
we get a noisy STEM image. This can be improved with a field emission gun (FEG),
but generally diffraction-contrast images of crystal defects are the domain of a TEM
investigation.

8.4.3
Experimental Results of TEM Analyses

The samples were prepared from elements with purity of Gd(99.99%), Si(99.9995%)
and Ge(99.9999%) (total mass around 5 g). They were arc melted in an argon
atmosphere into the shape of buttons and annealed at 1000 �C for 22 h in vacuum
in a Carbolite furnace. The samples were subsequently cut, polished, dimpled and
ion milled to obtain transparency, which is required for TEM analysis.

TEM imageswere performedon a JOELTEM2010F. Figure 8.20 shows aBF image
of theGd5Si2Ge2 sample.We can observe planar defects all over the sample. The lines
are twin boundaries. From the morphology of the defects it is very clear that a
substantial number of dislocations are present (the curved lineswith the nonuniform
contrast, indicating the strain fields). The isolated �spots� with black-and-white
contrast can be interpreted as dislocations that are perpendicular to the normal of

Figure 8.19 Comparison of the beam-convergence and divergence angles (a) in TEM and (b) in
STEM.
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the prepared disc sample. As well as these dislocations there are some parallel lines
with a more uniform contrast, which can be attributed to planar defects, such as
stacking faults or twin boundaries. However, for an exact determination of these
types of defects a much more detailed examination is required. Nevertheless, our
TEM investigation strongly suggests that the structure of Fe-substituted materials is
even more complex than we predicted. In addition to the suppression of the
orthorhombic-to-monoclinic transition, the development of additional phases, and
the shift in the TC, we also have amorphous regions, dislocations, planar faults and
crystallographically related grains.

Figure 8.21 shows a nice example of the difference between BF and DF images of
the sample. As mentioned above, for BF images we select only the direct electrons
and the white areas are where there is no scattering. The opposite is true for the DF
image.

Figure 8.22 shows the diffraction pattern of Gd5Si2Ge2 and we can confirm the
existence of twins in thismaterial. The angle between the twins is 25�. In Figure 8.23,
we have indexed the DF and defined Z¼ [2 �4 7].

8.4.4
TEM of Low Loss Samples

Not many papers with TEM research on Gd5Si2Ge2 have been published so far. TEM
imaging is a useful tool for analyzing planar defects and twins that appear in every
Gd5Si2Ge2 sample. A proper indexation can be a very difficult and time-consuming
procedure. In Provenzano�s earliest report [145] about hysteresis losses it was

Figure 8.20 TEM image of Gd5Si2Ge2 sample.
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mentioned that the addition of Fe creates a magnetic nanostructure, based on the
superparamagnetic behavior of the material at higher temperature; the authors also
speculated that such samples might contain an inhomogeneous distribution of
vacancies or defects in the Gd–Ge–Si matrix phase.

For this reasonwe performed a detailed TEM investigation on the sampleswith the
lowest hysteresis losses. Figure 8.24 shows a high-resolution TEM micrograph of a
powdered sample of Gd5Si2Ge2�yFey (y¼ 0.25). The inset shows a fast Fourier
transformation (FFT) of the area indicated by the white square. Surprisingly, the
micrograph exhibits the characteristics of an amorphous structure; there are no
lattice fringes and no indication of any long-range order. The FFT, with its diffuse
rings, confirms the amorphous nature of this area. A chemical analysis of this

Figure 8.21 BF (a) and DF (b) image of the same area for the Gd5Si2Ge2 sample.

Figure 8.22 Diffraction pattern of a twin boundary.
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amorphous phase showed the Gd59Si21Ge20 composition with only trace amounts of
Fe being detected.

The technique used to prepare this TEM specimen precludes any possibility of us
knowingwhere exactly the amorphous regions are, relative to the other phases, or any
assessment of the amount of amorphous material. Furthermore, an X-ray diffracto-
gramdidnot indicate that therewas any amorphousmaterial in the sample.However,
the X-ray penetration depth is limited and X-ray diffraction is not able to reliably

Figure 8.23 Indexation of the diffraction pattern.

Figure 8.24 High-resolution TEMmicrographof a powder sample ofGd5Si2Ge2�yFey (y¼ 0.25) on
a carbon-coated copper grid and the corresponding electron diffraction pattern.

356j 8 CMA�s as Magnetocaloric Materials



confirm the presence of a few per cent of any particular phase or structure. From this
we can conclude that the regions of amorphousmaterial must represent a very small
fraction of the material. Figure 8.25 shows a grain-boundary region from a conven-
tionally prepared TEM sample Gd5Ge2Si2�xFex (x¼ 0.125). The insets are the
respective selected-area electron-diffraction (SAED) patterns. The right-hand grain
has the composition Gd55Ge25Si20, while the left-hand grain is the Fe-containing
Gd35Si25Fe30Ge10. Thisfigure shows clearly that there is no evidence of any nanoscale
grain-boundary phases, any nanosized grains or unusual features. In the left-hand
inset, where the SAED pattern of the iron-containing phase is displayed, narrow
circles can be resolved. Such detail is characteristic of randomly oriented nanocrys-
tals. Closer inspection of the diffraction pattern suggests that the rings could be
attributed to the presence of a-iron. In addition to the circles with their center at the
central spot, an echo (a diffuse circle) can also be observed around the strong
diffracting spots, characteristic of double diffraction. From these observationswe can
conclude that a nanoparticles are present in the upper and lower sections of the
sample, but the method of its preparation must always be considered, since ion
milling can be responsible for such artefacts. There is, however, clear evidence of a
crystallographic relationship between the two grains; most probably here we are
dealing with a low-angle grain boundary.

From the results presented we are able to conclude that Gd5Si2Ge2 alloys with
substitutions of Fe show very significant differences in terms of both their macro-
structures andmicrostructures. Thematrix phaseAwith theGd5(SiGe)4 composition
for S0 and G0 (Table 8.2) becomes the B matrix phase with the Gd5(SiGe)3
composition for S11.1 for the Si-substitution samples. A similar change was seen
whenwe substituted Ge with Fe. The substituted iron was found in all thematrix and
grain-boundary phases, although the amounts in the matrix phases were very low.

Figure 8.25 High-resolution TEM micrograph of a grain-boundary region from the sample
Gd5Ge2Si2�yFe0y (y¼ 0.25) and the corresponding electron-diffraction patterns.
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The iron contributes mainly to the grain-boundary phases that are formed and to a
change in the relative amounts of Si and Ge in the matrix phases.

The substitution of silicon with iron reduces the Curie temperature; this is due to
the relatively large change in the Ge : Si ratio for the Gd5(SiGe)4 phase, leading to
muchmore Ge than Si being present. Substituting Ge with Fe leads to an increase in
the Curie temperature.

Our microstructural investigations have helped to clarify some of the magnetic
changes observed when adding Fe at the expense of Si and Ge in Gd5Si2Ge2-type
alloys.However,we also see that very similarmicrostructures can lead to substantially
different magnetic properties. It is clear, therefore, that we will only be able to
improve our understanding of the behavior of these materials by applying a wide
range of analytical techniques.

8.5
Conclusions

We have investigated a wide range of Fe substitutions of the Gd5Si2Ge2 magneto-
caloric alloy with the aim to quantitatively clarify the effect of iron with respect to the
reduction in entropy and hysteresis losses. We found that Fe has contrasting effects
on the TC, depending on whether it substitutes for Ge or Si. We also found that it
produces a Gd5(Ge,Si,Fe)3-type phase with a TC at approximately 110K. Substituting
Ge with Fe was found to reduce the hysteresis losses almost to zero; substituting Si
with Fe was somewhat less effective, because it tended to maintain the first-order
transition. Our TEM studies revealed the presence of features not reported previ-
ously, such as amorphous regions, dislocations, planar faults and crystallographically
related grains. The results of our studies suggest that there is muchmore to discover
about magnetocaloric materials, and that some of the problems associated with first-
order transitions and hysteresis losses in Gd-Ge-Si materials can be overcome with
small compositional modifications involving the substitution of Si with Fe and, to a
greater extent, for Ge.
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9
Recent Progress in the Development of Thermoelectric Materials
with Complex Crystal Structures
Silke Paschen, Claude Godart, and Yuri Grin

9.1
Introduction

To date, only a few materials have made their way to thermoelectric applications:
Bi- and Te-based materials are used in Peltier coolers and microgenerators around
room temperature, and Si- and Ge-based materials in thermoelectric generators for
deep space missions. However, many more material classes with high potential for
thermoelectric applications are known and are being intensively investigated in
laboratories all around the world. The dimensionless thermoelectric figure of merit,
which characterizes a material�s thermoelectric performance, is shown for the most
important materials as a function of temperature in Figure 9.1.

Any thermoelectric device employs couples of n- and p-typematerial. Thus, in each
targeted temperature range, both kinds of material are needed. For practical reasons
(e.g., to avoid problems due to different thermal expansion coefficients or corrosion
effects of two different materials) it is desirable to combine very similar materials for
the n- and p-branches in a device, ideally the samematerial which can be both n- and
p-doped. The efficiencies are, however, inmost such cases considerably lower for one
type than for the other.

Before discussing the different material classes (Section 9.4), we shall introduce
the relevant physical quantities (Section 9.2) and discuss common design principles
(Section 9.3).

9.2
Thermoelectric Figure of Merit

The dimensionless thermoelectric figure of merit ZT is given by

ZT ¼ S2
s

k
T ¼ S2

r

1
k
T ð9:1Þ
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where S is the Seebeck coefficient or thermopower, s the electrical conductivity,
r ¼ 1=s the electrical resistivity, k the thermal conductivity, and T the absolute
temperature. The first term on the right-hand side, S2=r, is referred to as the power
factor.

Materials with ZT > 1 are typically considered as promising for thermoelectric
applications. Of course, this is a simplistic view since each application has different
thresholds above which the efficiency becomes competitive with respect to other
coolers or energy generators and, evenmore importantly, sincemany factors cankeep

Z
T

Z
T

Ba 0.
3
Co 3.

95
N

i 0.
05

Sb
12

Figure 9.1 Temperature dependencies of the dimensionless thermoelectric figure ofmerit,ZTðTÞ,
of p- (top) and n-type (bottom) materials [1].
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materials from being applied even if their ZT is high enough: insufficient thermal
and/or mechanical stability, price, availability of the constituent elements, toxicity,
etc.

In spite of the simplicity of Equation 9.1 it is, unfortunately, not straightforward to
optimize ZT . This is due to the fact that S, s, and k are interrelated. Optimizing one
may adversely affect the others. For simple semiconductors this is illustrated in
Figure 9.2.

The quantities S, s, and k have different functional forms of the charge-carrier
concentration n. High n leads to high s, but also to small S and large k. Low n, on the
other hand, optimizes both S and k but leads to too low s values.

More specifically, in the simplest case of a single parabolic band with energy-
independent scattering, the dependencies on n are

S � m� 1
n2=3

T ð9:2Þ

s ¼ t � e
m� n ð9:3Þ

k ¼ ke þ kl ð9:4Þ

ke ¼ L0sT ð9:5Þ

kl ¼ 1
3
vltlcl ð9:6Þ

Carrier concentration (cm−3)

0

0.5

1

zT

zT

2

1018 1019 1020 1021

Figure 9.2 Thermopower, here denoted bya, electrical conductivity, s, thermal conductivity, k, and
dimensionless thermoelectric figure of merit, ZT , for a simple semiconductor (see text, from
Refs. [2] and [3]).
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where m� is the effective charge-carrier mass, t the scattering time of the charge
carriers, ke and kl the electronic and lattice contributions to the thermal conductivity,
L0 ¼ p2k2B=ð3e2Þ the Sommerfeld value of the Lorenz number, and vl, tl, and cl the
effective velocity, scattering time, and specific heat of the phonons, respectively.
Equation 9.5 is the Wiedemann–Franz law that relates ke to s. Despite its strict
validity only in the limits of low and high temperatures, it is frequently used to
estimate the electronic contribution to the total thermal conductivity also at inter-
mediate temperatures.

9.3
Design Principles

While each material requires specific approaches to optimize its thermoelectric
performance there are also several more general design principles that are relevant
for various material classes. These are discussed in the following.

9.3.1
Phonon Engineering

Much discussed is the design concept of a �phonon glass–electron crystal� (PGEC), a
material that conducts heat poorly, as a glass, but charge very well, as a crystal [4]. To
realize this concept, scattering centers that act muchmore strongly on phonons than
on electrons have to be introduced into a material. This can be accomplished in
different ways.

If in the original material the mean free path of the phonons ll is longer than the
mean free path of the charge carriers le and if kl contributes sizably to k then the
introduction of a reduced dimension l with ll > l > le is a useful approach. This has
been nicely demonstrated with Si nanowires (Figure 9.3).

Figure 9.3 Thermal conductivity,k, (left) andpower factor,S2=r, (right) ratios ofbulk (black symbols
for intrinsic and open and grey symbols for doped) Si to highly doped Si nanowire (from Ref. [5]).
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In a similar fashion, Bi2Te3/Sb2Te3 superlattices have been claimed to be efficient
in suppressing the thermal conductivity via coherent backscattering of phonons [6].
The charge carriers were argued not to be significantly affected due to the hetero-
junction band diagram shown in Figure 9.4 with DEc;DEv < kBT at 300K. This
�phonon-blocking electron-transmitting� version of the PGEC approach is appealing
but remains to be confirmed.

Various bulk implementations of these nanostructuring approaches have recently
been realized formaterials with simple crystal structure andhave led to very attractive
ZT values [7, 8]. However, to date not much is known on the stability of the
nanostructures within bulk materials.

Yet anotherway to hinder phonon transportmore than electron transport is the use
of rattling atoms in oversized polyhedra, leading to excessively low lattice thermal
conductivities (Figure 9.5) but to less dramatically reduced electrical conductivities.
While the existence of rattling modes in a number of cage compounds has been
demonstrated by various means [9], including X-ray scattering [10], Raman
scattering [11], M€ossbauer spectroscopy [12], and resonant ultrasound spectroscopy
[13], the mechanism of the reduction of the lattice thermal conductivity is still
debated [14, 15].

A neutron-scattering investigation of the low-energy phonon dispersion curves of
the clathrate Ba8Ga16Ge30 revealed an avoided crossing of flat rattler modes with
acoustic phonon branches, thereby reducing the phonon velocity (Figure 9.6). To
appreciate this effect the simple kinetic theory expression in Equation 9.6 should be
replaced by the microscopic formulation [16]

kl ¼ 1
V

X
i;q

v2i;xðqÞ � tiðq;TÞ �Ciðq;TÞ ð9:7Þ

where V is the unit cell volume, vi;xðqÞ ¼ qviðqÞ=qqx the group velocity of phonon
mode i at wavevector q along the thermal gradient (here taken along x), tiðq;TÞ the
phonon lifetime at temperature T , andCiðq;TÞ the specific heat of phononmode i at
q and T . From Equation 9.7 it is clear that not just the sound velocity but the group
velocities at all q vectors contribute to kl. The effect of lifetime reduction associated
with the avoided crossingwas argued to be ofminor importance [15]. Thus, this study
suggests that apart from themore common approach to decrease the phonon lifetime

Ec
∆Ec

∆Ev

dB dS

Ev

Bi2Te3 Sb2Te3

Figure 9.4 Heterojunction band diagram for a p-type Bi2Te3/Sb2Te3 superlattice showing the
energy differences DEc and DEv of the conduction and valence band, respectively, in Sb2Te3 (of
thickness ds) with respect to those in Bi2Te3 (of thickness dB; from Ref. [6]).
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Figure 9.5 Temperature dependencies of lattice thermal conductivities, klðTÞ, of various
thermoelectric materials (from Ref. [3]).
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Figure 9.6 Phonon dispersion branches of Ba8Ga16Ge30 showing the avoided crossing of the
rattlermode (diamonds)with the longitudinal acousticmode (full circles) at a reducedwavevector of
about 0.2 (from Ref. [15]).
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also the reduction of the phonon group velocity should be regarded as a feasible
�phonon-engineering� route.

A simpler but related way to engineer the phonon density of states (DOS)might be
to enhance the complexity of the crystal structure. This will increase the number of
optical phonon modes, which do not carry heat, and thus decrease the weight of
acoustic modes with large group velocity. However, in materials with complex
crystal structures and a large number of atoms per unit cell there is typically also
enhanced disorder [17, 18]. Thus, it is difficult to disentangle both effects and prove
that the former process can efficiently lower the thermal conductivity. A simple
reduction of the thermal conductivity via disorder is generally accompanied by a
similar reduction of the electrical conductivity and is therefore not a valid approach
to enhance ZT . Further investigations into this issue are clearly needed.

Most of these phonon-engineering approaches have received a lot of attention in
recent years and some implementations of these approaches in bulkmaterials will be
described in Section 9.4.

9.3.2
Electron Engineering

A much less appreciated route towards highly efficient thermoelectric materials is
�electron engineering,� that is, tailoring of the electronic band structure in the vicinity
of the Fermi level, to maximize the thermopower and/or to enhance the charge-
carrier mobility. The effect of the electronic DOS on the (diffusion) thermopower is,
to a good approximation, described by the Mott formula [19]

S ¼ p2 � k2B �T
3 � e

q ln s

qE

� �
EF

¼ p2 � k2B �T
3 � e

1
s

qs
qE

� �
EF

: ð9:8Þ

Thus, in addition to the absolute value of the electrical conductivitys also its energy
derivative at the Fermi energy, EF, comes into play. According to Equation 9.3,
s is proportional to the electronic DOS and to the scattering time. While in
simple metals and semiconductors the electronic DOS evolves smoothly with
energy there are a number of situations in which sharp features in the electronic
DOS may arise.

Themost drasticmodification of the electronic DOS near the Fermi level occurs in
so-called Kondo systems. In this family of materials a strong hybridization between
conduction electrons and local magnetic moments, steming from elements with
partially filled 4f , 5f , or sometimes also 3d shells, leads to the formation of a sharp
resonance (the Kondo resonance) near EF. If the local magnetic moments reside on a
regular lattice (Kondo lattice systems), a gap opens within the Kondo resonance. In
the case of �half-filling� where the Fermi level lies within the gap, a Kondo insulator
results, otherwise heavy fermionmetals are obtained. These phenomena occur below
a characteristic temperature, the Kondo temperature TK, which in most systems is
below room temperature. Thus, this route of electronic band-structure engineering
appears most promising for low-temperature applications (Peltier cooling).
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There is experimental proof of �giant� thermopower values in such strongly
correlated materials [20]. Particularly drastic are the cases of FeSi [21] and FeSb2 [22],
where the thermopower peaks sharply with maximum values of 700 mV/K and
�45mV/K at 40K and 10K, respectively.

Thermopower (absolute) values of the order of 100 mV/K below room temperature
are also found for a number of valence-fluctuating compounds such as CePd3 and
YbAl3 [23].However, due to the high thermal conductivities of these compounds their
ZT values can, in unstructured bulk form, not compete with the ones of Bi2Te3-based
materials.

For NaxCoO2 it was suggested [24, 25] that the peculiar shape of one of the bands
(a1g band), referred to as �pudding mold� shape, leads simultaneously to high
thermopower and low electrical resistivity.

Yet another mechanism – �resonant scattering� of mobile charge carriers from
energy levels of localized impurity atoms – has recently been claimed to enhance the
electronic DOS in Tl-substituted PbTe [26] (Figure 9.7A). Unlike in strongly corre-
lated systems, here the Seebeck coefficient (Figure 9.7B) is a smooth function of
temperature and continues to increase up to 800K.

Finally, it has been agrued recently [27] that in systems with strong electron–
phonon coupling both phonon and electron engineering may work simultaneously.
In In4Se3�d a charge-density wave (CDW) instability is held responsible for both a
reduction of the thermal conductivity and an enhancement of the Seebeck coefficient.
The (in-plane) lattice distortion due to a Peierls transition is held responsible for the
former, the gap opening due to the CDW formation for the latter.

9.4
Thermoelectric Materials

As illustrated in Figure 9.1 various different material classes show promising
thermoelectric properties. For the compounds Bi2Te3, PbTe, TAGS and related

Figure 9.7 Electronic DOS gðEÞ vs. energy E (A) suggested to explain the large Seebeck coefficient
(B) of Tl0.01Pb0.99Te (squares) and Tl0.01Pb0.99Te (circles, from Ref. [26]).

372j 9 Recent Progress in the Development of Thermoelectric Materials with Complex Crystal Structures



materials, as well as for Si–Ge solid solutions the optimization strategy typically
follows the rules for simple semiconducting thermoelectrics (cf. Figure 9.2). In
addition, nanostructuring techniques have been successfully applied to further
enhance ZT of these materials [28–30]. The structural features of complex interme-
tallic phases, which are at focus here, allow in some cases to (partially) decouple the
electronic and lattice degrees of freedom and, thus, to separately tune the thermo-
electric properties enteringZT already in the bulk (non-nanostructured) material. In
the following, five groups of materials will be discussed: Zintl phases, Sb-based filled
skutterudites, intermetallic clathrates, the intermetallic phases around the compo-
sition Zn4Sb3, and representatives of the MgAgAs-type (half-Heusler) crystal
structure.

9.4.1
Zintl Phases

According to the widely accepted picture of chemical bonding in Zintl phases, these
materials should be electronbalanced and thus showeither semiconducting behavior
ormetallic behavior with very low charge-carrier concentrations [31]. In both cases, it
is possible to change the charge-carrier type by doping.

Yb14MnSb11 (Figure 9.8, top) and compounds of the CaAl2Si2-type structure
(Figure 9.8, bottom) have recently attracted considerable attention. The former
compound has a complex tetragonal structure (space group I41=acd), built up from
several different structural units. ZT � 1 is reached for p-type material [32] at
temperatures sizably higher than in skutterudites (Figure 9.1). The flexibility of the
structure towards the exchange of elements opens the possibility for further ZT
enhancement.

Several ternary compounds with CaAl2Si2-type structure reach relatively high ZT
values at elevated temperatures. In particular, ZT ¼ 0:92 was reached for EuZn2Sb2
at 700K [33] and ZT ¼ 0:66 for EuCd2Sb2 at 616K [34]. The formation of solid
solutions between different ternary phases has been shown to further increase ZT .
For instance, the thermoelectric performance of EuZn2Sb2 and EuCd2Sb2 was
optimized by mixed occupation of the transition metal position in Eu
(Zn1�xCdx)2Sb2. The highest ZT value of 1.06 at 650K is obtained for the solid
solution with x ¼ 0:1 [35].

9.4.2
Skutterudites

This series of materials has been extensively investigated during the past 15 years.
The electropositive element A inserted in the binary cubic CoAs3-type structure
(M4E12 space group Im�3) leads to the filled cubic variant AyM4E12 (Figure 9.9) where
A occupies the 2a site, the transition metalM of the groups 8, 9, or 10 of the periodic
table is located at the 8c site, andE¼As, P, Sb occupies similar vertice positions of the
ME6 polyhedra as in the binary structure. Atomswith various oxidation numbers can
be employed as the component A: monovalent (K, Na), divalent (Ca, Sr, Ba), trivalent
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(La, Ce, Pr, Nd, Th, U), and mixed-valent (Yb [36]) elements. The occupancy of the A
site depends on thenature ofA– it is close to 1 forK andNa [37, 38], but smaller than 1
for rare-earth elements:� 0:2 forM ¼ Co (Table 9.1),� 0:9 forM ¼ Fe, and close to
1 for M ¼ Pt [39].

The cage size in CeFe4Sb12 may be determined from the distances between the
atoms in the structure. The distance between the Ce position (cage center) and the Sb
position (cage border), dðCe�SbÞ ¼ 3:39A

�
, minus the covalent radius of Sb,

d(Sb–Sb)/2¼ 1.46A
�
, corresponds to the space available for Ce. With 1.93A

�
this is

much larger than the ionic radius of Ce3þ , which is 1.02A
�
, allowing Ce to undergo

large thermal oscillations (�rattling�). Indeed, experimental evidence for rattling was
provided by neutron diffraction, where the atomic displacement parameters (ADPs)
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Figure 9.8 Crystal structures of Yb14MnSb11 (top) and EuZn2Sb2 (bottom).
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were shown to be three times larger for the guest atoms A than for the host atomsM
andE [46, 47]. Phenomenologicalmodels [48, 49] have been put forward that describe
the guest atoms as Einstein oscillators and the host structure as a Debye solid. More
recently, inelastic neutron-scattering experiments revealed a larger than anticipated
guest–host interaction [14] and thus the need for a refined microscopic picture.

The thermal conductivity offilled skutterudites is strongly suppressed compared to
that of the unfilled binary structure. In particular, it takes very small values in Sb-
based filled skutterudites, which have the largest cages. In addition to guest motion,
vacancies and substitutions on theM positionmay lower the thermal conductivity. In
Ay(Fe,Co)4Sb12 this was accounted for by a combination of several normal
modes [50].

By appropriate substitutions on theM and E sites, accompaning the filling of the
cages, it is possible to maintain the semiconducting/semimetallic ground state of
CoSb3. TheZT values are strongly increased from approx. 0.4 in CoSb3 to above 1 for
both n- and p-type compounds. Some of the highest ZT values of binary and ternary
skutterudites are reported in Table 9.2. The temperature dependencies of ZT for the
best skutterudite-based materials are shown in Figure 9.1.

[001]

[010]
[100] AxM4E12

M

E

A

Figure 9.9 Crystal structure of filled skutterudites.

Table 9.1 Occupation limits y in AyCo4Sb12.

A ¼ Ba La Ce Eu Yb Tl

0.44 0.23 0.1 0.54 0.25 0.22
[40] [41] [42] [43] [44] [45]
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9.4.3
Clathrates

The crystal structures of clathrates consist of three-dimensional frameworks made
up of three- and four-bonded atoms (host). By their arrangement large cavities are
formed [68]. These cavities are usually filled with guest atoms. Only recently, an
�empty� Ge clathrate was synthesized [69]. Having complex crystal structures with
large unit cells and different kinds of vacancies or substitutions (Pearson symbols
cI408 for Ba8Ge43&3 [70, 71] and Rb8Ge44&2 [72] where & represents a vacancy,
cP124 for Ba6Ge25 [73], Ba24Si100 [74] and K6–8Sn25 [75–77], and tP193 for
Si130P42Te21 [78]), clathrates represent a class of complex intermetallic
compounds.

According to the charge distribution between the host and the guest species,
clathrates may be classified into three groups. In cationic clathrates, the host plays
the role of a polycation and the guest is an anion, for example, Ge38P8Te8 [79]. In
neutral clathrates the host is formed by hydrogen-bonded water molecules and the
guests are neutral atomic or molecular species (e.g., noble gases, methan) [80]. In
anionic clathrates the host has a negative charge that is compensated by the cationic
guest (see, e.g., [81]). While the properties of cationic clathrates are only scarely
investigated (see, e.g., [78, 82–84]), most interesting with respect to thermoelectric
applications are anionic clathrates. The first representative of this family –NaxSi136
–was found in 1965 [85]. Ge- and Sn-based clathrates were characterized onlymuch

Table 9.2 Higest ZT in unfilled and filled skutterudites.

Materials Type ZTmax T(ZTmax) (K) Reference

(CoSb3)0.75 þ (FeSb2)0.25 n 0.37 773 [51]
Co0.94Ni0.04Sb3 n 0.5 750 [52]
CoSb3 p 0.21 600 [53]
Co(Sb,Te)3 (0.75% Te) n 0.5 600 [54]
Co(Sb,Te)3 (4% Te) n 0.8 750 [55]
IrSb3 p 0.15 800 [56]
Ba0.24Co4Sb11.87 n 1.1 850 [40]
Ba0.3Co3.95Ni0.05Sb12 n 1.2 800 [57]
CayCo4�xNixSb12 p 1 800 [58]
Ce0.28Co2.5Fe1.5Sb12 p 1.1 800 [59]
CexFe3.5Co0.5Sb112 p 1.2 870 [60]
Eu0.42Co4Sb11.37Ge0.50 n 1.1 700 [61]
In0.25Co4Sb12 n 1.2 570 [62]
LaxFe4�yCoySb12 p 1 800 [63]
NdxCo4Sb12 n 0.45 700 [64]
TlxCo4Sb12 n 0.2 300 [45]
Yb0.8Fe3.4Ni0.6Sb12 p 1 800 [65]
Yb0.19Co4Sb12 n > 1 600 [66]
(Ce,Yb)0.4Fe3CoSb12 p 1 800 [67]
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later (see, e.g., [86]). The crystal structures of anionic clathrates belong to five basic
types, which are denoted as the clathrate-I, clathrate-II, clathrate-III, clathrate-VIII
and clathrate-IX type. The common structural feature of the frameworks I, II, III
and VIII is the presence of four-bonded species only and the formation of large
cages with 20, 24, 26 and 28 vertices filled by the electropositive element
(Figure 9.10).

The type-I crystal structure A8E46 is formed by two E20 and six E24 polyhedra. A
hypothetical empty framework of group 14 elements (e.g., Si, Ge, Sn) would be
charge balanced in the Zintl–Klemm [87] sense: each group 14 element uses its
four valence electrons for the four bonds, leading to the fulfillment of the octet
rule for each atom. The presence of guest cations leads to excess electrons, filling
the antibonding band and leading to a metallic character. To restore semicon-
ducting behavior it is necessary to partially substitute E by an electron acceptor. If
A is divalent, this can be realized by replacing 16 of the group 14 E atoms by group
13 elements (e.g., Ga, Al, In). The charge balance of such a compound is
represented by the notation ½A2þ �8½Ga1��16½Ge0�30 (cubic structure, space group
Pm�3n).

There is ample experimental evidence for the usefulness of this concept. For
example, a systematic investigation of Eu8 Ga16�xGe30	x revealed a direct corres-
pondence of the deviation x from charge balance and the charge-carrier concentra-
tion in the compound [88, 89].

Also substitutions of A by other than group 13 elements, including transition
metals [90–96], have beenmuch investigated. Particularly appealing in this approach
is the ease to obtain both p- and n-type conductors [97].

In the larger E24 polyhedra, the guest atoms have large amplitudes of thermal
motion, as evidenced by large ADP values [10, 98]. The large residual ADP values at
zero temperature are considered to be due to static disorder induced by the split
positions of the guest atoms in the E24 polyhedra. Tunneling between these has been
clearly evidenced by M€ossbauer spectroscopy [12].

The lattice thermal conductivity of clathrates is typically very low and �glass-
like� [41, 99], albeit marked differences between p- and n-type material have been
observed [97, 100]. Type-I clathrates filled with Eu or Ba have reached ZT values
above 1 (Figure 9.1) [101–103].

9.4.4
Zn4Sb3

Four phases exist around the composition Zn4Sb3. Room-temperature stable,
disordered b-Zn4Sb3 undergoes a phase transition at 254 K to a-Zn4Sb3 and at
765 K to c-Zn4Sb3. Below 235 K, a second low-temperature phase (a0-Zn4Sb3) can
be detected. While the a phase is ordered and has – de facto – an ideal composition
Zn13Sb10, the a0 phase is characterized by a slight Zn deficiency (Zn13�dSb10,
d > 0) with respect to Zn13Sb10 [104]. The sequence of phase transitions b–a–a0 is
reversible. The b phase is stable up to þ 492 �C (765 K), the c phase up to the
melting point at 566 �C.
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Figure 9.10 Crystal structures of different clathrate types with cages in polyhedral representation.
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The high ZT values of p-type samples of the c phase (1.25 at 650K for Zn4Sb3 and
1.4 at 525K for Zn3.2Cd0.8Sb3 [105]) result from an extraordinarily low thermal
conductivity, combined with the electronic structure of a heavily doped semicon-
ductor. Both the electronic and the phononic properties of Zn4Sb3 can be understood
in terms of unique structural features. The identification of six Sb3� ions and two
(Sb2�)2

4� dimers per formula unit reveals that �Zn4Sb3� is a valence balanced
semiconductor with the ideal stoichiometry Zn13Sb10. The structure contains
significant disorder, with Zn atoms distributed over multiple positions. In particular
the partial occupation of interstitial sites with Zn and a low energy phonon mode
associated with Sb2 dimers [106] are held responsible for the extremely low lattice
thermal conductivity.

So far, no competitive n-type material can be produced. Also, the mechanical
properties need to be improved before use in a thermoelectric device can be
considered [107].

9.4.5
MgAgAs-type (half-Heusler) Phases

The cubic structure of the Heusler phases A2BC (space group Fm�3m) consists of the
three sitesA ¼ ð1=4; 1=4; 1=4Þ, B ¼ ð0; 0; 0Þ, andC ¼ ð1=2; 1=2; 1=2Þ. If the siteA is
only half-occupied the symmetry reduces to the space group F4�3m. The resulting
cubic MgAgAs-type structure is frequently referred to as half-Heusler structure
(Figure 9.11).

Among theMgAgAs-type compounds those with 18 valence electrons have a band
structure of a semiconductor. The suppression of the (lattice) thermal conductivity is
realized by complex chemical substitutions promoting the scattering of phonons by
mass fluctuations.

For example, the n-type derivatives of ZrNiSn,Hf0.5Zr0.5Ni0.8Pd0.2Sn0.99Sb0.01 and
Hf0.6Zr0.4NiSn0.98Sb0.02, reach maximum ZT values of � 0:7 at 800K and � 1 at

ZrNi2Sn
(AlCu2Mn type)

ZrNiSn
(MgAgAs type)

Figure 9.11 Crystal structures of the phases ZrNi2Sn (MgCu2Al type) and ZrNiSn (MgAgAs type):
black spheres – Zr, dark gray – Ni and light gray – Sn.
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1000K, respectively [108]. n-type Ti0.5(Zr0.5Hf0.5)NiSn0.98Sb0.02 reach the highestZT
value of � 1:4 at 700K [109].

In LnPdSb (Ln¼ Sr, Y or rare earth, especially Er [110, 111]) high Seebeck
coefficients have been observed at room temperature, leading to a ZT value of
0.15 for ErPdSb at 300K [112] and of 0.29 for ErPdSb0.99Sn0.01 at 669K [113]. A
further enhancement by appropriate substitutions appears feasible.

9.5
Concluding Remarks

Today, we are able to controlmaterials with complex crystal structures and hundreds
or even thousands of atoms per unit cell. This enables us to combine their
functionalities, in particular extremely low lattice thermal conductivity in com-
poundswith nanocaged structures or interstitialswith high electrical conductivity. It
is now time to transfer further phonon and electron engineering concepts, proven
for simpler materials in the past decade, to these complex materials, to boost effi-
ciency and bring thermoelectric applications from niche to large-scale applications.
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10
Complex Metallic Phases in Catalysis
Marc Armbr€uster, Kirill Kovnir, Yuri Grin, and Robert Schl€ogl

10.1
Introduction

Heterogeneous catalysis is the science and technology of modifying the course of
chemical reactions by engineering the energy barriers between elementary steps of
molecular transformations. Besides the traditional strategic relevance of catalysis for
chemical industry and for environmental protection, the quest for sustainable energy
supply systems poses new and additional challenges addressing transformations of
small molecules with very high efficiency. Typical applications deal with water
splitting and methane conversion. Catalysis further plays a pivotal role in efforts
to optimize energy utilization in the production industry. In this arena, processes that
are operated at large scale such as polymer synthesis need to be optimized with
respect to selectivity of the reaction and to the velocity of transformations. Catalytic
materials operate under enormous stress for their integrity as the function of an
active surface involves continuous making and breaking of bonds between
�corrosive� molecules and the intermetallic surface. Thus, only clean and single-
phase materials will survive the chemical stress over any useful period of time.
Finally, metallic catalysts need to offer substantial active surface areas in excess of
1m2/g material, which is not easy to achieve with typical alloying techniques.

These challenges create a need for novel catalytic materials allowing rational
development to replace the current empirical discovery processes. Intermetallic
compounds and especially complex metallic phases are not among the first choice
of novel catalyticmaterials as they arewidely unknown to the catalysis experts and pose
high hurdles in their availability due to unconventional synthesis pathways and due to
their inherent structural complexity. For further considerations we understand
hereafter an intermetallic compound as a chemical compoundof two ormoremetallic
elements adopting an– at least partly – ordered crystal structure that differs from those
of the constituent metals. From the thermodynamic point of view intermetallic
compounds represent single-phase materials and often possess more or less pro-
nounced homogeneity ranges. On the other hand, an alloy is a – usually multiphase –
mixture of elements or their solid solutions and intermetallic compounds.
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The most well-known examples of metallic catalysts are the Raney-type catalysts,
where an intermetallic compound or an alloy is leached before use, that is, decom-
posed, in order to produce a high-surface-area transitionmetal catalyst [1, 2]. In other
cases where intermetallic compounds are applied as catalysts, they are decomposed
during the catalytic process. A good and well-explored example is the hydrogenation
of COover intermetallic compounds of rare earthmetals with nickel or copper, which
are transformed in situ to elemental nickel or copper particles and the corresponding
rare-earth oxide [3–7]. But intermetallic compounds can also be formed in situ by the
chemical reaction between the active metal and the supporting material or between
different supported metallic species. For example, during the selective hydrogena-
tion of crotonaldehyde over Pt/ZnO [8, 9] and the steam reforming of methanol over
Pd/ZnO [10, 11], the intermetallic compounds PtZn and PdZn are formed under
reaction conditions, and the high selectivity and activity of the catalysts is attributed to
their presence [12].

To circumvent these complications, the rational approach to apply intermetallic
compounds with ordered crystal structures as stable and unsupported catalysts has
been developed recently [13]. By selecting intermetallic compounds with suitable
crystal structures, the geometric properties of the active sites can be preselected.
Applying the active-site isolation concept [14], the intermetallic compound PdGa was
successfully identified as catalyst for the selective acetylene hydrogenation reac-
tion [13, 15–19]. The crystal structure of PdGa is crystallographically well ordered and
the Pd atoms are surrounded solely by Ga atoms [20]. The Ga–Pd interactions were
shown to have covalent nature [13] ensuring the thermodynamic stability of this
phase under reaction conditions [16, 17].

Besides the geometric arrangement, the electronic structure of the compounds can
be designed and verified both experimentally and theoretically as shown in other
sections of thismonograph. The achievablemodification of themost relevant d-band
structure for a given element can be considerable due to the combination of elements
with dissimilar chemical properties (e.g., concept of early-late transitionmetals). The
shifting of the d-band with respect to the Fermi level is the most powerful method to
modify adsorption properties and reactivity of a solid surface. The substantial
covalent contribution to chemical bonding in a wide range of complex metallic
phases increases the chances of stability and integrity of the material even under
chemically reactive environmental conditions. The structural features of complex
metallic phases with motifs of transition-metal atoms or clusters exclusively sur-
rounded by elements with different chemical properties allows realizing the concept
of active-site isolation in a unique way. The high electron localization creates centers
of strong Lewis basicity providing effective chemisorption of reactants without
having to rely on typical metal–oxygen entities. The structural rigidity of many
complexmetallic phases prevents the dissolution of reactants underneath the surface
forming subsurface compounds such as hydrides and carbides. These strongly alter
the electronic properties of the surface in a feedback loop with the chemical potential
of the reactants controlling the reaction properties of the catalyst. Embedding the
centers of reactivity in a dense atomic matrix provides mechanical and structural
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stability and excellent thermal properties in comparison to conventional catalysts
consisting of metal clusters deposited on typical support oxides.

This chapter describes in the form of a progress report the identification of generic
combinations of complex metallic phases and catalytic reactions, which realize the
advantages described above. The identification of such generic case studies is
essential in developing strategies for overcoming the inherent hurdles towards a
broader application of intermetallic compounds in catalysis. These hurdles are, in
particular, the difficult synthesis of single-phase materials with structural integrity
under reaction conditions and the nanostructuring of such systems. Only then are
the active sites suitably dispersed without losing the intrinsic advantages of embed-
ded and isolated sites due to excessive surface defects modifying the terminating
intermetallic structure.

10.2
Why Use Intermetallic Compounds – The General Concept

Let�s develop an ideal system for basic catalytic studies. What are the demands this
system must fulfill? Trivial is the requirement of catalytic activity. Besides this, the
system should be as simple as possible and be applicable in UHV as well as under
real conditions to allow studies in both regimes. The simplicity allows concentrating
the investigations on changes andproperties of a small number of different catalytic
species. In the ideal case only one, if we succeed in making the system as simple as
possible. Using the samematerial in UHVand real conditions closes the materials
gap, thuseasingcomparisonof theobtained results. In contrast to industrial studies,
basic studies are not in need of very high activity. This enables us to work with
unsupported materials possessing rather low specific surface areas. Furthermore,
our material needs to be homogeneous throughout and must be stable under
reaction conditions. While the first requirement is supporting the �as simple as
possible approach,� the latter one allows us to connect the observed catalytic
properties to the electronic and geometric structure of the material, which can be
selected beforehand. The simplest realization of this concept is to use metallic
elements in an unsupported state. The drawback is the very limited number of
elements that are catalytically active for a specific reaction, restricting the data with
which correlations between the catalytic properties and the electronic and structural
properties can be revealed. In addition, this task would only achieve very coarse
correlations because of the large property differences of the elements. Statistical
alloys, used frequently in catalysis to overcome the gaps between the elements, are
no alternative due to nonhomogeneity and lacking stability, resulting in frequently
observed segregation.

Alternativematerials are structurally ordered intermetallic compounds and among
them complex metallic phases. These compounds very often comprise covalent
bonding, making them more stable and reducing segregation. But to connect the
observed catalytic properties with the structural and electronic properties of the
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compound itself, the structural stability under reaction conditions has to be proven in
every combination of any intermetallic compound and a specific reaction.

The importance to prove the stability under in situ conditions becomes apparent
when the pioneering work of Tsai et al. on the use of complex metallic phases and
quasicrystals as catalysts for the steam reforming of methanol is taken into
account [21–26]. Here, the compounds from the ternary Al-Cu-Fe system are
decomposed to form a supported Cu catalyst [27]. Thus, the observed catalytic
properties can not be ascribed to the complex metallic phases or quasicrystals but
to the elemental copper particles.

On the other hand, correlating the structural and electronic circumstances of in situ
stable complex metallic phases with observed catalytic properties enables a rational
and knowledge-based approach to develop completely new catalysts that outperform
conventional catalysts in terms of selectivity, activity and stability.

10.2.1
Chemical Bonding

The in situ stability of the intermetallic compounds is crucial in order to connect the
catalytic properties to the well-defined crystal structure. This link may be made by
investigation and understanding of atomic interactions, that is, chemical bonding.
Since this is experimentally challenging and also time consuming, quantum chem-
ical methods based on the concept of electron localizability, namely the electron
localizability indicator (ELI), are employed beforehand to explore the chemical
bonding in the intermetallic compounds. The electron localizability indicator in the
ELI-D formulation [28–34] can be regarded as a quasicontinuous weighted electronic
charge distribution of the given spin in position space, where the weighting factor
(the so-called pair-volume function [32, 34]) represents a localmeasure for the volume
that is needed to build a same-spin (with the given spin) electron pair [30–32]. The
values of ELI-D are limited to the range of positive numbers. Typically, ELI values up
to 2.5 can be found in the chemically relevant valence region of molecules (with the
exception of H atoms). The topology of ELI-D (e.g., the location of local maxima) is
well known to provide signatures of chemical bonding [32].

Because of computational difficulties caused by the structural complexity, com-
plete investigations on the chemical bonding in real space in complexmetallic phases
are very rare. The most evaluated example is the binary compound o-Co4Al13 that
attracts special attention because of somebasic structural features.Having a relatively
small unit cell in comparison with other representatives of the family of complex
metallic phases, the crystal structure possesses all typical characteristics: a large
number of atoms in theunit cell, local atomic disorder and atomic arrangementswith
pseudopentagonal symmetry [35].

Caused by the (pseudo) penta- and decagonal arrangements of the atoms within
these layers [36], o-Co4Al13 is thought of as one of the simplest approximants to
decagonal quasicrystals. To resolve disorder within the crystal structure of o-Co4Al13,
high-quality single crystals of o-Co4Al13 were prepared by Bridgman andCzochralski
methods and structurally reinvestigated [37]. A high-resolution investigation of the
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crystal structure was performed using X-ray diffraction data sets with 2q < 123� with
AgKa radiation. While all cobalt positions have been found to be fully occupied, the
aluminum sites in distinct regions of the crystal structure reveal positional disorder.
Resolving of this disorder yielded three equivalent models, representing distortion
variants of the pseudopentagonal columnar structural units characteristic of this
group of complex metallic phases (Figure 10.1, top left [34, 38]).

Analysis of the chemical bonding in the ordered models by means of the electron
localizability indicator (ELI-D) led to a highly unexpected result. Traditionally, the
crystal structure is interpreted as consisting of atomic layers perpendicular to [100].
ELI-D revealed numerous directed (covalent) Co–Al and Al–Al bonds within the
atomic layers perpendicular to [100], as well as in-between the layers (Figure 10.1 top
right andbottom left). This indicates the formation of a 3D framework, contrary to the
traditional consideration of atomic layers. In addition, in the elongated cavities
parallel to [100] isolated three-atomic groups Co–Al–Co were found. From the
topology of ELI-D, the atomic interactions within the group (directed, covalent) and

Figure 10.1 Crystal structure and chemical
bondingo-Co4Al13: (top left) atomic layers along
[100] and the shortest Co–Al contacts in one of
the three structurally equivalent models;
(bottom left) ELI distribution between the

layers; (top right) ELI distribution in vicinity of
the Co–Al–Co group; (bottom right) cage-like
organization of the crystal structure from
bonding analysis.
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between the group and the atoms of the framework (nondirected, ionic) are different
(Figure 10.1, bottom left). This reveals a highly unexpected analogy between
o-Co4Al13 and intermetallic clathrates. The latter represent a group of complex
metallic phases whose crystal structures show covalently bonded 3D networks
interacting ionically with the filler atoms in the cavities. Despite the complexity of
the crystal structure, NMR spectroscopy confirmed the results of the bonding
analysis and strongly supported the unique bonding situation of Al in the nearly
linear Co–Al–Co groups [39]. In addition, the bonding model was supported by the
results of the measurements of electrical conductivity and specific heat on oriented
single crystals [40].

Further analysis of the ELI-D in the (100) and (400) planes revealed a larger amount
of inplane covalent bonds in the puckered network parallel to (400) (x¼ 0.22–0.28)
than in the flat network in (100). This indicates the possible terminating character of
this plane along the [100] direction. Structure investigations of the (400) surface of the
single crystal of o-Co4Al13 are in full agreement with the conclusions of the bonding
analysis [37, 41]. The atomic decoration of this plane is not affected by the
crystallographic disorder in the crystal structure. This results in distinct and ordered
atomic configurations of cobalt atoms that are solely surrounded by Al on the surface
(cf. geometric analogy to PdGa) – a promising feature for testing the compound in the
active-site isolation concept.

Caused by similarities in atomic interactions, the electronic density of states of
Co4Al13 and PdGa, despite huge structural differences, revealed one important
common feature (Figure 10.2). In both cases the d-bands are shifted to lower energies
with respect to the elemental metals, influencing the adsorption properties and, thus,
the catalytic properties of the compounds.

10.2.2
Investigating the Stability In Situ

While heterogeneous catalysis is proceeding on the surface of the complex metallic
phases, the underlying bulk is influencing the properties of the surface. Thus, the
surface as well as the bulk have to be stable under reaction conditions in order to
assign the observed catalytic properties to the electronic and geometric properties of
the complex metallic phase in question.

10.2.2.1 Bulk Stability
One advantage of the complex metallic phases is their crystallinity, so powder
diffraction under reaction conditions at different temperatures can be performed to
detect changes in the bulk. The use of finely ground or filed material is advanta-
geous. Surface areas of around 0.1m2/g result in detectable activity and the
particles are small enough (�20 mm) for the detection of changes that will start
from the surface. For the measurements, the sample is placed in a cell allowing
application of the reactive atmosphere and X-rays at the same time. To ensure
good contact of the reactive atmosphere and the sample, the gas is sucked through
the powder.
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In a typical supported catalyst, the metal particles are very small (<10 nm). This
results in XRD patterns that are dominated by support signals. These hinder the
detection of changes of the already broad metal reflections. The XRD pattern of a
commercially available 5 wt.% Pd/Al2O3 catalyst is shown in Figure 10.3 as a typical
example. Due to the small crystallite size the Pd signals are barely visible.

In contrast to supported catalysts, the obtained diffraction pattern of the un-
supported complex metallic phase eases the detection of alterations in the material.
Changes of thematerial can result in variations of the lattice parameters (e.g., hydride
formation), decrease of signal intensity (e.g., formation of amorphous phases) or the
appearance of additional components, for example, oxides in oxidizing environ-
ments. Testing the stability of compounds in reducing as well as oxidizing

Figure 10.2 Electronic density of states of o-Co4Al13 (top) and PdGa (bottom). In both cases the d-
bands are shifted to lower energy compared to the corresponding transition metal element.
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atmosphere reveals the range of reactions in which they can be applied as catalysts.
Furthermore, the range of conditions in which the catalyst could be reactivated, for
example, by burning of carbonaceous deposits, is determined this way.

In the following, the focus lies on Co4Al13 (o-Co4Al13 type of structure, Pmn21,
a¼ 8.158(1) A

�
, b¼ 12.342(1) A

�
, c¼ 14.452(2) A

�
) [35] and Fe4Al13 (Fe4Al13 type of

structure, C2/m, a¼ 15.492(2) A
�
, b¼ 8.078(2) A

�
, c¼ 12.471(1) A

�
, b¼ 107.69(1)�)

[36], which are excellent hydrogenation catalysts as will be shown below [42]. Due
to the high fraction of covalent bonding, the complexmetallic phase Fe4Al13 does not
show changes in oxidizing or reducing environments up to temperatures of 450 �C
(Figure 10.4).

Figure 10.3 XRD pattern of 5 wt.% Pd/Al2O3 as an example for a typical supported catalyst.

Figure 10.4 Temperature dependent X-ray powder diffraction of Fe4Al13 in (a) 25%H2 and (b) 20%
O2 in helium.
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The ability to form hydrides is widely spread among intermetallic compounds.
The absence of hydride formation has to be proven carefully, because the
formation of hydrides involves changes of the structural and electronic properties
that directly influence the catalytic behavior. The observed catalytic properties
thus would not be specific for the intermetallic compound that was originally
placed in the reactor, but for the hydride formed in situ. This situation is even
more complex due to the instability of some hydrides under normal conditions.
The hydride decomposes as soon as the reactive atmosphere is removed, which
makes the ex situ detection difficult or even impossible. To be able to assign the
observed catalytic properties to a specific intermetallic compound, thus allowing
a knowledge-based approach, hydride formation under reaction conditions has to
be excluded.

A method that has only recently been extended to in situ investigations of
reactions in the gas phase, is prompt gamma-activation analysis (PGAA) [43]. PGAA
is based on the emission of gamma-rays of characteristic energy by the elements,
when exposed to cold neutrons. In the first step, the neutrons are absorbed by
the nucleus, which emits an element specific gamma-ray to release the gained
energy. The sample is placed in a tubular reactor and while the reactive atmosphere
and temperature are applied, the concentration of hydrogen in the sample is
determined. The measurement has to be corrected for background contributions
(mainly water in the path of the neutron beam) and results in an accurate measure-
ment of the hydrogen concentration. As result, hydride formation can be detected at
very low levels, allowing to exclude or to proof the presence of a hydride under
reaction conditions.

To prove the feasibility of the method, measurements of the hydrogen concen-
tration in elemental Pd in hydrogen atmosphere were performed and resulted in the
formation of b-PdH0.7, as expected. The complex metallic phases on the other hand
showed practically no hydrogen uptake. Based on the PGAA and XRD results, the
formation of hydrides in the complexmetallic phases Co4Al13 and Fe4Al13 can clearly
be ruled out.

10.2.2.2 Surface Stability
Heterogeneous catalysis takes place at the surface of the intermetallic compounds, so
additionally surface sensitive methods have to be applied under reaction conditions
to ensure the stability in situ.

Changes in the so-called near-surface region under reaction conditions can be
detected by high pressure X-ray photoelectron spectroscopy (XPS) in thembar range.
Complementary to in situ XRD investigations, XPS does not give any structural
information but is restricted to the electronic state of the elements within the
material. To detect changes under reaction conditions, the XPS signals of core levels
of the elements in thematerial aswell as valence band spectra arefirst recordedunder
ultrahigh vacuum (UHV) conditions. In addition to the spectra of the metallic
elements, the spectra of carbon and oxygen have to be also recorded to detect
changes in these under reaction conditions. Using synchrotron radiation, the energy
of the incoming photons can be tuned in such a way that information from different
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depths of the material can be obtained. This depth scan allows the detection of
so-called subsurface chemistry that can strongly influence the catalytic properties. A
recent example is the investigation of a subsurface palladium–carbon phase, when
elemental palladium is used as catalyst for the hydrogenation of alkynes [44, 45].
Carbon, resulting from the decomposition of the alkynes, diffuses into the palladium
and forms a subsurface Pd/C phase. The hydrogen in the feed causes the formation
of b-PdH0.7 as shown above. This catalytically highly active hydride usually leads to
total hydrogenation of the respective alkynes. The subsurface Pd/C acts as a diffusion
barrier that hinders the diffusion of the highly active hydridic hydrogen to the
surface. This results in a complete change from the unwanted total hydrogenation of
the alkyne to a selective semihydrogenation to the corresponding alkene, thus
strongly altering the catalytic properties.

After recording UHV spectra and collecting the information for different depths,
in situmeasurements can be performed. The reactive atmosphere is introduced into
theUHVchamber at pressures of around 1mbar and then the sample is heated to the
desired temperature. Mass spectrometry is applied to detect the catalytic activity and
spectra are recorded after equilibration of the sample.Differences to theUHVspectra
indicate alterations of the compounds, like decomposition or the involvement of
subsurface species. Besides extra signals for an element, which result from the
presence of an additional compound, also a shift of the signals relative to the UHV
spectra is possible, for example, by hydride formation. Here, it becomes obvious why
reference spectra have to be recorded beforehand. Furthermore, the elemental states
of the metals constituting the complex metallic phase are significantly altered
compared to the pure metals. This easily leads to shifts of more than 1 eV and the
UHV spectra are necessary to assign the signals of the complex metallic phases
unambiguously [15].

UHV and in situ XPS valence band spectra of Co4Al13 and Fe4Al13 are shown in
Figure 10.5. Comparison of the spectra clearly shows the stability of the near-surface

Figure 10.5 UHV XPS valence band spectra of (a) Co4Al13 and (b) Fe4Al13 and corresponding
spectra under in situ conditions (1mbar H2, 0.1mbar C2H2, recorded at beamline ISIS at BESSY).
The spectra for elemental Co and Fe are shown for comparison.
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region under in situ conditions. The influence of the covalent bonding on
the electronic structure alters the band structure compared to cobalt and iron
in the elemental states. Shifting the transition-metal d-bands below the Fermi
energy leads to changes in the valence-band spectra expressed by the depletion of
the density of states around the Fermi energy.

10.3
The Semihydrogenation of Acetylene

Ethylene for the production of polyethylene (2005: 50� 106 t) is produced by steam-
cracking of naphtha. Acetylene, which is present around 1% in the feed, is a poison
for the polymerization catalyst [46]. To prevent detrimental effects during the
polymerization, the acetylene concentration has to be reduced below 5 ppm. An
elegant way to clean the ethylene feed is the selective semihydrogenation of acetylene
to ethylene, thus turning the poison into valuable reactant. Selectivity is crucial in this
process, since the hydrogenation of ethylene – which is present in a large excess – to
ethane has to be prevented.

Selectivity can be enhanced by reducing the size of the active site, the so-called
active-site isolation concept that was introduced in the 1970s [14]. Smaller active sites
allow only a limited number of adsorption configurations, which possibly leads to a
smaller number of by-products and higher selectivity towards ethylene. In addition,
site-isolated catalysts possess higher stability since carbonaceous deposits, which
present the dominant deactivation path in this reaction [47], are not formed on small
active sites.

Palladium is a highly active catalyst for this reaction and to limit the size of the
active sites, industrial catalysts are based on disordered palladium-silver alloys
supported on Al2O3 [48]. One drawback of these catalysts is limited selectivity
because, due to the random arrangement of the atoms, the active sites are not
completely isolated from each other. Additionally, alloys are prone to segregation.
This leads to larger active sites with time on stream resulting in lower selectivity and
deactivation because of the formation of carbonaceous deposits.

First studies to realize the active-site isolation by intermetallic compounds were
performed within the Pd–Ga system [13, 15–17, 49, 50]. For example, in the crystal
structure of PdGa, the palladium atoms are surrounded by seven gallium atoms and
no direct Pd–Pd bonds are present. After showing the feasibility of the concept, the
focus changed to replacing the usually applied noble metals by cheaper transition
metals. Despite the crystallographic disorder, complex metallic phases with suited
crystal structures provide active-site isolation as an intrinsic property. In the crystal
structure of Co4Al13, disorder is observed only for the aluminum atoms. Indepen-
dently of that, the cobalt atoms are surrounded by nine to twelve aluminum atoms.
Only for two out of ten crystallographic cobalt sites does a cobalt atom have one other
Co atom at the periphery of the coordination sphere (dCo-Co¼ 2.89–2.95A

�
). Thus, the

transition-metal atoms are completely isolated from one another by a shell
of aluminum. Correspondingly, the number of transition-metal–transition-metal
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contacts is much smaller than in the corresponding elements. This is in agreement
with the active-site isolation concept.

In addition, segregation is drastically reduced by the covalent bonding present in
the complex metallic phases. The resulting structural stability can preserve the
geometric arrangement under reaction conditions and also prevents hydride for-
mation, resulting in higher selectivity.

Figure 10.6 shows the catalytic properties of unsupported Co4Al13 and Fe4Al13 in
the semihydrogenation of acetylene. The ratio of the reactants in the feed (0.5%
acetylene, 5% hydrogen, 50% ethylene, rest He) resembles the feed composition
under industrial conditions. The data represents isothermal runs at 200 �C.

Both compounds possess increased stability and selectivity compared to Pd/Al2O3.
The selectivity is also higher than for an unsupported Pd20Ag80, where the active-site
isolation is realized by random distribution of the Pd atoms in the Ag matrix. The
detrimental effect of large active sites is obvious from the Pd/Al2O3 data. Here, side
reactions lead to carbonaceous deposits that lead to deactivation of the catalyst.
Deactivation is largely reduced in the complex metallic phases due to the isolated
active sites that lead to ethylene with high selectivity.

The low activity compared to Pd/Al2O3 is due to the small surface area of the
complexmetallic phases, which have only been ground before use. That the intrinsic
activity of intermetallic compounds should be of the same order ofmagnitude as Pd/
Al2O3 has been shown in the case of nanoparticulate PdGa/Al2O3 and Pd2Ga/Al2O3.
Figure 10.7 shows the selectivity over the activity of different catalysts after 20 h time
on stream under identical conditions.

The superior selectivity of the intermetallic compounds PdGa and Pd2Ga aswell as
the complexmetallic phases directly shows the advantageous influence of the isolated
active sites. In the case of the Pd–Ga intermetallic compounds the nanoparticulate
synthesis resulted in catalysts with higher activity than 5 wt.% Pd/Al2O3. Since the
activity of ground Co4Al13 and Fe4Al13 is in the same regime as the ground Pd-Ga
intermetallic compounds, nanoparticulate complex metallic phases should also be
highly active and selective catalysts in this reaction. Due to the lower price of cobalt,

Figure 10.6 (a) Conversion and (b) selectivity to ethylene of unsupported Co4Al13 and Fe4Al13 in
the semihydrogenation of acetylene. Pd/Al2O3 and an unsupported Pd20Ag80 alloy are shown for
comparison.
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iron and aluminum, the development of a nanoparticulate synthesis route is a
worthwhile target for future investigations.

10.4
Complex Metallic Phases as Platform Materials for Heterogeneous Catalysis

Using complex metallic phases and intermetallic compounds as in situ stable
catalysts allows a knowledge-based improvement instead of a trial-and-error ap-
proach in heterogeneous catalysis. Since heterogeneous processes take place at the
surface of the materials, exact knowledge of the nature of the surface, structurally as
well as electronically, is required. As demonstrated in this chapter, our knowledge of
the surface structures on selected complex metallic phases is comprehensive due to
the effort of the European Network of Excellence �Complex Metallic Alloys� to focus
different specialists on selectedmaterials. The excellent knowledge about the surface
of the compounds will enable a deep understanding of the ongoing processes in the
future, making these compounds valuable platform materials not only for basic
science, but also as industrial catalysts due to their lowprice compared to for example,
palladium. Since identical materials can be investigated by UHVmethods as well as
by reactor studies and quantum chemical calculations, these materials have the
potential to bridge the materials gap, thus allowing combined studies. The perspec-
tive of these studies is to identify and analyze the nature of the adsorption sites for the
reactants and elucidate the mechanism of the semihydrogenation by kinetic mea-
surements as well as quantum chemical calculations.

Figure 10.7 Selectivity towards ethylene versus activity of different catalysts in the
semihydrogenation of acetylene (data after 20 h time on stream).
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Index

a
acoustic dispersion 82, 103
activation enthalpy 29
activation volume 29
ADF detector 352
adhesion
– on air-oxidized quasicrystal surfaces 193 f
– on clean quasicrystal surfaces 191 f
– on in-situ oxidized quasicrystal

surfaces 191 f
adhesion energy of CMAs 254
adhesion force 195
– under fretting of CMAs 301 ff
adhesion measurement using AFM 191 f
adiabatic demagnetization 317
adiabatic temperature change 317
adsorption on quasicrystal surfaces 181 ff
– growth of a copper pseudomorphic

multilayer film 183
– growth of a xenon thin film 182
– growth of lead monolayer 181
– molecular adsorption onto d-Al-Ni-Co 249
– molecular adsorption onto i-Al-Pd-Mn 249
adsorption sites on a quasicrystal surface

179 f
AFM. see atomic force microscopy
AFM/FFM measurement 195 f
i-Ag-In-Yb QC 50
o-Al13Co4 9, 26 ff
– ab initio calculation of the electronic band

structure of 142
– anisotropic physical properties of 117 ff,

148 ff
– behaviour in catalytic hydrogenation

392 ff, 396
– comparison with PdGa 390 f, 396
– ELI-D of 388 f
– Fermi surface of 142 f

– mechanical properties of 275
– single-crystal growth of 215 f
– structure of 389
Al4(Cr,Fe) phase
– ab initio calculation of the electronic band

structure of 142 ff
– anisotropic physical properties of 119 f
– Fermi surface of 142 f
– localized corrosion model for 265 f
Al-Cr-Fe phase system 3, 22, 48, 166
– abrasion resistance of quasicrystalline

Al-Cu-Fe coatings 306 f
– air-oxidation of 252 f
– Al-Cu-Fe QCs as reinforcement in Al-based

matrix composites 291 ff
– Al-Cu-Fe-B QC 47, 296, 309
– Al-Cu-Fe-Cr QC 30
– y-Al2Cu 3, 14, 229, 236, 277
– o-Al7Cu2Fe 15, 248, 293
– j-Al10Cu10Fe 14
– Al63Cu25Fe12 45, 57, 71, 227
– corrosion experiments 255 ff
– corrosion experiments 255 ff, 267
– electrical conductivity 54
– i-Al-Cu-(Fe,Ru,Os) QC 49, 55, 59, 66
– mechanical properties of compounds of

the 277
– MOCVD processing of Al-Cu-Fe thin

films 227 ff
– phase diagram 3, 228
– photoelectrochemical behaviour of surface-

passivating oxide layers 261
– surface energy of Al-Cu-Fe QCs 24
– surface oxidation of 247 ff, 267, 269
– surface oxidation under UHV environment

of 248
– Vickers microhardness of Al-Cu-Fe

QCs 274 ff
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– Vickers microhardness of i-Al-Cu-Fe
reinforced composites 296

Al-Cu-Ru phase system 15
alloying 185 f
Al-Mg alloy 15 ff, 278 ff
– b-Al3Mg2 16, 26 ff, 268, 275
Al-Mn-Si approximant phase 66, 68 ff
Al-Pd-Fe phase system 8
– C1-Al-Pd-Fe 12
– C2-Al-Pd-Fe 11
– e22-Al-Pd-Fe 8
– x-Al-Pd-Fe 8
Al-Pd-Mn phase system 7, 15, 22, 69
– e28-Al-Pd-Mn 7
– e6-Al-Pd-Mn 6, 26 ff
– i-Al-Pd-Mn 22, 47, 86 f, 158, 245
– c-Al-Pd-Mn 221
Al-Pd-TM phase system
– i-Al-Pd-(Mn,Re) QC 49 f, 55, 59, 66
– electrical conductivity of Al-Pd-Mn

CMAs 69
Al-Pd-Mn phase system
– molecular adsorption onto i-Al-Pd-Mn 249
– oxidation characteristics of fivefold

i-Al70Pd21Mn9 surface 244
– single-crystal growth of x0-Al-Pd-Mn

221 f
– surface oxidation of 244 ff
– surface-structure determination

of i-Al-Mn-Pd 160 ff, 165, 168
– surface-structure determination of

x0-Al-Mn-Pd approximant phase 164
– thermal conductivity of Al-Pd-Mn

CMAs 105
Al13TM4-structured CMA 117 ff
aluminum-based CMA
– Al56Li33Cu11 56
– Al70Pd20(V,Cr,Mn,W)5(Co,Fe,Ru,Os)5 55
– in the Al-Co-Cu-Si system 48
aluminum matrix composite reinforced with

CMAs
– friction properties of 309
– mechanical properties of 294 f
– preparation of 291 ff, 309
– preservation of complex phases in 292 f
– thermal stability of 292 f
aluminum oxide layer 266 ff
analytical coefficient 67 f
anharmonic interaction, effect on phonon

spectrum 79
anisotropic physical property 117 ff
– electrical resistivity 124 ff, 129, 148 f
– Hall coefficient 132 ff, 146 ff
– magnetic properties 120 ff

– of Al4(Cr,Fe) CMAs 122 f, 126 f, 129,
132, 135, 138

– of o-Al13Co4 120 ff, 125 f, 129, 131,
134 ff, 148 ff

– of the Y-Al-Ni-Co phase 120, 124 f, 129,
130, 132 f, 136, 147

– thermal conductivity 136 ff
– thermoelectric power 130 ff
annealing treatment in CMA surface

preparation 158 f
anticrossing effect 98 f, 101
antiphase boundary 6
antistick properties of QCs 30
aperiodic system 61 ff
application of QCs
– related to heat insulation 34
– related to light absorption 34
– related to magnetocaloric effect 33
– related to particle dispersion 35
– related to surface energy 30 f
Arrhenius plot 233, 235, 238 f
as-cast quasicrystalline composite 281 f,

288 ff, 295, 308, 326
asymmetry parameter 174 f
atmospheric aging 251
atomic force microscopy (AFM) 191 ff
atomic long-range order 41
atomic-scale adhesion property of CMAs 190

b
Ba8Ga16Ge30 99 f, 370 f
BDTT. see brittle-to-ductile transition

temperature
Bergman cluster 162
Bergman phase 12, 18, 50, 82
BF detector 352 f
BF image. see bright-field image
Bi2Te3/Sb2Te3 superlattice 369 f
binary intermetallic magnetocaloric

compound 334 ff
Bloch wave 71
BMG. see bulk metallic glass
Bragg diffraction 351
Bragg peak 76 f, 84, 86 ff, 99 f, 165
g-brass phase 14
Bravai rule, modified for CMAs 162
Bridgman technique 210 ff, 218 ff, 221 ff, 224
bright-field (BF) image 11, 349 ff
Brillouin zone 13 f, 71 ff, 82, 103, 140 ff, 175
– Brillouin-Jones zone 56
– Brillouin-zone boundary 13, 72 ff, 79, 82
Brinell hardness 296 f, 310
brittle-to-ductile transition temperature

(BDTT) 276

402j Index



bulk metallic glass (BMG) 284 ff, 285, 335 f
bulk structure of quasicrystal samples 160,

167
Burger vector 6, 8

c
cage compound 95 f
capillarity 208
casting 219, 280 f, 288, 291 f, 296
i-Cd(Yb,Ca) QC 57
Cd-Yb(rare earth) QC 49 f
centered dark-field (CDF) image 349
charge-density wave instability 372
chemical bonding of intermetallic

compounds 388
chemical vapor deposition (CVD) 225 ff. see

also molecular chemical vapor deposition
– codeposition of two metals 229
– precursor selection 229 f, 240
– process steps 226
clathrate 50, 96 ff, 370
– structural classification of 377 f
– thermoelectric properties of 370, 377 f
CMA coating 227 ff, 235 ff, 306 f. see also thin

film deposition
CMA. see complex metallic alloy
CMA single crystal 208
CMAs surface
– atmospheric aging of 251 ff
– electrochemical characterization of

oxidized 256 f, 262 f
– hardness of 23
– interaction with oxygen under UHV

environment 244 ff
– localized degradation reactions of surface

oxides 262 ff
– molecular adsorption onto 248 ff
– of d-Al-Ni-Co 163 f
– pentagonal surface of i-Al-Pd-Mn 244 ff,

250
– preparation of 20
– properties of 21 f, 254 f
– thermodynamic stability of 255 ff
– treatment of 21 f
cold crucible 210
cold welding of CMAs 299 f
complex metallic alloy (CMA)
– aluminum-based 4 ff
– anisotropic properties of 20
– as hydrogenation catalyst 388 ff
– atomic-scale adhesion properties of 190
– characterization of 2
– coating application of 31 ff
– complexity index 4 f

– definition of 1
– electrical resistivity of 19
– electronic structure of 13 f
– heat insulation application of 34
– magnetocaloric properties of 324 ff
– mechanical engineering properties of

273 ff
– phonon modes of 71 ff
– plasticity of 25
– reactions in aqueous solutions 255 ff
– stabilization of 13 f, 17 f
– surface chemistry of 243 ff
– surface energy of 22 ff
– surface properties of 20 ff
– TEM investigation of 353 ff
– transport properties of 18 f, 33 f
– vibrational properties of 71 f
– wetting properties of 188 ff
complexity index 4 f
concept of �active-site isolation� 386, 395
concept of �electron engineering� 371 f
concept of �phonon engineering� 370
concept of �phonon glass electron crystal

(PGEC)� 368 ff
concept of �phonon-blocking electron-

transmitting� 369
concept of �rattling atoms� 102 f, 369 f
congruently melting phase 217
contact angle of water on quasicrystal

surfaces 188 f
continuum-mechanicsmodels for atomic-scale

adhesion 190 f
Conway�s theorem 61
copper cyclopentadienyl triethyl phosphine

(CpCuPEt3) 231
corrosion
– high-temperature oxidation of Al-Cu-Fe thin

films 268
– high-temperature oxidation of Al-rich bulk

samples 266 f
– localized 264 ff
– of CMA powders 269
– resistance of QCs 30
CpCuPEt3. see copper cyclopentadienyl triethyl

phosphine
Cr-Cr2Nb two-phase alloy 280 ff
critical electronic state 60 ff
critical normal mode 63
critical wavefunction 61 f
crystal interface 209
crystal/quasicrystal interface 185
current-voltage curve 44 f
CVD. see chemical vapor deposition
Czochralski technique 211 ff, 215 ff, 220
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d
dark-field (DF) image 349 ff
�dark star� motif 162, 168, 179 f
Debye approximation 74
Debye-Waller factor 105
decagonal quasicrystalline approximant 118
defect 6 ff
– line 6
– one-dimensional 6
– planar 6, 9 f
– zero-dimensional 6
deformation of CMAs 26 ff, 192 f, 274 f,

284
density functional theory (DFT) 167, 320 ff
density of states (DOS) 13 f, 44, 56
– ab initio calculation of 14, 140 ff
– distribution in Al8V5 16
– distribution in b-Al3Mg2 17
– effect of the electronic DOS on the

thermopower 371
– effect on electrical conductivity 127
– fine spectral features 57 f
– modification of the phonon DOS 370
– of a free-electron system 13
– of a Hume-Rothery alloy 13, 172
– of thallium-substituted lead telluride 373
– relation to adhesion energy 254 f
Derjaguin-Muller-Toporov (DMT) model

190 f
DF detector 352
DF image. see dark-field image
DFT. see density functional theory
diffusion barrier in reinforced MMCs 293
diffusion length 209
dimethyl-ethyl-amine alane (DMEAA) 231
dislocation 6 ff
dispersion relation 72
DMEAA. see dimethyl-ethyl-amine alane
Doniach-Sunjic line shape analysis 174
DOS. see density of states
Drude model for optical conductivity 45 ff
Drude peak 46, 48
dynamical matrix 73, 78, 83 f, 93

e
EAM potential calculation 84
eigenmode 71
elastic limit 300
electrical conductivity 66
– model for calculation of 127 ff
electrical resistivity 19, 34. see also anisotropic

electrical resistivity
– ab initio calculation of 148 f
– Boltzmann-type PTC 125 ff

electrochemical polarization measurement
256 ff, 263 ff

electrocodeposited quasicrystalline
composite 309

electron confinement in thin films 186 f
electron density of states. see density of states

(DOS)
electron localizability indicator (ELI) 388
electronic band structure 140, 175, 371
electronic state 175 f
electron-phonon scattering 125
ELI. see electron localizability indicator
ELI-D formulation 388
entropy-temperature relation of ferromagnetic

material 381
Erlich-Schoebel barrier 179
EuZn2Sb2 374

f
Fe4Al13 as hydrogenation catalyst 392 ff, 396
Fe-B-Nb bulk metallic glass 284 ff
Fe-Nb alloy system 280 ff
Fermi energy 13 f, 56, 371
Fermi sphere pseudo-Brillouin zone

interaction 56
Fermi surface 140 ff, 322
Fermi-Dirac distribution function 64
Fermi-sphere Bragg-plane interaction 171
Fermi-surface Brillouin-zone diffraction

effect 56 f
Fe-Zr alloy system 283
FFM. see friction force microscopy
Fibonacci lattice 61 ff
filled skutterudite 375
floating zone melting technique 212
flux growth technique 214 f, 218
force-distance curve 192
fretting test 299 ff
Friauf polyhedron 82
friction 191
– adhesive part of 23, 25 f
– electronic 199
– on atomically clean quasicrystal

surfaces 196 f
– on in-situ oxidized quasicrystal

surfaces 196 f
– phononic 199
– properties of CMA matrix composites

306 ff
– relation of low friction with wetting and

adhesion 200
friction anisotropy 197 f
– after surface modification 200
– of clean two-fold Al-Ni-Co surface 198 f

404j Index



friction coefficient 22 ff, 197, 310
friction force microscopy (FFM) 195 f
friction measurement 194 f

g
gadolinium 319 f, 320 f
Gd5(Si1-xGex)4 alloy 324 f, 327, 330, 337 f
– structure of 346 f
Gd5Si2Ge2 317, 321, 324 f, 338
– alloys with iron substitutions 339 ff
– magnetic measurements on iron substituted

phases of 345 f
– phase formation with iron 339 ff
– a ! b structural transformation 348 f
– structure of 348
– TEM analysis of 353 ff
– TEM analysis of iron substituted phases

of 354 f
– X-ray diffraction measurements of iron

substituted phases of 344
generalized vibrational density of states

(GVDOS) 78, 97, 101
grain-boundary phase 325, 339 ff, 345, 357 f
GVDOS. see generalized vibrational density of

states

h
half-Heusler phase 379 f
Hall coefficient 20, 132 ff. see also anisotropic

physical property
– ab initio calculation of 146 ff, 150 f
Hall-Petch equation 277 f
hardness of CMAs 275 f, 295 f
harmonic approximation 73, 78, 83 f, 93 f
heterogeneous catalyst 386
Heusler phase 328 f, 379
horizontal gradient freeze technique 212
Hume-Rothery (H-R) phase 13, 171
Hume-Rothery mechanism 13 f, 44, 59,

68, 171
Hume-Rothery rules 13 f, 56, 170 f
Hurwitz Zeta function 65
hybridization mechanism 14 f, 44, 57, 59
hysteresis loss of MC, reduction of 324 f,

339 ff, 346 f

i
identification of trap sites 179 f
IEM transition. see itinerant-electron

metamagnetic transition
incongruent melting phase 212, 214, 216
inelastic X-ray scattering 75, 89
in-situ analysis of gas phase reactions

393

in-situ analysis of the near-surface region of
CMA catalyts 393

in-situ stability of intermetallic catalysts 390
interband transition 46
interlayer relaxation 169
intermetallic catalyst 386
– selectivity to ethylene versus activity in

hydrogenation 397
– system requirements for the design of 387 f
intermixing 185 f
interstitial 6
intraband transition 45
intrinsic surface 156
inverse Matthiessen rule 43 ff
iron bis(N,N0-di-tert-butylacetamidinate) 231
island formation during thin-filmgrowth 178
isothermal magnetization 317
itinerant-electron metamagnetic (IEM)

transition 330 ff

j
Johnson-Kendall-Roberts (JKR) model 190 f

k
Kondo lattice system 372
Kondo resonance 372
Kramers-Krönig transformation 45
Kubo-Greenwood formalism 63 f
Kyropoulus equipment 215
Kyropoulus technique, liquid-

encapsulated 224 f

l
La(Fe13-xMx)-based magnetocaloric

compounds 330 ff
La(Fe13-xSix) alloy 330 ff
La1-xCaxMnO3 alloy 324 f
LaFe13-xSix 321 f
laser-cladded quasicrystalline composite 309
lattice dynamic
– of the i-Al-Pd-Mn icosahedral QC 87
– of xenon clathrate hydrates 96
Laves phase 2, 18, 81, 224 f
– in two-phase intermetallic compounds

280 ff
– magnetocaloric properties of 323 f
– mechanical properties of 274 f
LEED. see low-energy electron diffraction
LEIS. see low-energy ion scattering
Lifshitz-Van der Waals term 30 f
linear response theory 63
local-spin-density approximation (LSDA) 321
Lorenz function 50 ff, 64
Lorenz number 49, 66, 368
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low-energy electron diffraction (LEED) 156,
161, 165, 181 f

low-energy ion scattering (LEIS) 161
LSDA. see local-spin-density approximation
LSDA þ U method 321

m
magic island formation 187
magnetic entropy change 318 ff, 323, 328 ff,

337 f, 344 f
magnetic phase transformation
– first-order (FOMT) 319 ff
– FOMT coupled with a structural

transformation 326
– of a ferromagnet 318 f
– second-order (SOMT) 319 ff
magnetic refrigeration 317
magnetic susceptibility 20, 117, 121 ff
magnetocaloric (MC) material 317 ff
– binary intermetallic magnetocaloric

compounds 334 ff
– comparison of 336 f
– effect of interstitial hydrogen 332
– gadolinium 322 f, 337
– Gd5(Si1-xGex)4 alloys 324 f, 327, 330, 337 f
– Gd5Si2Ge2 321, 324 f
– Gd5Si2Ge2 phases with iron

substituents 338 ff
– La(Fe13-xSix) alloys 330 ff
– La(Fe13-xSix)Hy alloys 322 f
– LaFe13-xSix 321 f, 337
– Laves phases 323 f
– Mn(As1-xSbx) alloys 326 f
– MnFe(P1-xAsx) alloys 327 f
– Mn1-xFexAs alloys 327, 331
– Mn3GaC 329 f
– Mn5Ge3 329
– Mn5Ge3-xSix alloys 330
– modelling of MC behaviour 320 ff
– nanocomposites 336
– Nd5(Si1-xGex)4 alloys 325
– Ni2MnX Heusler alloys 328 f
– rare-earth manganites R1-xMxMnO3 332 f
– substituted La(Fe13-xMx)-based

compounds 330 ff
– Tb5(Si1-xGex)4 alloys 325
magnetocaloric effect (MCE) 317 ff
– inverse 329
mass effect 81
mass-thickness contrast 350 f
material diffusion 209
matrix phase 273, 339 ff, 355, 357 f
MCE. see magnetocaloric effect
mean-field approximation 321

mechanical properties of quasicrystals 188 ff
melting behaviour 209 f
metadislocation 6 f, 9
metal deposition on a CMA surface 185
metal matrix composite (MMC) 35
metal matrix composite reinforced with

CMAs 290 ff
– friction properties of 309 f
metal-oxide-solution capacitance 259 ff
microcell technique 262 ff
microhardness (Vickers) 229, 276 f, 296, 308 f
microhardness indentation test 274
microstructure 268, 278 ff, 340 ff, 357 f
– multiphase 283 ff, 312
– refinement of 278 ff
MMC. see metal matrix composite
Mn(As1-xSbx) alloy 326 f
MnFe(P1-xAsx) alloy 327 f
Mn1-xFexAs alloy 327, 331
Mn3GaC 329 f
Mn5Ge3 329
Mn5Ge3-xSix alloy 330
MOCVD 225 ff. seemolecular chemical vapor

deposition
modelling
– in the 1/1 Zn-Sc approximant of

i-Zn-Mg-Sc 88 ff
molecular chemical vapor deposition

(MOCVD) 226 ff, 239 f
– of a copper coating processed from

CpCuPEt3 233 ff
– of Al-Cu-Fe thin films 227 ff
– of an aluminum coating processed from

DMEAA 232
– of an iron film from Fe2 237 f
– of the Al4Cu9 approximant phase 235 f
– precursors for codeposition of Al-Cu-Fe

films 230 f
– process strategy 230
Mott-Schottky analysis 260
Mott�s formula 67, 371
multi-phase intermetallic compound 280 ff,

312. see also bulk metallic glass

n
nanocomposite 336
nanostructured CMA 277 ff, 284 ff, 289
– preparation of 278 f
Nd5(Si1-xGex)4 alloy 325
neutron scattering
– coherent inelastic 75 ff
– incoherent inelastic 78, 100 f, 104
Ni2MnX Heusler alloy 328 f
nucleation mechanism 178 f
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o
optical conductivity 45 ff
optical phonon mode 46
oxidation of CMAs surface 244 ff

p
pair-volume function 388
passivating oxide layer 247, 253, 257 f
– electronic properties of 259 ff
– formed on aluminum-based CMAs at high

temperatures 266 f
– oxide growth model 253
PBZ. see pseudo-Brillouin zone
PdGa as hydrogenation catalyst 386, 390, 395 f
Peierls transition 372
Penrose tiling. see pentagonal tiling
pentagonal hollow site 179 ff
pentagonal tiling of a CMA surface 160 ff
peritectic reaction 216, 219, 222, 292
PGEC. see concept of �phonon glass electron

crystal�
o-phase 292 ff, 310
phase diagram
– of the Al-Cu-Fe system 3
phase-transition temperature 321
phason line 6
phason plane 7, 9, 221
phonon 71 ff
– in quasicrystals and approximants 81 ff
– measuring of 75 f
phonon backscattering 369
phonon dispersion 74, 82, 101, 371
phonon-glasselectron-crystal (PGEC) 96,101f
phonon lifetime 100
phonon mode
– effect of disorder on 81
– in the 1/1 Zn-Sc approximant of

i-Zn-Mg-Sc 88 ff
– of skutterudites 101 ff
– of the i-Al-Pd-Mn icosahedral

quasicrystal 86 ff
– of the i-Zn-Mg-Sc quasicrystal 88 ff
– of the Zn2Mg laves phase 81 ff
– of xenon clathrate hydrates 95 ff
– of Zn4Sb3 alloy 103 f
phonon-phonon interaction 77, 79
photoemission spectra of quasicrystals 173,

177, 187
pin-on-disk friction experiment 22, 24, 194 f
plasma edge 46
plasma frequency value 46
plasma-arc sprayed quasicrystalline

composite 306 f, 310
plasticity 25 ff, 274 f, 284

PMI. see pseudo-Mackay cluster
positive temperature coefficient (PTC) 125
prompt gamma-activation analysis

(PGAA) 393
pseudo-Brillouin zone (PBZ) 14, 56, 171
pseudo-Brillouin zone boundary 87, 91
pseudogap 13 ff, 17, 44, 56, 94, 105, 168, 170 ff
– detection of, at the Fermi level 173 f
pseudo-Mackay cluster (PMI) 161, 221
pseudomorphic layer 181 f
PTC. see positive temperature coefficient

q
QC. see quasicrystalline compound
quantum size effect (QSE) 177, 187
quantum-well state (QWS) 186
quasicrystal 1 ff
– chemical constitution of thermodynamically

stable 55
– decagonal systems 43, 48, 117 f
– electrical properties of 43 ff
– electrical resistivity of 19
– electronic-structure-related properties

of 43 ff
– icosahedral systems 43, 46, 51, 68, 86 f
– optical conductivity of 45 ff
– photoemission spectrum of a Al-TM

quasicrystal 172 f
– physical properties of, compared with

metallic systems 53
– rare-earth-bearing 49
– stable binary 2, 57
– thermal conductivity of 105 ff
quasicrystalline approximant 43 ff, 48, 68, 81

ff. see also quasicrystal
– 1/1 Al-Mn-Si 48
– to decagonal quasicrystals 117 f
quasicrystalline composite coating 306 ff
– preparation of 30
quasicrystalline compound (QC) 13 f
quasiperiodic optical conductivity 48
QWS. see quantum-well state

r
rare-earth manganites R1-xMxMnO3 332 f
�rattling�. see thermal oscillation
�rattling� mode 42, 96
real-space method 160 ff
reduction of DOS. see pseudogap
refrigerant capacity (RC) 338
�resonant scattering� of mobile charge

carriers 372
RHEED pattern 181, 185
Riemann Zeta function 65
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s
Samson phase 12, 16 ff
scanning transmission electron microscopy

(STEM) 349 f
scanning tunneling microscopy (STM)

160 f, 164
SCAP. see structurally complex alloy phase
scattering rate 106
secondary electron imaging (SEI) 161
Seebeck coefficient 49, 66, 131, 366. see also

thermoelectric power
SEI. see secondary electron imaging
self hybridization 15 ff
self-flux growth. see flux growth technique
semihydrogenation of acetylene 395 f
SEXS. see soft X-ray emission spectroscopy
single-crystal growth
– basic concepts of 208 ff
– Bridgman equipment 211
– crucible material 210
– growth velocity 209
– of Al-Pd-Mn approximants 221 f
– of Al13Co4 215 f
– of Al13Fe4 215 f
– of b-Al3Mg2 217
– of MgZn2 224 f
– of Mg32(Al,Zn)49 219 f
– of Yb-Cu superstructural phases 222 f
– techniques for 210 ff
single-phase intermetallic compound 274 ff,

311 f. see also Laves phase
skutterudite 101 ff, 375 f
SmRu4P12 101
soft X-ray emission spectroscopy (SEXS) 14
Sommerfeld�s value 50 f, 368
SPA. see spot profile analysis
SPA-LEED technique 166 f
spectral conductivity function 59 f, 63, 67, 70
spectral conductivity model 59 f
spot profile analysis (SPA) 166
sputtered surface of CMA 157 f
stabilisation of alloy surfaces 169 f
stacking fault 6
STEM. see scanning transmission electron

microscopy
STEM diffraction contrast 352 f
STEM image 351
STM. see scanning tunneling microscopy
stress-strain curve 27 f, 297, 299
structurally complex alloy phase (SCAP) 1 ff.

see also CMA structure
– of Al4(Cr,Fe) CMAs 119 f
– of clathrates 377 f
– of decagonal quasicrystals 160

– of EuZn2Sb2 367, 374
– of half Heusler MgAgAs-type phase 379
– of Heusler MgCu2Al-type phase 379
– of i-CdYb 89
– of icosahedral quasicrystals 160, 167
– of o-Al13Co4 119
– of PdGa 395
– of the Y-Al-Ni-Co phase 118 f
– of Yb14MnSb4 367
– of Zn4Sb3 378 f
supercooled liquid (SCL) region of metallic

glasses 287, 290
superstructure 7, 91, 222
– Moiré 174 f
– of Al-Pd-Mn approximants 221 f
– type-I 160, 163, 166
surface chemistry of CMAs 243
– under UHV environment 244 ff
surface energy 22 ff, 169
– applications related to 30 f
– broken-band approximation 169
– minimization of 170
surface kinetics 208 ff
surface orientation 169
surface preparation of CMA 156 ff
– of intrinsic surfaces in UHV starting from

monocrystal 157
– sputter-annealing technique 157 f
surface reconstruction 169
surface relaxation 169
surface segregation in alloys 170
surface-structure determination 156 ff
– using ab initio methods 167 ff
– using real-space methods 160 ff
– using reciprocal-space methods 163 ff
symmetry of CMAs 160 ff
– icosahedral 35, 56, 91, 95, 161
– of decagonal QCs 160
– pentagonal symmetry elements 161
– pseudodecagonal 183
– pseudopentagonal 388
– ten-fold symmetry axis in decagonal

QCs 160, 176

t
Ta-HfV2 two-phase alloy 280 ff
Taylor phase 9
Tb5(Si1-xGex)4 alloy 325
TEM. see transmission electron microscopy
TEM diffraction contrast 351 f
TEM image 350 f
temperature coefficient 20
thermal conductivity 20, 49 f, 105 ff
– anisotropic 136 ff

408j Index



– electron contribution to 64, 105, 149 f, 368
– enhancement parameter 51
– lattice contribution to 368 ff
– of silicium nanowires 369
– phonon contribution to 49 ff, 79
– phononic temperature dependence of 106 f
thermal diffusion 209
thermal diffusivity 105
thermal oscillation 109, 376
thermal surface vacancy 159
thermoelectric figure of merit 106 f, 365 ff,

376 ff
thermoelectric material 99, 101, 103, 106 f,

365 ff, 372 f
– clathrates 377 f
– design concepts for 368 ff
– filled skutterudites 375 f
– half-Heusler phases 379
– Zintl phases 374 f
– Zn4Sb3 378 f
thermoelectric power 20, 49, 64, 67, 95 ff.

see also Seebeck coefficient
thermoelectric power factor 366, 369
thermoelectricity 105 ff, 365
thermopower. see thermoelectric power
thin-film deposition 225 ff. see alsomolecular

chemical vapor deposition
thin-film growth on a CMA surface 177 ff.

see also nucleation mechanism
transition-metal-containing metalloid

glas 285
transmission electron microscopy (TEM)

349 ff
– analysis of Gd5Si2Ge2 353 f
– analysis of low hysteresis-loss CMA

sample 354 f
transport coefficient 63 f
– for different quasicrystalline families 108
– theoretical ab initio calculation of 144 ff
transport process 208
transport properties of QC 43 ff, 60 f
transverse acoustic (TA) mode 82 f, 87, 92 ff
trap site 179
tribometer 194 f
twin boundary 355
twinning 160, 184 ff, 275, 348
two-beam CDF image 352
two-phase intermetallic compound 280 ff,

312. see also Laves phase

u
ultrahigh vacuum (UHV) environment 156,

244 ff, 393 f

Umklapp process 95, 100, 106

v
vacancy 6
VASP. see Vienna ab initio simulation package
VDOS. see vibrational density of states
vibrational density of states (VDOS) 74, 95
Vienna ab initio simulation package

(VASP) 167

w
wetting property of CMA surfaces 188 f
WFL. see Wiedemann-Franz law
Wiedemann-Franz law (WFL) 49 ff, 105,

136 f, 368
�white flower� motif 162, 168, 180
work term 29

x
XPS. see X-ray photoelectron spectroscopy
X-ray photoelectron spectroscopy (XPS) 393 f

y
Y-Al-Ni-Co phase 118 ff
– ab initio calculation of the electronic band

structure of 140 ff
– anisotropic magnetic properties of 120
– Fermi surface of 141
– friction anisotropy on two-fold clean surface

of 198 f
– molecular adsorption onto d-Al-Ni-Co 249
– structure of 160
– surface-structure determination of 162 ff,

166, 168
Young�s equation 188
ytterbium-based CMA
– Yb14MnSb11 374
ytterbium-copper superstructural phase

system 222 f

z
zinc-based CMA
– i-Zn-Mg(Y,Tb,Ho,Er) system 49 f
– Zn-Al-Mg phase 82
– Zn2Mg 81 ff
– Zn4Sb3 103 f, 378 f
– Zn43Mg37Ga20 56
– Zn60Mg(rare earth)10 56
– Zn80Sc15Mg5 56
Zintl phase 374 f
zirconium-based bulk glass-forming

alloy 287 f
zone melting 212
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