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Inorganic Materials Series

Preface

Back in 1992, two of us (DWB and DO’H) edited the first edition of
Inorganic Materials in response to the growing emphasis and interest in
materials chemistry. The second edition, which contained updated
chapters, appeared in 1996 and was reprinted in paperback. The aim
had always been to provide the reader with chapters that, while
not necessarily comprehensive, nonetheless gave a first-rate and well-
referenced introduction to the subject for the first-time reader. As such,
the target audience was from first-year postgraduate student upwards.
Authors were carefully selected who were experts in their field and
actively researching their topic, so were able to provide an up-to-date
review of key aspects of a particular subject, whilst providing some
historical perspective. In these two editions, we believe our authors
achieved this admirably.

In the intervening years, materials chemistry has grown hugely and
now finds itself central to many of the major challenges that face global
society. We felt, therefore, that there was a need for more extensive
coverage of the area and so Richard Walton joined the team and, with
Wiley, we set about a new and larger project. The Inorganic Materials
Series is the result and our aim is to provide chapters with a similar
pedagogical flavour but now with much wider subject coverage. As
such, the work will be contained in several themed volumes. Many of
the early volumes concentrate on materials derived from continuous
inorganic solids, but later volumes will also emphasise molecular and
soft matter systems as we aim for a much more comprehensive coverage
of the area than was possible with Inorganic Materials.

We approached a completely new set of authors for the new project
with the same philosophy in choosing actively researching experts, but
also with the aim of providing an international perspective, so to reflect
the diversity and interdisciplinarity of the now very broad area of inor-
ganic materials chemistry. We are delighted with the calibre of authors
who have agreed to write for us and we thank them all for their efforts



and cooperation. We believe they have done a splendid job and that their
work will make these volumes a valuable reference and teaching resource.

DWB, York
DO’H, Oxford
RIW, Warwick

January 2010
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Preface

Metal oxides, particularly those containing one or more transition
elements, for many years have been the foundation of solid-state inor-
ganic chemistry. Here, the synthetic skill to manipulate the reactivity of
diverse chemical elements, often at extreme temperatures and pressures,
went hand-in-hand with developments in structural characterisation,
including both spectroscopic and diffraction methods. A very good, and
indeed already well-documented example, is the case of the cuprate
superconductors, discovered in the early 1980s, which led to increasing
complex structural chemistry and which continues to push the frontiers
of knowledge of electronic properties of the solid-state. The interplay
between the synthetic and structural work of chemists and the property
measurement and theory of physicists led to the rapid development in
understanding of a unique group of materials. When one also considers
the role of the materials scientist in device fabrication of such electronic
materials, the area is seen to be truly interdisciplinary.

Oxides continue to be the focus of much attention, and increasingly the
area is driven by target properties. In this volume we have been largely
concerned with properties arising from electronic structure but other
applications, in catalysis or in optical media, are equally as important
and are researched equally actively. The role of the chemist in synthesis is
still paramount, and indeed it is very apparent that the scope for novel
compositions and structures is far from being exhausted. More than ever
the goal of a particular desirable property and the need to understand
structure–property relationships is always in mind in contemporary
research.

A complete review of the field of oxides would probably be impossible
in a single volume, so instead we have selected five topical areas of
functional oxides that illustrate their importance in modern materials
chemistry. These highlight structural chemistry, magnetic properties,
electronic properties, ionic conduction but also other emerging areas of
importance in energy, such as thermoelectricity.

We approached five leading groups at the cutting edge of research to
review these representative areas of functional oxides. We are very
pleased that they agreed to write chapters for us, and that they have



done such a good job in clearly explaining complex topics in an accessible
way. We hope you will agree that these chapters provide an excellent
introduction to what is an international field of great breadth.

DWB, York
DO’H, Oxford
RIW, Warwick

January 2010
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1
Noncentrosymmetric Inorganic

Oxide Materials: Synthetic

Strategies and Characterisation

Techniques

P. Shiv Halasyamani
Department of Chemistry, University of Houston, Houston, Texas, USA

1.1 INTRODUCTION

Materials that are crystallographically noncentrosymmetric (NCS), or
acentric, are of current interest attributable to their functional properties,
including piezoelectricity, ferroelectricity, and second-harmonic genera-
tion. Numerous relationships occur between these properties and crystal
classes.[1] These relationships are shown in Figure 1.1, along with several
well-known materials. It is instructive if we examine this figure more
closely. If we examine the left-side of Figure 1.1, the symmetry dependent
property we encounter is enantiomorphism, and the chiral crystal classes.
All chiral materials must crystallise in one of eleven crystal classes, 1 (C1),
2 (C2), 3 (C3), 4 (C4), 6 (C6), 222 (D2), 32 (D3), 422 (D4), 622 (D6),
23 (T), or 432 (O). Materials found in any of these crystal classes have a
‘handedness’, and a nonsuperimposable mirror image. The well-known
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chiral material a-SiO2
[2, 3] crystallises in crystal class 32 (D3). If we exam-

ine the right-side of Figure 1.1, we encounter the ten polar crystal classes, 1
(C1), 2 (C2), 3 (C3), 4 (C4), 6 (C6), m (Cs), mm2 (C2v), 3m (C3v), 4mm (C4v),
and 6mm (C6v). Materials found in these crystal classes have a permanent
dipole moment. In fact LiIO3,[4, 5] which crystallises in crystal class 6 (C6) is
both chiral and polar. The other materials shown: KTiOPO4 (KTP)[6] and
Ba2NaNb5O15 (mm2 for both),[7] LiNbO3

[8, 9] and b-BaB2O4 (3m for
both),[10, 11] and BaTiO3 (4mm) are all ‘purely’ polar. They all have a
dipole moment, but are not chiral. Examples are also given of materials,
CO(NH2)2 (urea)[12] and (NH4)H2PO4 (ammonium dihydrogen phos-
phate, ADP)[13] that crystallise in crystal class 4

�
2m, that are neither

chiral nor polar, but are still noncentrosymmetric. Other symmetry-
dependent properties that are of importance are second-harmonic

1 (C1)
2 (C2)
3 (C3) 
4 (C4)
6 (C6)

422(D4)
222(D2)

622(D6)

32(D3)

23(T)

4(S4)
_

m(Cs)

mm2
(C2v)

42m(D2d)
_

6(C3h) 
_

43m(Td)
_

62m(D3h)
_

3m(C3v)
4mm(C4v)
6mm(C6v)

432
(O)

Optical Activity (Circular Dichroism)

Enantiomorphic Polar (Pyroelectric)

Piezoelectric, Second-Harmonic Generation

Noncentrosymmetric Crystal Classes

LiNbO3
β-BaB2O4

BaTiO3

KTiOPO4

Ba2NaNb5O15

CO(NH2)2 (Urea)
(NH4)H2PO4(ADP)

α-SiO2

LiIO3

Figure 1.1 The relationships with respect to symmetry-dependent property between
the noncentrosymmetric crystal classes are given along with representative compounds.
Note that only five crystal classes, 1 (C1), 2 (C2), 3 (C3), 4 (C4), and 6 (C6) have the
proper symmetry for all of the symmetry dependent properties. Adapted from
Halasyamani and Poeppelmeier, 1998 [71]. Copyright 1998 American Chemical
Society

2 NONCENTROSYMMETRIC INORGANIC OXIDE MATERIALS



generation and piezoelectricity. Except for materials that are found in
crystal class 432 (O), all NCS materials exhibit the correct symmetry for
second-harmonic generation and piezoelectric behaviour.

Determining if a crystalline material is centrosymmetric or noncentro-
symmetric is usually straightforward. From Friedel’s law it is known that,
during the diffraction process, if the incident wavelength is small com-
pared with the absorption edge of any atom in the crystal, a centre of
symmetry is introduced between oppositely related reflections. In other
words I(hkl)¼ I(�h�k�l). Friedel’s law fails when the incident wave-
length is similar to an atom’s absorption edge. This anomalous scattering,
when the imaginary part of the scattering factor becomes large, has been
exploited to address a host of crystallographic problems.[14] Also, with
the diffraction data the intensity distribution between a centric and
acentric crystal differs. Statistical indicators of centricity have been devel-
oped by Wilson and Howell,[15, 16] but have been shown to be incorrect if
the structure contains heavy atoms on special positions. Marsh has
emphasised the importance of weak reflections if the centricity is in
question.[17, 18] If weak reflections are removed, the statistical distribu-
tion tests can be strongly biased toward an acentric indication. Marsh
also argues that when the diffraction data do not provide a clear choice
between centrosymmetric and noncentrosymmetric space groups the
centrosymmetric space group is preferred, even if disorder occurs.[17]

The Platon suite of programs, specifically Addsym, can be used on refined
structures to check for missing symmetry, e.g. inversion centres, as well as
mistakes in crystal system or Laue class.[19]

1.2 STRATEGIES TOWARD SYNTHESISING
NONCENTROSYMMETRIC INORGANIC
MATERIALS

In the past decade or so a number of strategies have been described whose
aim was to increase the incidence of acentricity in any new material. In one
manner or another, each of these strategies involves crystal engineering.[20]

One question that needs to be addressed is why there are so few (relatively)
NCS materials? It is estimated that only �15% of all inorganic materials
are NCS. This would indicate that in the vast majority of inorganic
materials, the ‘building blocks’ of the structure are centrosymmetric, i.e.
made up of regular polyhedra. These regular polyhedra are usually related
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by inversion symmetry. Thus, in order to design inorganic NCS materials,
two challenges must be overcome. First, the building blocks of the structure
must necessarily be intrinsically acentric. In other words, there must be a
distortion that requires or forces the metal cation not to be on an inversion
centre. If local centricity occurs, macroscopic centricity is observed.
Secondly, these building blocks must be connected or related in the struc-
ture by noninversion-type symmetry. In other words, it is not sufficient to
have only acentric polyhedra; these polyhedra must be related by acentric
symmetry elements. Numerous researchers have developed strategies to
address both issues.

The purpose of this chapter is to discuss noncentrosymmetric materi-
als, their synthetic strategies as well as their symmetry dependent proper-
ties. We will begin by discussing the various strategies employed in
synthesising new NCS materials, and then move on to physical property
characterisation. Although we will be unable to discuss in detail all of the
proposed strategies for synthesising NCS materials, we will describe the
major ideas in the field. Finally, we will discuss the outlook for this field
with multifunctional materials in mind.

1.3 ELECTRONIC DISTORTIONS

One manner in which the incidence of acentricity may be increased in any
oxide material is to use cations susceptible to second-order Jahn-Teller
(SOJT) distortion.[21–27] These cations are octahedrally coordinated d0

transition metals (Ti4þ, Nb5þ, W6þ, etc.), and cations with nonbonded
electron-pairs (Sn2þ, Se4þ, Pb2þ, etc.). With the octahedrally coordinated
d0 transition metal cations, SOJT effects are observed when the empty
d-orbitals of the metal mix with the filled p-orbitals of oxygen. In
extended structures, this mixing results in a host of nearly degenerate
electronic configurations that can be removed through the spontaneous
distortion of the d0 transition metal cation. This distortion can occur
toward an edge (local C2 direction), face (local C3 direction), or corner
(local C4 direction), or between these ‘special’ directions (see Figure 1.2).
The distortion results in unequal M-O bond distances, resulting in a MO6

octahedron that is acentric. With the lone-pair cations, the original work
of Sidgwick and Powell,[28] followed by the VSEPR theory of Gillespie and
Nyholm,[29] attempted to rationalise the coordination geometry of the
lone-pair cation. It was, however, Orgel[30] who explained the structural
distortion and polarisation through the mixing of the metal s- and
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p-orbitals. This traditional view of metal cation s-p orbital mixing has
been shown to be incomplete. A number of researchers have shown that
the interaction of the s- and p-orbitals of the metal cation with the oxide
anion p-states is critical for lone-pair formation.[31–37] Regardless of how
the lone-pair is created, its structural consequences are profound
(see Figure 1.3). The lone-pair ‘pushes’ the oxide ligands toward one
side of the metal cation resulting in a noncentrosymmetric coordination
environment. The lone-pair cation coordination environment may be
considered as pre-distorted,[38] as these cations are almost always found
in local NCS environments. Halasyamani et al.,[38–50] Norquist
et al.,[51–53] and others[54–63] have used SOJT-distorted cations in the
design and synthesis of new NCS materials.

Halasyamani et al. have synthesised a variety of new NCS oxide
materials that contain both an octahedrally coordinated d0 transition
metal and a lone-pair cation. These materials include Na2TeW2O9,[41]

BaTeMo2O9,[43] K2TeW3O12,[64] TlSeVO5,[49] and (NH4)2Te2WO8.[47]

In doing so, they were able to increase the incidence of acentricity in any
material to nearly 50%. They also demonstrated that when a d0

transition metal oxide octahedron is linked to a lone-pair polyhedron,
the d0 cation is displaced away from the oxide ligand that links the two
polyhedra. Thus, the lone-pair polyhedra serve to reinforce the SOJT
distortion of the d0 cation.[38] Additionally, with the octahedrally coor-
dinated d0 cations, a continuous symmetry measures approach[65–67] has
been used to quantify the magnitude and direction of the distortion.[68]

They were able to divide the d0 transition metals into three categories: strong
(Mo6þ and V5þ), moderate (W6þ, Ti4þ, Nb5þ, and Ta5þ), and weak
(Zr4þ and Hf4þ) distorters (see Figure 1.4).[68] In addition, the preferred

C2[110]

C3[111]

C4[001]

Figure 1.2 Out-of-centre distortion of the octahedrally coordinated d0 cation along
the local C2 [110], C3 [111], or C4 [001] direction. Reprinted with permission from
Halasyamani, 2004 [38]. Copyright (2004) American Chemical Society
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direction of the distortion for each d0 cation was examined and discussed.
With respect to directional preferences, for V5þ, distortions toward
a vertex or edge are common. Interestingly, for V5þ, face-directed distor-
tions are never observed. For Mo6þ and Hf4þ only edge- and face-
directed distortions are observed, whereas with the other four cations,
W6þ, Ti4þ, Nb5þ, and Ta5þ, the three directions, vertex, edge, and face
are observed in similar proportions.

Norquist et al. have developed a novel strategy to design and synthesise
new NCS compounds by using a SOJT-distorted cation, Mo6þ, in combi-
nation with chiral organic amines.[51–53] As stated previously, the first
challenge in synthesising NCS materials is to use inherently asymmetric
NCS polyhedra. In using the SOJT-distorted Mo6þ, Norquist et al.
synthesised materials where the d0 cation is substantially displaced
from the centre of its oxide octahedra. Thus, each of the MoO6 octahedra
is inherently NCS. The second challenge, ensuring that the octahedra are
not related by inversion centres, was successfully addressed by using
single enantiomer templating agents. An example of this strategy involves
the synthesis of [(S)-C5H14N2][(MoO3)3(SO4)] �H2O and [(R)-C5H14N2]
[(MoO3)3(SO4)] �H2O.[52] These materials were synthesised as pure

O2–
Te++

Se++

Te++

O2–

O2– O2–

O2–

O2–

O2–

O2–

O2–

O2–

O2–

O2–

Figure 1.3 ORTEP (50% probability ellipsoids) diagram for lone-pair cation
polyhedra
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chiral compounds by using reaction gels in which a single enantiomer of
2-methylpiperazine was present, either as the [(S)-C5H14N2]2þ or
[(R)-C5H14N2]2þ cation. By using single enantiomer species, the cancel-
lation of any local d0 cation distortions through extra-framework inver-
sion centres is prohibited, since the structure would need to contain both
S and R cations. Norquist et al. are able to chemically control the
presence or absence of each enantiomer. If only the S-enantiomer is
present, the chiral molecules can never be related to one another by
inversion centres since the requisite R-enantiomer is absent. Thus, in
the crystal structure, inversion centres are prohibited and the compound
is constrained to be NCS.

Mao et al. have also developed a novel approach in utilising SOJT-
distorted cations to design NCS materials.[54] They incorporate borate
tetrahedra, BO4 groups, in conjunction with asymmetric SeO3 polyhedra.
Other acentric borate materials with BO3 polyhedra will be discussed
later in the chapter. Mao et al. recently reported on the synthesis of
Se2(B2O7).[54] The material exhibits a three-dimensional crystal structure
consisting of corner-shared BO4 tetrahedra that are linked to SeO3 poly-
hedra. The material can be considered as an open-framework compound,
with helical tunnels that propagate along the c-axis. The helices are

0.00

0.05

0.10

0.15

Mo6+

V5+

<r2> /Å2

W6+

Nb5+

Ta5+

Ti4+

Zr4+
Hf4+

Figure 1.4 Average magnitude of the off-centre distortions for individual
octahedrally coordinated d0 transition metal cations. Reprinted with permission
from Ok et al., 2006 [68]. Copyright (2006) American Chemical Society
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oriented in a right-handed manner, and the tunnels themselves are based
on B6Se4 10-member rings. The lone-pair on the Se4þ cations is directed
toward the tunnels.

1.3.1 Metal Oxyfluoride Systems

Poeppelmeier et al. have developed a strategy for designing and synthesising
materials using octahedrally coordinated d0 transition metal oxide-fluoride
anions. Specifically, these are anions of the type [MOxF6-x]

2� (x¼ 1,
M¼V5þ, Nb5þ, Ta5þ; x¼2, M¼Mo6þ, W6þ) (see Figure 1.5).[48, 69–78]

Similar to the ‘pure’ d0 oxides systems discussed earlier, the metal cation
in the centre of the oxyfluoride octahedra spontaneously displaces
toward a corner (x¼ 1) or edge (x¼2) to form short MTO bonds.

F2

F1

F4

F3

O1

O2

1.709(2)

1.697(2)

2.059(1)

2.114(1)

Mo

O1

F3

F2

F5

F4

F1

2.084(2)

1.596(2)

V

F4

F3
F2

F1

F5

O1

Nb

1.760(1)

2.072(1)

F1
F2 F3

F4

O1

F5

Ta

1.782(2)

2.063(2)

Figure 1.5 ORTEP (50% probability ellipsoids) for [MoO2F4]2�, [VOF5]2�,
[NbOF5]2�, and [TaOF5]2� octahedra. Note that the cation is distorted toward the
oxygen ligand(s). Reprinted with permission from Welk et al., 2000 [75]. Copyright
(2000) American Chemical Society
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This spontaneous distortion is inherent to the oxyfluoride anion and is a
result of metal-dp–oxygen-pp orbital interactions. For example, in
anions such as [NbOF5]2�, the Nb5þ cation distorts toward the oxide
ligand, resulting in a short Nb-O bond and a long, trans Nb-F bond.
This distortion is analogous to those observed in KTiOPO4 (KTP)[6] and
BaTiO3.[79] There are also two challenges in synthesising NCS materials
based on [MOF5]2� (M¼V5þ, Nb5þ, Ta5þ) or [MO2F4]2� (M¼Mo6þ,
W6þ) anionic octahedra. The first is to prevent crystallographic disorder
between the oxide and fluoride ligands. Crystallographic disorder
between the oxide and fluoride ligands can impose a centre of symmetry
on the d0 cation, rendering the structure centrosymmetric. The
second challenge is to have these crystallographically ordered anions
arranged in a NCS manner with respect to each other. By closely
examining all of the intra-octahedral distortions, Poeppelmeier et al.
were able to overcome the first challenge and successfully order the
oxide and fluoride ligands.[72, 75–77] The second challenge was accom-
plished by using the [NbOF5]2� anions in a hybrid inorganic-organic
compound as well as more recently in a solid-state material.[48] The
researchers were able to successfully meet both challenges by not only
examining the primary distortion, the spontaneous displacement of the
d0 transition metal toward the oxide ligand, but also by focusing on the
secondary distortion, the interaction of the ordered [MOxF6-x]

2� anion
with the extended crystal structure. With all of the ordered anions, an
uneven amount of residual negative charge is observed on the ligands. They
demonstrated that coordination within the structure is directed by the most
anionic ligands. With the [NbOF5]

2� and [TaOF5]2� anion, the most
negative charges are found on the oxide and trans-fluoride ligands; thus
coordination is directed in a trans fashion. Interestingly, this type of trans-
directing is also observed in the [WO2F4]2� anion; however, both the
[MoO2F4]2� and [VOF5]2� anions are cis-directors.[75] By investigating
and understanding these directional effects, both at the local, primary level
and at the more macroscopic, secondary level, Poeppelmeier et al. have
been able to design and synthesise NCS materials by aligning the ordered
[MOxF6-x]2� anions in an acentric manner.

1.3.2 Salt-Inclusion Solids

Another novel strategy for synthesising and designing NCS materials has
been described by Hwu et al.[80–83] He has focused on salt-inclusion solids
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whose framework consists of mixed ionic and covalent sub-lattices. Hwu
et al. have utilised a combination of acentric polyanions, such as those
found in silicates, along with first-order Jahn-Teller cations and chlorine-
centred, acentric secondary building units (SBUs). We will describe each
of these groups in more detail. With the acentric polyanions, moieties
such as [P2O7]4�, [Si2O7]6�, and [V2O7]4� are used. These polyanions
are not only inherently acentric, but are also polar. Acting in a coopera-
tive manner with these anions are the first-order Jahn-Teller distorted
cations, for example Mn3þ (d4) and Cu2þ (d9). Attributable to the first-
order Jahn-Teller effect the coordination of these cations is inherently
asymmetric. One of the most novel features of Hwu’s strategy is the use of
anion-based acentric SBUs. Specifically the acentric SBU ClA6-nMn

(A¼Cs, Ba; M¼Mn, Cu; n¼1, 2) is utilised (see Figure 1.6). This
SBU has a templating effect on the framework, resulting in the observed

(b)(a) (c) (d)

Mn

Cl

Ba

O

c

ba

(i)

(ii)

Figure 1.6 Figure depicting (i) Coordination surrounding chlorine in (a) NaCl, (b)
Cs2Cu7(P2O7)4 � 6CsCl, (c) Ba2Mn(Si2O7)Cl, and (d) Ba6Mn4Si12O34Cl3; (ii) A slab
of the (Ba2Mn)Cl lattice in Ba2MnSi2O7Cl showing the origin of the polar lattice –
alternating short and long Mn-Cl linkages; (iii) A cage view of the Si2O7 unit residing
in the centre of the anti-ReO3 type (Ba2Mn)Cl lattice in Ba2MnSi2O7Cl (left) with the
Si2O7 unit comprised of two corner-shared SiO4 tetrahedra that are eclipsed (right);
(iv) Coordination around chlorine in (a) NaCl, (b) Cs2Cu7(P2O7)4 � 6CsCl, and (c)
Ba2MnSi2O7Cl. Reprinted with permission from Mo and Hwu, 2003 [81] and Mo et al.,
2005 [82]. Copyright (2003) and (2005) American Chemical Society
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NCS structure. Hwu et al. have successfully used these ideas to synthe-
sise a variety of NCS salt-inclusion solids including Ba2Mn(Si2O7)Cl,
Cs2Cu7(P2O7)4 � 6CsCl, Cs2Cu5(P2O7)3 � 3CsCl, Ba6Mn4Si12O34Cl, and
Ba6Fe5Si11O34Cl3.[80–83]

1.3.3 Borates

In addition to the aforementioned materials, NCS borates have attracted
a great deal of attention. Several excellent reviews on NCS borates have
been written,[84–86] so only a brief outline will be given here. The first
NCS borate to gain widespread use was b-BaB2O4 (BBO).[11] Although
BBO can undergo unfavourable phase-transitions, the material has an
exceptional optical transmission range,� 190–3500 nm, as well as a high
damage threshold, 5 GW/cm2. The fundamental idea behind synthesising
NCS borates is the inclusion of the [BO3]3� anion group in the structure.
It has been shown that this group is most often observed with 1 (C1) site
symmetry.[87] In addition, delocalised p-type bonds are observed

(c) (c)

Mn

Cl
Ba

(iii)

(iv)

O

c

ba

(b)(a)

Figure 1.6 (continued)
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perpendicular to the BO3 plane that when coupled with MO6 (M¼ d0

transition metal) octahedra often result in large nonlinear susceptibilities.
As with the other systems discussed, the orientation of the [BO3]3� anions
and their density in the unit cell profoundly influences the nonlinear
optical properties. Large nonlinear susceptibilities are thought to occur
when a large number of these borate group are aligned in a crystal
structure.[85] In BBO, the BO3 groups from a B3O6 ring whose plane is
perpendicular to the polar axis. The rings themselves are slightly mis-
aligned reducing their maximum theoretically possible nonlinear optical
susceptibility. This misalignment is also observed in Sr2Be2B2O7, where
the BO3 groups are linked to BeO4 tetrahedra to form sheets. These sheets
are stacked in a co-planar manner along the c-axis. Numerous other NCS
borates have been synthesised, specifically those in the huntite family,
MM0

3(BO3)4 (M¼ lanthanide; M0 ¼Al, Ga, Sc, Cr, or Fe), orthoborates,
ABe2BO3F (A¼Na or K), SrAl2(BO3)2O (SBBO), and BaCaBO3F
(BCBF), polyborates, MM0 (B3O5)3 (M¼Ba or Sr; M0 ¼Li or Na),
CsLi(B3O5)2 (CLBO), and Na4Li(B3O5)5, and pyroborates, AMOB2O5

(A¼K, Rb, or Cs; M¼Nb or Ta).[84–86] Recently a NCS borate,
Li6CuB4O10, has been reported.[88] The material melts congruently indi-
cating large single crystals could be grown.

1.3.4 Noncentrosymmetric Coordination Networks

In addition to electronic distortions, salt inclusion materials, and borates,
coordination networks that are acentric have also been designed. The
design and synthesis of NCS coordination networks have been developed
by Rosseinsky et al.,[89–95] Lin et al.,[96–102] and others.[103–107] All of
these researchers use various crystal engineering strategies to design NCS
chiral frameworks. Rosseinsky et al. created chiral frameworks based on
the (10,3)-a network (see Figure 1.7). This chiral framework can be
created by linking the tridendate 1,3,5-benzenetricarboxylate (btc) ligand
to late transition metals, such as Ni2þ or Co2þ. The metal cation, M, is
octahedrally coordinated and connects two btc ligands in a linear, trans
fashion. These connections form the coordination framework. The four
remaining coordination sites are available to auxiliary ligands that are
not part of the framework. It is these auxiliary ligands that control the
chirality, i.e. handedness, of the network. Rossiensky et al. have demon-
strated that the chirality of the network can be influenced by the incor-
poration of small chiral templating bidendate alcohols. This type of chiral
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templating was observed when the S-enantiomer of 1,2-propanediol
(1,2-pd) was used as part of the (10,3)-a network. Compounds such as
M3btc2X6Y3 � [guest] may be formulated. The M3btc2 framework forms a
chiral (10,3)-a network, where X and Y represent auxiliary ligands whose
chirality can control the handedness of the framework. These auxiliary
ligands include nitrogen heterocycles such as pyridine (py), as well as the
aforementioned bidentate alcohol, 1,2-pd. The [guest] refers to the
occluded species residing in the channels. In using this strategy,
Rosseinsky et al.[93] have been able to synthesise a variety of NCS chiral
materials such as Ni3(btc)2(py)6(1,2-pd)3 � [(1,2-pd)11(H2O)8], Ni3(btc)2

Figure 1.7 The chiral (10,3)-a M3btc2 network in Ni3btc2(py)6(1,2-pd)3 �
[(1,2-pd)11(H2O)8] showing the helical motif is shown. The M centres (light grey)
are linear connectors and the btc centres (dark grey) produce the three connectivity.
Reprinted with permission from Bradshaw et al., J. Am. Chem. Soc. 19, 6106 (2004).
Copyright (2004) American Chemical Society
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(3-pic)6(1,2-pd)3 � [(1,2-pd)9(H2O)11], Ni3(btc)2(py)6(eg)6 � (eg)x(H2O)y
(x � 3, y � 4).

NCS chiral coordination frameworks have also been designed and
synthesised by Lin et al.,[96–102] who utilised the diamondoid network
(see Figure 1.8). Crystal engineering of this network was first described
by Zaworotko, who noted that structures exhibiting the diamondoid
network would be pre-disposed to crystallising in chiral space groups.[108]

As seen in Figure 1.8, the diamondoid network consists of a three-
dimensional framework of linked tetrahedra. Lin et al. suggested that
NCS diamondoid networks could be created by connecting the tetrahe-
dral centres with asymmetric bridging ligands. Although interpenetration
could be an issue and result in a centrosymmetric framework, he suggested
that this could be avoided by using an odd number of interpenetrated
diamondoids bridged by asymmetric ligands. Specifically the tetrahedral
metal centres are the d10 cations, Zn2þ and Cd2þ, that would be connected
by asymmetric p-pyridinecarboxylate ligands. By using d10 cations, d! d
transitions in the visible are avoided. In addition the p-pyridinecarboxylate
ligands are rigid, imparting strength to the framework. Thus, there would
be a high likelihood of creating a diamondoid framework by connecting
tetrahedral (or pseudo-tetrahedral) metal centres, Zn2þ or Cd2þ, with

Figure 1.8 Diagram of the NCS chiral diamondoid network
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asymmetric bridging ligands, p-pyridinecarboxylate. Using this strategy,
Lin et al. have been able to successfully synthesise a variety of three-dimen-
sional noncentrosymmetric materials exhibiting the diamondoid network.
Lin et al. also developed strategies for creating two-dimensional NCS
grid networks. With these networks, it was suggested that by connecting
the metal centres with bent m-pyridinecarboxylate ligands, NCS frame-
works could be created. The metal centre would be either coordinated in
a cis-octahedral or tetrahedral manner, precluding any inversion centres.
Again d10 metal centres are used to avoid any d! d transitions. Thus, by
connecting these d10 metal centres, Zn2þ or Cd2þ, with asymmetric brid-
ging ligands, m-pyridinecarboxylate, new NCS two-dimensional grids
would be formed. As with the three-dimensional materials, Lin et al.
have been able to use this strategy to create a variety of two-dimensional
NCS frameworks.

Others who have synthesised chiral coordination networks include
Jacobson et al.,[103, 104] Férey et al.,[105] Kim et al.,[106] and zur Loye
et al.[107] Jacobson et al. have synthesised several chiral compounds using
chiral ligands, such as 2-pyrazinecarboxylate (2-pzc) and l-aspartate
(l-Asp). With both ligands, new chiral compounds were synthesised, such
as [Co4(2-pzc)4(V6O17)] � xH2O, [Ni4(2-pzc)4(V6O17)] � xH2O, and [Ni2O
(l-Asp)(H2O)2] � 4H2O.[103, 104] With the latter, the first chiral compound
with an extended transition metal–oxide–transition metal network was
synthesised. The Ni(II) cations are in octahedral coordination environ-
ments, that are edge and corner shared through oxide ligands. In addition,
in an unprecedented manner, the aspartate ligands link to five Ni(II)
centres. It is suggested that the steric requirements of the aspartate ligands
impart chirality to the material. The use of chiral ligands to synthesise
homochiral compounds has also been reported by zur Loye et al.[107]

and Férey et al.[105] zur Loye et al. reported on the use of a chiral fluorine-
based ligand, specifically 9,9-bis[(S)-2-methyl-butyl]-2,7-bis(4-pyridyl-
ethynyl)fluorene, to synthesise a noninterpenetrating chiral square-grid
polymer containing Cu(II). The grid dimensions are 25 Å � 25 Å making
it one of the largest ever reported. Férey et al. have also reported a porous
and chiral Ni(II) glutarate, [Ni20{(C5H6O4)20(H2O)8}] � 40H2O.[105] In
this chiral compound there is some interpenetration of the networks,
but porosity is retained. The reported framework is topologically
related to the (10,3)-a network discussed earlier. Finally, Seo et al.
have used a slightly different strategy to synthesise a chiral material.
They reported the synthesis of a chiral metal-organic material by using
enantiopure, i.e. chiral, metal-organic clusters as secondary building
units.[106] The chiral metal-organic cluster used was a trinuclear metal
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carboxylate, [M3(m3-O)(O2CR)6(H2O)3)]nþ, where M is a divalent or
trivalent cation and O2CR are organic carboxylate anions. In the Seo et
al. report, a Zn2þ metal-organic cluster was used, resulting in a porous
and chiral layered material.

1.4 PROPERTIES ASSOCIATED WITH
NONCENTROSYMMETRIC MATERIALS

In the introduction to this chapter we briefly discussed some of the
properties associated with noncentrosymmetric materials. In this section
we describe these properties in more detail, as well as discussing their
measurement. We will focus on the characterisation of bulk materials, as
opposed to thin films or single crystals, since with the latter large
(>5 mm) crystals are necessary. The techniques described can, however,
be used on single crystals. In addition to having large single crystals, in
many cases these crystals must be cut and polished to expose specific
crystallographic faces. With new and even well-known materials, grow-
ing, cutting, and polishing such crystals is exceptionally difficult and
remains an ongoing challenge. In this section of the chapter, the char-
acterisation of second-harmonic generating, piezoelectric, pyroelectric,
and ferroelectric properties in bulk noncentrosymmetric materials will
be described. These phenomena have been discussed extensively in the
literature[109–114] so only a brief description of each phenomenon will be
given here.

• Second-harmonic generation

Second-harmonic generation (SHG), or frequency doubling, is
defined as the conversion of a specific wavelength of light into half
its original, i.e. l1! 1/2 l1, or with respect to frequency !, !1! 2!1.
The first report of SHG was by Franken et al. in 1961,[115] who
reported SHG on a crystal of a-SiO2 using a ruby laser. Following
this experimental result, a classic paper by Armstrong et al. was
published that provided a theoretical foundation for the origin of the
nonlinear optical susceptibility.[116] For several years following
Franken’s experimental result, large single crystals were required to
measure SHG. Kurtz and Perry published, in 1968, a seminal paper
that described a technique whereby SHG could be measured from
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polycrystalline samples.[110] It is this technique that we will describe in
more detail.

• Piezoelectricity

Piezoelectricity, derived from the Greek piezen, meaning to press, was
discovered in 1880 by Jacques and Pierre Curie.[117] They observed
that some materials become electrically polarised when subjected to a
mechanical force. Soon after, the converse effect was discovered
wherein the application of a voltage resulted in a macroscopic strain.
In 1910, Voigt published a standard reference detailing the electro-
mechanical relationships in piezoelectric materials.[118] A thorough
review of the early history of piezoelectricity can be found in Cady’s
seminal book.[109] Thus, with piezoelectricity, two effects are possible:
direct and converse. Both direct and converse effects are used in a
variety of applications. The direct effect results in generator action –
the piezoelectric material converts mechanical energy to electrical
energy. This generator action is used in solid-state batteries, sensing
devices, and fuel lighting applications. The converse effect results in
motor action – the piezoelectric material converts electrical energy to
mechanical energy. This motor action is used in ultrasonic and acoustic
applications, micromotor devices, and electromechanical transducers.
Measurements on bulk materials utilising both direct and converse
piezoelectric techniques will be described.

• Pyroelectricity

The pyroelectric effect may be defined as the change in spontaneous
polarisation, Ps, as a function of temperature.[119] The symmetry
requirements for pyroelectricity are far more restrictive compared
with SHG and piezoelectricity. To exhibit a spontaneous polarisation,
the material in question must crystallise in one of ten polar crystal
classes (1, 2, 3, 4, 6, m, mm2, 3m, 4mm, or 6mm). Thus, polarity is
required for pyroelectric behaviour. Determining the pyroelectric coef-
ficient may be done two ways – either measuring the pyroelectric current
or the pyroelectric charge.[120] Both techniques will be described.

• Ferroelectricity

A ferroelectric is formally defined as a pyroelectric material that has a
reversible, or ‘switchable’, polarisation.[112] Thus, for a material to be
ferroelectric, the compound must be polar, i.e. must possess a perma-
nent dipole moment, and must be capable of having this moment
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reversed in the presence of an applied voltage. The former occurs if
the material crystallises in one of ten polar crystal classes (1, 2, 3, 4, 6,
m, mm2, 3m, 4mm, or 6mm). Determining the latter is more
involved. Polarisation reversal, or ferroelectric hysteresis, may be
measured through a Sawyer–Tower circuit.[121] Additionally,
because of the relatively large voltages needed for polarisation rever-
sal, the material under investigation must be insulating. Another
feature that is observed in some, but not all, ferroelectric materials
is a dielectric anomaly at the Curie temperature. A maximum in the
dielectric constant is often observed at the Curie temperature. This
temperature indicates a phase-change to a centrosymmetric, nonpo-
lar, i.e. nonferroelectric, often termed paraelectric, structure. We will
describe measurement techniques that allow one to determine ferro-
electric hysteresis curves.

This section is divided into four parts. Each part describes a specific
NCS property, the history of the phenomena, and provides details on the
measurement as well as an interpretation of the resulting data.

1.4.1 Second-Harmonic Generation

Second-harmonic generation (SHG), or frequency doubling, is defined as
the conversion of a specific wavelength of light into half its original, i.e.
l1! 1/2 l1, or with respect to frequency !, !1! 2!1. It was not until the
invention of the laser in 1960 by Maiman[122] that sizeable nonlinear
optical effects, such as SHG, could be observed. Attributable to these
optical fields, the induced polarisation, P, in the material can be written as
a power series: Pi¼ w(1)E þ w(2)E2þ . . . where w is the linear electric
susceptibility, with the higher order terms resulting in nonlinear effects
such as SHG. These nonlinear effects are described by expanding the
polarisation (equation 1.1):

Pi ¼ wijEj þ wijkEjEk þ wijklEjEkEl þ . . . ð1:1Þ

where wij is the electric susceptibility, with the second-order nonlinear
coefficient described as wijk. Third-order terms, wijkl, give rise to third-
harmonic generation. Only in a noncentrosymmetric environment is
wijk 6¼ 0. Mathematically, wijk is a third-rank tensor, and in experimental
SHG measurements is replaced by dijk, where 2dijk¼ wijk.
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After the discovery of SHG in 1961,[115] large crystals, on the order
of several mm, were required to investigate the phenomenon. A tech-
nique, described in 1968, allowed the determination of the SHG
efficiency on polycrystalline samples. It is this technique that is
described in more detail. At its most basic, the powder SHG technique
requires very little instrumentation. Additionally, all of the instrumen-
tation is commercially available. A typical set-up for powder SHG
measurements is shown schematically in Figure 1.9. A low-energy
laser, pulsed or continuous, is needed. Usually a commercially avail-
able Nd-YAG laser (1064 nm output) is used,[123] since any SHG will
appear in the visible at 532 nm (green), and thus the experimentalist is
literally able to see the SHG. The sample, a polycrystalline powder, is
placed in a fused silica tube – a capillary tube or NMR tube can be
used. For a ‘quick and dirty measurement’ that addresses the simple
question of whether the material is SHG active or not, only 10–50 mg
of sample is required. If more quantitative SHG information is
needed, a larger amount of sample, around 1 g, is required. For
more quantitative measurements, a photomultiplier tube (PMT)

Oscilloscope

Beamsplitter
Nd-YAG laser

Trigger

Sample
Holder

Focusing Mirror

532 nm narrow
bandpass filter

Photomultiplier Tube

1064 nm

Light Box

Figure 1.9 Schematic diagram of a modified Kurtz-Powder Laser System. Reprinted
with permission from Ok et al., Chem. Soc. Rev., 35, 710 (2006). Copyright (2006).
Royal Society of Chemistry
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connected to an oscilloscope is also necessary. Using the PMT and
oscilloscope allows the user to collect SHG data on a standard, usually
a-SiO2 or urea, and compare the results with newly synthesised materi-
als. The entire system – laser, PMT, power supplies, optics, and oscillo-
scope – must be placed on a flat surface. A laser table is ideal, since the
various optical pieces can be attached to the table, but is not required.
The total footprint of the system is 60� 180 cm2; thus only a relatively
small, flat area is needed.

1.4.1.1 Measurement of SHG and Data Interpretation

Once the laser, PMT, and optics are aligned, collecting the frequency
double light is reasonably straightforward. As previously stated, a small
amount of the powder to be tested (10–50 mg) is placed in a fused
silica tube. The SHG efficiency of the new material may be compared
with standard materials. SHG properties were first measured on a-SiO2;
thus the material is defined to have an efficiency of 1.0 (dimen-
sionless). Most SHG efficiencies are reported with respect to a-SiO2;
however, other materials can be used. BaTiO3 and urea both have
SHG efficiencies of 400� SiO2, whereas LiNbO3 has an efficiency of
600� SiO2.[110, 124] Once the SHG efficiency of a polycrystalline
sample of a-SiO2 has been measured, it is very straightforward to
roughly determine the SHG efficiency of any new material. If more
accurate SHG information is required, additional experiments become
necessary. Typically a larger amount of material is necessary, on the
order of 1 g, and the powder needs to be sieved into particle sizes
ranging between 20 mm and 120 mm. This sieving may be done using
commercially available sieves. Measuring the SHG as a function of
particle size, 20–120 mm, has two advantages. First, the SHG efficiency
is determined more accurately. Second, type 1 phase-matching infor-
mation may be determined.[110] Type 1 phase-matching, or index
matching, occurs when the phase velocity of the fundamental radiation
(1064 nm) equals that of the second harmonic (532 nm). If type 1
phase-matching occurs, the SHG efficiency will increase with the par-
ticle size and plateau at a maximum value. If phase-matching does not
occur, the SHG efficiency will reach a maximum value and then
decrease, as the particle size increases. Phase-matching (LiNbO3) and
nonphase-matching (a-SiO2) curves are shown in the diagrams on the
next page. Note that the curves are drawn to guide the eye, and are not a
fit to the data.
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These figures also clearly illustrate that accurate SHG efficiencies can
only be determined by measuring similar particle size ranges. For exam-
ple, if the SHG of a-SiO2 is measured with particles >90 mm and the
unknown material is measured at a smaller particle size, the SHG effi-
ciency of the unknown material would be overestimated. Thus, it is
critical that the SHG of SiO2 and the unknown material be measured at
the sample particle size range, i.e. 45–63 mm.

Once the phase-matching capabilities of the material are known, the
bulk nonlinear optical susceptibility,<deff>, can be estimated. The value
of <deff> for phase-matchable, PM, and nonphase-matchable, NPM,
materials are given in equations 1.2 and 1.3, respectively.

<deff>PM ¼
I2o Að Þ

I2o LiNbO3ð Þ � 7:98� 102

� �1=2

ð1:2Þ

<deff>NPM ¼
I2o Að Þ

I2o SiO2ð Þ � 0:3048

� �1=2

ð1:3Þ

The SHG efficiency of the unknown compound (A) is either compared
with LiNbO3 – SHG efficiency of 600� SiO2 – or SiO2 depending on the
phase-matching behaviour of the unknown compound. The units for
<deff> are picometres per volt (pm/V).

1.4.2 Piezoelectricity

The piezoelectric phenomena also occur as both the direct and converse
effect.[109] With the direct effect, an external stress, �jk, results in a
change in polarisation, Pi. The direct effect is mathematically described
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as Pi¼ dijk�jk, where dijk (i, j, k¼ 1, 2, 3) is the piezoelectric charge
coefficient, given in coulombs per newton (C/N). With the converse
effect, an applied field, Ei, results in a strain, �jk. The converse effect is
mathematically described as �jk¼ dijkEi, where dijk is the piezoelectric
strain coefficient, given in metres per volt (m/V). With both effects, dijk is
a third-rank tensor. It is important to note that the units for dijk when
measuring direct or converse effects are equivalent, that is 1 C/N¼ 1 m/V.
Often the piezoelectric equation is written as Pi¼dij�j (i¼ 1, 2, 3; j¼1,
2, . . . 6), where dij is the contracted notation for dijk.[125] It is important
to note that dij does not transform as a second-rank tensor. The piezo-
electric constants, both charge and strain, given as dij, are usually
reported as one or more terms, d33, d31, and / or d15. With d33 the
induced polarisation, strain, is parallel to the applied stress, electric field,
whereas with d31 and d15 the induced polarisations, strains, are perpen-
dicular to the applied stresses, electric fields. Another important variable
with respect to piezoelectric devices is the electromechanical coupling
factor, k. This factor describes the efficiency in the conversion of
mechanical energy to electrical energy, the direct effect, or the conver-
sion of electrical energy to mechanical energy, the converse effect.
Generally large k values are desirable for efficient energy conversion;
however, the coupling term does not take into account dielectric or
mechanical losses.

1.4.2.1 Sample Preparation and Measurement

Unlike the SHG measurement where a loose polycrystalline powder can
be used, a well-sintered ceramic is necessary for bulk piezoelectric mea-
surements. For the measurements described herein, the dimensions of the
sintered disc are a diameter of 1/2

00
and a thickness of �0.5 mm. In

addition, the ceramic must undergo electrical poling. With the poling
technique, electrodes are applied to both sides of the sample – usually
silver or gold that has been sputtered or mechanically applied. The
poling process takes place above room temperature (100–300 �C),
with an applied voltage (1000–2000 V) for 20–30 min. After poling,
the material has a response similar to a single crystal, where the entire
ceramic acts as a single unit. Although poling will not align 100% of
the crystallites, the extent of alignment is sufficient to measure the
piezoelectric response. It is interesting to note that it was only in 1949
that poling was discovered to be critical in changing a seemingly inert
ceramic into an electromechanically active material.[126] Before this
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time, the assumption was that the individual crystallites in a ceramic
would effectively cancel, rendering the material useless for industrial
applications.

1.4.2.2 Direct Piezoelectric Measurements

The direct piezoelectric effect occurs when a mechanical force on a
material results in a change in polarisation. The resultant piezoelectric
charge constant, d, is a third-rank tensor, dijk, and is measured in C/N,
or pC/N. Often this tensor notation is reduced to matrix notation,[125]

and the dijk terms become dij, with i¼ 1, 2, 3; j¼ 1, 2, . . . 6. As stated
earlier, dij does not transform as a second-rank tensor. For both the
direct as well as the converse effects, the d33 value of the material is
usually reported. The subscripts specifically denote that what is being
measured is a polarisation parallel to the direction of the mechanical
force. Lateral, d31, and shear, d15, polarisations may also be determined,
but these measurements are usually done on specifically cut single crys-
tals. To measure the direct piezoelectric effect, a static or quasi-static
method is used. Although this method is less precise than the resonance
method,[127] the ease of use and availability of instrumentation makes
the static method preferable. The static method employs a Berlincourt
d33 Meter, for which a number of commercial systems are available.[128]

The instrument is very straightforward to use. A known force is applied
to the poled ceramic, as well as to a standard piezoelectric. Comparing
the resultant electric signals allows one to determine the d33 of the
sample. The value of d33 is simply read off the meter. These meters
can measure d33 charge constants within a few per cent, with a range
from 20 to 2000 pC/N.

1.4.2.3 Converse Piezoelectric Measurements

The d33 strain constant may be determined on bulk samples through
converse piezoelectric measurements. As noted earlier, the strain constant
is expressed in units of m/V that are equivalent to C/N. Converse piezo-
electric measurements are more experimentally difficult compared with the
direct measurements, but provide greater accuracy. The converse measure-
ments use an optical technique in order to measure the small strains in the
sample caused by the application of a voltage. The experimental system is
composed of a high voltage amplifier and interface as well as an optical
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sensor and probe. The optical probe remains stationary and is approxi-
mately 1 mm above the sample (see Figure 1.10).

In the native state, or zero voltage, a finite amount of light is collected
in reflection from the sample. When the voltage is applied, the sample
undergoes a macroscopic strain and the amount of light collected by the
optical sensor changes. The change in collected light is converted to a
displacement change, in m/V. Mathematically, d33 may then be calcu-
lated through: d33¼ S / E¼Dt / V, where S is the strain, E is the field

High Voltage Amplifier

High Voltage Interface

Drive Return

Computer Copper Plate
Insulating Acrylic

Bulk sample

Optical
Fiber Probe

Micropositioner

Optical Sensor

Figure 1.10 Experimental system to measure converse piezoelectric effects. Reprinted
with permission from Ok et al., Chem. Soc. Rev., 35, 710 (2006). Copyright (2006)
Royal Society of Chemistry

Electric Field

ΔS

Figure 1.11 Butterfly loop observed in converse piezoelectric measurements.
Reprinted with permission from Ok et al., Chem. Soc. Rev., 35, 710 (2006). Copyright
(2006) Royal Society of Chemistry
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strength (in V/m), Dt is the change in thickness, and V is the applied
voltage. A plot of strain vs electric field produces the commonly
observed butterfly curves, similar to the one shown in Figure 1.11.
The equation also indicates that d33 depends on the change in thickness
of the sample, not the initial sample thickness. The magnitude of the
piezoelectric response can vary greatly among oxide materials. For
example, ZnO, LiNbO3, and LiTaO3 have d33 values of around 10
pC/N, whereas BaTiO3 and PZT (lead zirconate titanate) have corre-
sponding d33 coefficients of approximately 190 and between 100 and
600 pC/N for various PZT compositions.[120]

1.4.3 Pyroelectricity

The pyroelectric effect is defined as the change in spontaneous polarisa-
tion, Ps, as a function of temperature, T. The pyroelectric coefficient, p, is
mathematically defined as shown in equation 1.4.

p¼ dPs

dT
ð1:4Þ

The coefficient, p, is a vector and is described in units of mC /m2/K.
Surprisingly, the effect has been known for over 2400 years, with the
first account attributed to the Greek philosopher Theophrastus. He
described a stone, lyngourion – probably tourmaline – that was capable
of attracting straw and pieces of wood. A thorough and comprehensive
description and history of the phenomenon may be found in Lang’s seminal
text and recent papers.[114, 119, 129] Brewster, in 1824, was the first
researcher to use the term pyroelectricity.[130] Interesting, the material
Brewster investigated, Rochelle salt, was studied nearly a century later by
Valasek in his discovery of ferroelectricity.[131, 132] The pyroelectric effect
was mainly an academic curiosity until 1938, when Ta suggested that
tourmaline crystals could be used as an infrared sensor.[133] After this
publication, and with the onset of the Second World War, investigation
into pyroelectricity grew rapidly and remains an active area of current
research among chemists, material scientists and engineers. Currently,
pyroelectrics are mainly used for thermal detectors. Pyroelectric devices
respond to changes in temperature and therefore can be used to detect and
observe stationary or moving objects. A few of the applications for
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pyroelectric detectors include burglar alarms, pollution monitors, and the
measurement of thermal properties of materials.

1.4.3.1 Sample Preparation and Measurement

The sample preparation for a bulk pyroelectric measurement is
very similar to what is required for a bulk piezoelectric measurement,
namely a well-sintered ceramic disc that has been electrically poled.
Determining the pyroelectric coefficient may be divided into two groups
– the measurement of the pyroelectric current and the measurement of the
charge.[120] We will describe measurement techniques for both groups. In
addition, the pyroelectric effect can be subdivided into primary and
secondary effects. The primary effect is observed when the material is
rigidly clamped under a constant strain to prevent any thermal expansion
or contraction. Secondary effects occur when the material is permitted to
deform, i.e. the material is under constant stress. Thermal expansion
results in a strain that changes the spontaneous polarisation, attributable
to the piezoelectric effect. Thus the secondary pyroelectric effect includes
contributions caused by piezoelectricity. Exclusively measuring the pyro-
electric coefficient under constant strain is experimentally very difficult.
What is usually experimentally measured is the total pyroelectric effect
exhibited by the material – the sum of the primary and secondary effects.

1.4.3.2 Pyroelectric Current

The most straightforward technique to measure the pyroelectric current
is the direct method,[134] in which the pyroelectric material is heated
uniformly at a constant rate, i.e. DT/Dt¼1�2 �C/min. The pyroelectric
coefficient is determined by measuring the pyroelectric current, given by
i(T)¼ (DT/Dt)p, where A is the sample area. Thus, a plot of p(T) over a
wide range of temperature can be easily obtained. More experimentally
complicated methods may also be used to determine the pyroelectric
current. These include radiation heating[135] and capacitive charging.[136]

These methods are more accurate compared with the direct method, but
experimentally more complicated.

1.4.3.3 Pyroelectric Charge

The original method for measuring the pyroelectric charge was developed
in 1915.[137] This technique, known as the static method, determines the
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charge, i.e. polarisation, of the material as a function of temperature.
The technique works very well at discrete temperatures. The static
method was improved upon by Glass, with an integration technique
that allowed for larger changes in temperature.[138] The pyroelectric
coefficient may be obtained by graphical differentiation. A schematic of
the static method is shown in Figure 1.12. If the material under inves-
tigation is ferroelectric, i.e. the polarisation is reversible, the pyroelec-
tric coefficient may be determined by measuring the temperature
dependence of the remanent polarisation. The remanent polarisation
is determined through a Sawyer–Tower loop (see }1.4.1.1).[121] As with
the piezoelectric technique discussed earlier, graphical differentiation
is used.

Clearly, ferroelectric and nonferroelectric pyroelectrics are possible, and
the pyroelectric coefficient varies widely between the two groups. The
pyroelectric coefficients for ferroelectrics such as BaTiO3, LiNbO3, and
LiTaO3 are �200, �83, and �176 mC/m2/K, respectively, whereas for
nonferroelectrics such as ZnO, tourmaline, and CdS the corresponding
values are �9.4, �4.0, and �4.0 mC/m2/K, respectively.[114]

1.4.4 Ferroelectricity

A ferroelectric is formally defined as a pyroelectric material that has a
reversible, or ‘switchable’, polarisation. Ferroelectricity was discovered
in ca 1920 by Valasek[131, 132] in Rochelle salt (NaKC4H4O6 �4H2O) – a
material that was known at the time for its piezoelectric and pyro-
electric properties. For years after this discovery, ferroelectricity was
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High Voltage Interface
Temperature
Controller

Furnace
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General Purpose Interface Bus
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Drive Return

Figure 1.12 Schematic of the static method for determining the pyroelectric
coefficient. Reprinted with permission from Ok et al., Chem. Soc. Rev., 35, 710
(2006). Copyright (2006) Royal Society of Chemistry
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viewed simply as a scientific curiosity, and was thought to occur only
rarely in materials. In 1935, the first family of ferroelectrics was dis-
covered in KH2PO4 and related materials.[139, 140] The first nonhydro-
gen bonded ferroelectric, BaTiO3, was subsequently discovered in ca
1945 by Wul and Goldman in the Soviet Union and von Hippel’s group
in the United States.[141, 142] Until this discovery it was assumed that
hydrogen bonding was necessary for ferroelectricity to occur. The fact
that oxides could exhibit ferroelectric behaviour ushered in a new era,
and soon thereafter a number of ferroelectric oxides were discovered.
A thorough and rigorous discussion that encompasses all aspects of
ferroelectricity may be found in the comprehensive text by Lines and
Glass.[112]

1.4.4.1 Sample Preparation and Hysteresis Loop

Similar to piezoelectric measurements, for ferroelectric measurements
a well-sintered and dense (>95%) ceramic disc that has been electri-
cally poled is necessary. The circuit design for measuring ferroelectric
hysteresis curves was published in 1930.[121] Since that time there have
been a few reports modifying the original design,[143, 144] but the
overall concept has not changed in over 70 years. At its most basic, a
linear capacitor is placed in series with the sample. An AC or DC
voltage is then applied. The voltage measured across the capacitor is
equivalent to the polarisation of the sample (see Figure 1.13). The
measurement of spontaneous polarisations on the order of 5–50 mC/cm2

in bulk samples requires voltages in excess of 1000 V. The circuit is

Figure 1.13 Experimental Sawyer–Tower Circuit. Reprinted with permission
from Ok et al., Chem. Soc. Rev., 35, 710 (2006). Copyright (2006) Royal Society
of Chemistry
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used to measure a ferroelectric hystersis loop, i.e. the material’s switch-
ability in the presence of an applied voltage (see Figure 1.14). The
hysteresis loop is determined by measuring the polarisation of the mate-
rial, in mC/cm2, as a function of applied voltage, V. The full details of a
ferroelectric hystersis loop have been extensively discussed,[145] so only a
brief description will be given here. Several points of the loop are of
interest, the spontaneous (Ps) and remanent (Pr) polarisations, the coer-
cive field (Ec), and the general shape of the loop. In a ferroelectric
material, when all of the dipole moments are aligned, the material is
considered saturated since an increase in applied voltage will not
increase the polarisation. The linear extrapolation of the curve back to
the polarisation axis represents the spontaneous polarisation (þPs). As
the applied voltage is reduced from its maximum positive value to zero,
some dipole moments will remain aligned, and a remanent polarisation
(þPr) is observed. As the applied voltage spans the range from its
maximum positive to negative values, �Ps and �Pr, will be observed.
Structurally all of the dipole moments have switched from the positive to
the negative – the up and down arrows in Figure 1.14. This is the
‘switchability’ alluded to earlier. Additional information that can be

+P (μC/cm2)

–P

+E (V)–E

–Ps

–Pr

+Pr

+Ps

Ec

Figure 1.14 Ferroelectric hysteresis loop (polarization vs applied voltage). Reprinted
with permission from Ok et al., Chem. Soc. Rev., 35, 710 (2006). Copyright (2006)
Royal Society of Chemistry
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obtained from a ferroelectric hystersis loop includes the coercive field
(Ec) and the shape of the loop. The coercive field is the magnitude of the
external applied voltage necessary to remove all the polarisation in the
material. The coercive field as well as the shape of the loop, i.e. the
‘squareness’ or sharpness, are sample preparation dependent and are
influenced by grain size and homogeneity.[145] It is important to know
that the claim of ferroelectricity has been made for a number of
materials based on the observation of a closed hysteresis loop.[146–150]

An excellent article by Scott has recently appeared that describes
this ‘false ferroelectricity’.[151] In this paper, he describes how some
reported ferroelectric loops are simply from lossy dielectrics and have
nothing to do with polarisation reversal. As previously stated, ferro-
electrics may be divided into two groups, hydrogen bonding and
nonhydrogen bonding. The spontaneous polarisation, Ps, values vary
greatly between the two groups. With KH2PO4 and related materials,
Ps values range from 4.0 to 6.0 mC/cm2, whereas with oxides such as
BaTiO3 and LiNbO3, the corresponding values are 26 and 71 mC/cm2,
respectively.[112]

1.5 OUTLOOK – MULTIFUNCTIONAL MATERIALS

The outlook for NCS inorganic materials is quite promising. In addi-
tion to the aforementioned properties, these materials find uses in
chiral separations and catalysis, advanced optical technologies (wave-
guides and imaging) and sensors. In fact a recent book has been
published that discusses advanced characterisation of polar materials –
bulk and thin films.[152] These include characterisation at the nano-level,
microwave dielectric properties, and microscopy. One area where inor-
ganic NCS materials has seen a revival is with multifunctional, specifi-
cally multi-ferroic materials.[153–155] With multi-ferroics, the definition
given by Schmid will be used – ‘‘a material is considered multi-ferroic if
at least two primary ferroic properties occur in the same material’’.[156]

For our purposes, this would be magnetic ordering, anti-, ferri-, or
ferro-magnetism, and ferroelectricity. The physics of these materials
is beyond the scope of this chapter, but structural acentricity and polar-
ity are required. A few families of multi-ferroics have been described,
and we will briefly discuss each of these as well as their NCS polar
nature.
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1.5.1 Perovskites

With perovskite multi-ferroic materials, the most extensively studied
material is BiFeO3.[35, 146, 157–159] This material is reported to be ferro-
electric, ferroelastic, and weakly ferromagnetic. The material exhibits
trigonal symmetry, crystallising in the polar crystal class 3m. The struc-
ture of BiFeO3 consists of BiO6 and FeO6 octahedra that are corner-,
edge-, and face-shared. The Fe3þ is effectively undistorted, bonded to six
oxygen atoms with nearly equal Fe-O distances. The main structural
distortion is from the Bi3þ cation, which exhibits a lone-pair. The lone-
pair results in an unsymmetric coordination environment, with three
‘short’ Bi-O bonds (�2.34 Å) and three ‘long’ Bi-O bonds (�2.56 Å).
Thus the BiO6 octahedra are locally NCS and polar. It is this local
polarity, attributable to the lone-pair, that is responsible for the observed
ferroelectric behaviour. In other words, the polarisation associated with
the lone-pair cation is being ‘switched’. It is interesting to note that
polarisation reversibility in lone-pair cations has only been observed
with 6th period elements, i.e. Tlþ, Pb2þ, Bi3þ. Ferroelectric behaviour
involving 4th and 5th period lone-pair cations, i.e. Se4þ, Sn2þ, Te4þ, I5þ,
where the polarisation on these cations are reversed, has never been
observed. It should be noted that LiH3(SeO3)2 is ferroelectric, but the
ferroelectric behaviour is attributable to hydrogen bonding and not the
Se4þ cation.[160] We suggest that ferroelectric behaviour in 4th and 5th
period lone-pair cations is extremely unlikely, if not impossible, attribu-
table to the lone-pair being much more stereoactive compared with 6th
period lone-pair cations. Polarisation reversibility in 4th and 5th period
lone-pair cations would involve substantial bond breaking and/or rear-
rangements, that are structurally and energetically very unfavourable (see
Figure 1.15).

Polarisation
Reversal

Figure 1.15 Hypothetical polarisation reversibility in an MO3E (M¼ lone-pair
cation; E¼ lone-pair) polyhedron
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1.5.2 Hexagonal Manganites

These materials have the RMnO3 (R¼ Sc or small, rare earth cation)
stoichiometry,[161] and have been erroneously referred to as hexagonal
perovskites. The compounds do not exhibit the perovskite structure. The
Mn3þ cations are not octahedrally coordinated, rather the cation is
surrounded by five oxide anions in a trigonal prismatic coordination
environment. Also the ‘R’ cations are not 12-coordinate, as would be
the case in a perovskite, but are in seven-fold coordination. The materials
are multi-ferroic, with anti-ferromagnetic and ferroelectric proper-
ties.[162] The nature of the polarity and therefore the ferroelectric beha-
viour was only recently described.[163] Careful structural studies
indicated that although the dipole moments are attributable to the R-O
bonds and not the Mn-O bonds, the R-cations are not directly responsible
for the ferroelectric behaviour. The noncentrosymmetry is attributable to
the tilting of the MnO5 polyhedra, which in conjunction with the dipole
moments in the R-O bonds results in ferroelectric behaviour. Thus the
ferroelectric behaviour in these materials is termed ‘improper’[164] and
occurs by a much different mechanism than BaTiO3 or even BiFeO3.

1.5.3 Metal Halide and Oxy-Halide Systems

Multi-ferroic behaviour has also been observed in metal halide materials,
specifically BaMF4-type compounds (M¼Mg, Mn, Fe, Co, Ni, and
Zn)[165, 166] and boracites, M3B7O13X (M¼Cr, Mn, Fe, Co, Ni, or Cu;
X¼Cl, Br, or I).[167–169] The former consists of puckered layers of corner-
shared MF6 octahedra that are separated by Ba2þ cations. The materials
are iso-structural, crystallising in the orthorhombic crystal class mm2.
Anti-ferromagnetic ordering has been observed for M¼Mn, Fe, Co, and
Ni, but only BaCoF4 and BaNiF4 are ferroelectric. Similar to the hexagonal
manganites, the transition metal in the BaMF4 materials is in a nearly
regular octahedral environment. The origin of the ferroelectricity has
been recently elucidated and occurs through the rotation of the MF6

(M¼Co or Ni) octahedra and polar displacements of the Ba2þ cation.[170]

It is suggested that the reason ferroelectric behaviour occurs in the Co and
Ni phases and not the Mn and Fe analogues is attributable to geometric
constraints and size effects.[170] Boracite-type compounds have the stoi-
chiometry M3B7O13X (M¼Cr, Mn, Fe, Co, Ni, or Cu; X¼Cl, Br, or I)
and exhibit three-dimensional crystal structures. The structures consist of
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linked MO4X, BO4, and BO3 polyhedra. The materials are iso-structural
crystallising in the trigonal crystal class 3m. Complex ferromagnetic order-
ing below 100 K has been observed in Mn3B7O13Cl and Ni3B7O13Cl.[171,

172] Ferroelectric hysteresis loops have also been measured for these com-
pounds as well,[168, 173] indicating polarisation reversibility. What is
unclear is the origin of the ferroelectric behaviour. The polarity in the
boracite structure is likely attributable to the MO4X and BO3 polyhedra.
In these materials the BO3 polyhedra are not strictly planar, but are found
as a trigonal pyramid with boron at the apex. Thus, both cations are in
locally acentric and polar coordination environments, whereas the BO4

tetrahedra are only acentric. Thus, polarisation reversal, i.e. ferroelectri-
city, must occur because of the MO4X and/or BO3 polyhedra. To date,
however, no mechanism has been confirmed.

1.6 CONCLUDING THOUGHTS

Clearly the design, synthesis, and characterisation of NCS inorganic
materials will be of great importance for the foreseeable future. In this
final section we briefly discuss the state of the field.

1.6.1 State of the Field

As we have described, there are a variety of strategies that have been
developed to synthesise new NCS inorganic materials. The fundamental
question remains – Is it possible to a priori rationally design and thereby
synthesise a NCS inorganic material? At present, the answer is: not all the
time. Of course this does not mean all is lost, and we are left with
haphazardly combining reagents in the hope of synthesising a NCS
material. Clearly, by using one of the strategies presented here, one is
able to substantially increase the incidence of synthesising a NCS mate-
rial. Let us recall the requirements for a NCS material. First the building-
blocks or coordination polyhedra, i.e. MXn where M is a metal cation, X
is an anion, and n represents the number of anions surrounding the
cation, must be inherently acentric. The anions cannot be related by
an inversion centre associated with the cation. Thus there must be a
structural distortion that requires or forces the metal cation not to be
on an inversion centre. Microscopic centricity implies macroscopic
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centricity. Once local, microscopic, acentricity has been achieved, a
second challenge must be overcome. The acentric polyhedra must be
related or connected by noninversion type symmetry. Thus, acentric
polyhedra are a necessary but not sufficient condition for crystallo-
graphic noncentrosymmetry. As outlined in this chapter, a host of
researchers have proposed a variety of strategies for addressing both
challenges. Much research, however, remains to be done, as open ques-
tions remain. Fundamentally, is it possible to control the chemical bond-
ing interactions such that an inorganic NCS structure is always
produced? Even within inorganic NCS structures, can chirality and
polarity be controlled such that specific properties are enhanced? The
design and synthesis of inorganic NCS materials has made great strides in
the past decade. It is hoped that this chapter will provide an impetus for
greater research in this area.
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2
Geometrically Frustrated

Magnetic Materials

John E. Greedan
McMaster University, Department of Chemistry, Hamilton, Ontario, Canada

2.1 INTRODUCTION

Research activity in the area of geometrically frustrated magnetic materi-
als (GFMM) has grown rapidly over the past twenty years or so. This has
not been driven by a perceived technological goal but more by the
opportunity to create and study exotic states of matter such as spin
glasses, spin ices and spin liquids, among others, which can be realised
in such systems. Moreover, frustration is a surprisingly common thread
woven through diverse scientific disciplines. It arises in protein folding,
superconducting Josephson junction arrays, liquid crystals, and even in
astrophysics in the ‘nuclear pasta’ state which arises in stellar interiors.
As will be mentioned within this chapter, spin ices may be a laboratory
for the study of the elusive magnetic monopole.

Magnetic materials have become the focus for much of the study of the
frustration phenomenon for a number of reasons. First, magnetic materi-
als which provide the necessary conditions for geometric frustration can
be designed and synthesised with relative ease. Secondly, a very wide
range of experimental techniques can be applied in the study of both the
static and dynamic properties to determine the extent of spatial and
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temporal correlations over many decades of length and time scales.
Additionally, magnetic systems lend themselves to theoretical investiga-
tion using well-defined microscopic models and thus, experiment and
theory are closely linked in a symbiotic manner.

No attempt is made to be exhaustive and complete – the existing
literature is too large for that to be practical. Instead, the basic principles
will be outlined with minimal reference to theory and representative
materials will be described with attention to structure, composition and
magnetic properties characterisation. Several reviews exist which cover
various stages in the development of the field of GFMM including those
from the relatively early days,[1–4] while there are more recent reviews of
specific materials, such as pyrochlore oxides.[5, 6]

2.2 GEOMETRIC FRUSTRATION

2.2.1 Definition and Criteria: Subversion of the Third Law

Frustration results when contradictory constraints act upon the same site
in a material. Our interest here is the case when the origin of the frustra-
tion results from the intersite geometry. The canonical examples are the
equilateral triangle and the regular tetrahedron shown in Figure 2.1.

If the exchange constraint is for antiferromagnetic (AF) coupling
between nearest neighbours, then both ‘plaquettes’ are clearly
frustrated. Technically, a square lattice can also be frustrated but only
for the special condition that the nearest and next nearest neighbour
exchange interactions are comparable. One of the key consequences
of geometric frustration is that for such a material the Third Law of
thermodynamics can be subverted. Figure 2.2 shows schematically
the situation for a conventional magnetic material as the temperature
is lowered to near zero K. According to the Third Law, the
entropy, S, must approach zero as the temperature approaches zero.

(b)(a)

?
?

?

Figure 2.1 Geometric frustration illustrated by the triangle (a) and the tetrahedron
(b) where the nearest neighbour exchange constraints are AF
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For magnetic systems an important component of the total entropy is the
spin disorder entropy which is of course large at high temperatures. As
the system is cooled spin–spin correlations can overcome the thermal
energy and a long range ordered state becomes the ground state after
passing though an intermediate state in which finite domains of short
range order, called the critical region, which generally exists over a
narrow thermal range, are formed. For geometrically frustrated systems,
formation of a well-ordered ground state becomes very difficult, the
critical regime can now extend over a wide thermal range, and in many
cases, the long range ordered state is never realised. By true long range
order is meant that the dimension of an ordered domain is infinite or
extends throughout the entire volume of the sample.[7]

2.2.2 Magnetism Short Course

2.2.2.1 Paramagnetism and the Curie–Weiss Law

The paramagnetic state is one in which no spin–spin correlations exist on
any length or time scale, i.e. the spin orientations are completely random
as depicted in the left-hand panel of Figure 2.2. Thus, no net magnetisa-
tion exists in the absence of an applied magnetic field. Paramagnetism is a
‘high temperature’ state for the spins, meaning that the thermal energy,
kBT, is much greater than the spin–spin correlation energy. This latter
energy is most commonly expressed in terms of the so-called Heisenberg–
van Vleck–Dirac Hamiltonian,

Hex ¼�2J Si � Sj ð2:1Þ

Paramagnetism Short range order Long range order

Figure 2.2 Spin correlations associated with the paramagnetic, short range ordered
(SRO) and long range ordered (LRO) states
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where Si and Sj are spin operators on two sites and the magnitude of
the scalar J is a measure of the interaction strength and its sign gives
the relative orientation of the two spins. With the above sign convention,
J< 0 implies antiparallel or antiferromagnetic (AF) coupling and J> 0
implies parallel or ferromagnetic (F) coupling. The reader is cautioned
that other forms of Equation 2.1 exist with a positive sign and without
the factor of two. Thus, J has units of energy and sets the energy scale for
the exchange or spin–spin correlations.

As mentioned, the paramagnetic state has no net magnetisation in the
absence of an applied magnetic field, so the quantity which is measured is
the magnetic susceptibility, �¼ dM/dH, i.e. the magnetisation induced
per unit applied magnetic field. Empirically, the measured susceptibility
for most materials follows the so-called Curie–Weiss law,

�¼C=ðT � �Þ ð2:2Þ

where C and � are constants for a given material. Strictly speaking, the
Curie–Weiss law holds only when a unique ground state is well separated
from any excited states resulting from crystal field induced levels. In some
cases the presence of excited states can be accomodated by adding a
temperature independent term (TIP) to Equation 2.2. When there exist
many excited states within an interval kT of the ground state the more
complex van Vleck equation must be used.[8] The analytical form of
Equation 2.2 is an hyperbola which is linearised by plotting ��1 vs T,
as shown in Figure 2.3.

C, the Curie constant, is related to the so-called effective magnetic
moment, meff, according to:

C ¼ m2
eff=8 ¼ g2½SðSþ 1Þ�=8 mB ¼ SðSþ 1Þ=2 mB if g ¼ 2f g ð2:3Þ

where g is the Landé splitting factor, S is the spin quantum number and mB

is the Bohr magneton. Thus, C is a quantitative measure of S for a

Curie–Weiss

0 TT

slope = 1/Cχ = C/(T-θ) 1/χχ

Curie–Weiss
(antiferromagnetic)

θ

Figure 2.3 The Curie–Weiss law
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magnetic system. On the other hand, � can be shown, within the context
of the so-called Mean or Molecular Field Theory (MFT), to be related to
the exchange energy through:[9]

�¼ 2SðSþ 1Þ
3k

XN 0

m¼1

zmJm ð2:4Þ

where zm is the number of neighbours of a spin and the sum N extends
over all possible sets of neighbours from nearest neighbours (m ¼ 1)
outward. Thus, � is the weighted, algebraic sum of all of the exchange
interactions in a magnetic material. Its sign determines the net exchange
constraint, � < 0 implies AF coupling and � > 0 F coupling given the sign
convention of 2.1, and its magnitude, kBj�j, is a measure of the magnetic
exchange energy. Again, as a caution it should be noted that there may be
other contributions to � in addition to exchange. These often arise in rare
earth ions due to complex electronic structures induced by the crystal
field but can occur for d-group ions as well. In rare earths with a large
magnetic moment and weak exchange interactions the magnetic dipole–
dipole interaction can be significant as well.

2.2.2.2 The Frustration Index and Mean Field Theory

As the temperature is lowered such that kBT�kB|�|, i.e. |�|/T�1, the
paramagnetic state should become unstable with respect to some ordered
state. According to MFT, for ferromagnetism a transition to a long range
ordered state occurs for Tc¼ �, where Tc is the so-called ‘critical’ tem-
perature or the Curie temperature in older literature. In practice one finds
that �/T ranges between �1.1–1.4 at most. For antiferromagnets the
situation is more complex but, empirically, long range AF order is usually
established for j�j/ Tc� 2–3. The most extreme case known for conven-
tional AF materials, according to MFT, is �/T� 5.[9] This observation led
to the use of the frustration index, f� j�j/ Tc as a simple rule of thumb.[2]

In general the observation that f >>5 or so is taken as evidence for the
importance of magnetic frustration in a real material.

2.2.2.3 The Role of the Spin Quantum Number

Quantum mechanics allows for statistical fluctuations among the quan-
tum states for a given system. For magnetic systems the effect of such

GEOMETRIC FRUSTRATION 45



fluctuations becomes more pronounced as S decreases. For example for
large S, say 5/2 or 7/2, the state multiplicity, 2S(S þ 1), is also large and a
fluctuation from say Mz¼�5/2 to Mz¼�3/2 has a minor effect on the
nature of a ground state as the net spin direction is not changed. However,
for S ¼ ½ there exist only two states, Mz ¼ þ/�½ and a fluctuation will
result in a change in spin direction. Thus, low spin states, S ¼½ and 1 are
often called quantum spin states, as the effects of quantum mechanical spin
state fluctuations on ground magnetic configurations are the largest. This is
a separate issue from geometric frustration but leads to an exacerbation of
such effects for low S-based magnetic materials.

2.2.3 Frustrated Lattices – The Big Four

As already shown in Figure 2.1, the equilateral triangle and the regular
tetrahedron provide the basis for geometric frustration. In real materials
these discrete plaquettes are condensed to form extended arrays with
periodic symmetry called lattices. Condensation can involve sharing
either corners or edges in two or three dimensions and this results in
the four ‘canonical’ frustrated lattices shown in Figure 2.4. These are the
edge-sharing triangular lattice, the corner-sharing triangular lattice
(called the kagomé lattice after a Japanese basket weaving pattern),
the edge-sharing tetrahedral lattice which is the familiar face-centred-
cubic lattice and the corner-sharing tetrahedral lattice which is known as
the pyrochlore lattice. This set of four is not exhaustive but does account
for a substantial majority of all known geometrically frustrated lattices in
real materials.

Other lattices of considerable interest are found in the garnet and
langesite structures for example and can be regarded as analogous to
the kagomé lattice but with distortions or extensions to three dimensions.
Other structures, such as the so-called ‘hyper-kagomé’ and kagomé-
staircase which also feature three-dimensional arrays of corner-sharing
triangles, will be described in more detail in later sections.

2.2.4 Ground States of Frustrated Systems: Consequences
of Macroscopic Degeneracy

As already mentioned, frustrated magnets appear to defy the Third Law
in that, often, a long range ordered magnetic ground state is not stable but
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instead more exotic states such as spin glasses, spin liquids or the
curious spin ice state may be found. The difficulty in satisfying the
Third Law follows directly from the singular feature of frustrated mag-
netic materials – an enormous ground state degeneracy. Following
Moessner,[10] the full ground state degeneracy is given below:

D¼N½nðq� 2Þ � q�=2 ð2:5Þ

where D is the total degeneracy, N is the number of ‘plaquettes’ (triangles
or tetrahedra), n is the number of spin components per site (n¼ 1 for
Ising, 2 for XY and 3 for Heisenberg spins) and q is the number of spins
per plaquette. The most extreme example is the Heisenberg, pyrochlore
case, where n ¼ 3 and q ¼ 4, for which D ¼N. That is, the degeneracy is
equal to the actual number of tetrahedra in the sample which can of
course approach 1022! Thus, the selection of a single ground state from
such macroscopic degeneracy is profoundly difficult.

Detailed theory in the form of MFT and computations using
Monte Carlo simulations have shown for the pyrochlore lattice

triangular planar

face-centred cubic pyrochlore

kagomé

Figure 2.4 The four principal frustrated lattices: triangular planar (TP), kagomé,
face-centred cubic, pyrochlore
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with nearest neighbour AF spin constraints, that a long range ordered
state cannot exist above T ¼ 0 K.[11, 12] In general additional perturba-
tions such as further neighbour interactions, inclusion of magnetic dipo-
lar interactions, site disorder, application of pressure or external
magnetic fields, etc. are needed to lift the N-fold degeneracy of the
ground state. The gamut of ground states observed include complex
long range ordered states, i.e. with bizarre ordering wave vectors, spin
glasses, spin liquids (also called co-operative paramagnets) and spin ices,
as already mentioned. Recent theory has shown for example that a spin
glass state can be stabilised on the pyrochlore lattice with a minimal level
of disorder.[13]

A brief description of some of these states will now be presented.

2.2.4.1 Complex Long Range Order

Often, this takes the form of noncollinear spin ordering. The best
known example is that for the triangular lattice where the so-called
120o structure is often found. This is shown in Figure 2.5 where a chiral
degeneracy is indicated. There is one report of the corresponding ‘109o’
structure, Figure 2.6, in a pyrochlore lattice material, the metastable,
pyr-FeF3.[14] Other more extreme examples will be discussed in sections
which follow.

2.2.4.2 Spin Glass State

Spin glasses exhibit, as the name suggests, a random, spin frozen ground
state which is depicted in Figure 2.7. Here, the spins are random in space

Figure 2.5 The noncollinear 120o magnetic structure for a TP lattice. The two forms
are degenerate chiral pairs.[3] Reprinted with permission from Gaulin, 1994 [3].
Copyright (1994) Springer Science þ Business Media
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and the spin dynamics occur over very long time scales, i.e. the spins
appear to be instantaneously frozen. The analogy with the glassy state of
matter is quite close. It is widely held that the spin glass state requires
both frustration and positional disorder to be stabilised.[15]

Figure 2.6 The 109o magnetic structure. Note that chirality is present, as for each
tetrahedron, the four spins can be pointing either all in or all out.[14] Reprinted from
Férey et al., 1986 [14]. Copyright (1986) Elsevier

A

Figure 2.7 The spin glass state showing spins frozen in time with random
orientations
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Archetypal spin glasses are formed by dissolving low concentrations of
magnetic elements, such as Fe or Mn, in diamagnetic metallic matrices,
such as Au or Cu. Positional disorder in such cases is obvious and the
magnetic frustration is provided by the nature of the spin exchange
in metals, the so-called RKKY (Ruderman, Kittel, Kasuya, Yosida) inter-
action, for which the sign of the exchange constraint changes as a func-
tion of distance.[15] Spin glass states also are found in insulators such as
diluted magnetic salts, e.g. Eu1�xSrxS, where a spin glass state obtains for
x�0.5. In this case, competing F and AF, nearest neighbour (nn) and next
nearest neighbour (nnn), respectively, provide magnetic site frustra-
tion.[16] It should be emphasised that the transition to the spin glass
state is a true cooperative phenomenon which occurs at a sharp tempera-
ture, Tf or Tg, and displays so-called critical behaviour in which the
thermodynamic properties such as magnetic susceptibility or heat capa-
city diverge as Tg is approached according to a set of universal ‘critical
exponents’. This is in distinct contrast to a superparamagnet in which
domains of essentially noninteracting coupled spins undergo blocking
behaviour as the temperature is decreased, i.e. the spin dynamics also
slows considerably but there is no true phase transition. A spin glass and a
superparamagnet can be distinguished using data on spin dynamics
obtained from a.c. susceptibility studies.[15] Thus, the spin glass ground
state should not occur in systems which lack significant positional dis-
order. Nonetheless, it is found for nominally well-ordered geometrically
frustrated materials such as the pyrochlore, Y2Mo2O7 and a number of
B-site ordered double perovskites, A2BB0O6, in which the magnetic B0 site
ions form a frustrated f.c.c. lattice. These examples will be discussed in
some of the following sections.

2.2.4.3 Spin Liquid or Cooperative Paramagnetic State

In this rather more rare and exotic case, the spins never undergo a phase
transition to a frozen state in spite of evidence for the presence of strong spin
exchange.[17,18] One model for the spin liquid is the ‘Resonating Valence
Bond’ (RVB) ground state due to Anderson but clearly inspired by Linus
Pauling.[18] Anderson’s original proposal involved a triangular planar lat-
tice decorated with S¼½ spins. He envisaged a ground state consisting of a
superposition of components which involve AF coupled spin dimers on
adjacent sites. Each contributing state would involve dimers between dif-
ferent pairs of neighbours. An attempt to illustrate this is shown in
Figure 2.8. Thus, a critical feature of the spin liquid state, at least in the
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RVB picture, is that overall, a spin singlet ground state will result. As well,
another characteristic is the presence of significant spin dynamics down to
the lowest temperatures. There are relatively few accepted examples of the
spin liquid state, the pyrochlore oxide Tb2Ti2O7 being one.[19]

2.2.4.4 Spin Ice State

This is also a fairly rare ground state and one with very strict requirements.
Unlike the cases already outlined, where nn AF exchange is dominant, the
spin ice state actually forms when the nn constraint is F but the spins must
be subject to a dominant axial anisotropy. The only known examples occur
in pyrochlore oxides involving rare earth ions, such as Dy2Ti2O7 or
Ho2Ti2O7. The spin ice configuration is shown in Figure 2.9 for a single
tetrahedron. The dominant magnetic anisotropy constrains the magnetic
moments to lie along axes which originate at the four corners of the
tetrahedra and pass through the centre of the opposite base. If the nn
constraint is F, this results in a highly degenerate ground state involving
moment configurations of ‘two in, two out’ on each tetrahedron.

It was noticed by Harris and Bramwell[20] that this situation is topolo-
gically equivalent to that for hexagonal water ice in which each oxygen
atom is surrounded by two short covalent bonds and two longer hydro-
gen bonds, also shown in Figure 2.9. This configuration, ‘two in, two out’
or ‘two short, two long’ has become known as the ‘ice rules’. The ground
state degeneracy is calculated by noting that of the 24 ¼ 16 possible spin

Figure 2.8 A representation of the RVB spin liquid state on a TP lattice. The ground
state is a superposition of states in which each spin is AF coupled to another to form
S ¼ 0 dimers
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configurations for four spins on a tetrahedron, 6 satisfy the condition that
the vector sum of the moments equals zero. For a system with N spins and
N/2 tetrahedra, the total number of microstates, O¼ (24)N/2¼ 4N.
But each spin is shared by one other tetrahedron, so the 16 configurations
per tetrahedron are not independent. Following Pauling’s arguments for
the water ice problem, 22¼ 4 spins are allocated for each tetrahedron and
only 6/16 of these satisfy the zero total moment condition. Thus, the true
degeneracy, O0 ¼ [22(6/16)]N/2. Then, the total entropy is S ¼ kBln O0 ¼
NkB/2ln(3/2). This excess entropy had been observed in water ice by
Giauque and by Ramirez et al. and later by many others in the pyrochlore
oxide Ho2Ti2O7, as will be described in Section 2.3.4.1.[21,22]

2.3 REAL MATERIALS

2.3.1 The Triangular Planar (TP) Lattice

2.3.1.1 Ideal (Undistorted)Triangular Planes

While the TP lattice is realised in many inorganic materials, the transition
metal di- and trihalides such as CrX3 or NiX2, where X is a Cl, Br or I,
come to mind, for most of these the nn, intraplanar exchange is
F and frustration does not play a role. In part this is due to the
predominance of intraplanar 90o M–X–M superexchange which is
often F. The salts,VBr2 and VCl2, do appear to have intraplanar AF

Figure 2.9 The spin ice ground state (right) and the analogy with the proton
configuration about an oxygen atom in water ice (left). In spin ice the four
moments are constrained to lie along <111> directions of the tetrahedron and have
the two in, two out configuration. In water ice two protons (small, solid circles)
are covalently bonded at short O–H distances and two are hydrogen bonded at
longer O–H distances.[6] Reprinted with permission from Gardner et al., 2010 [6].
Copyright (2010) American Physical Society
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interactions.[23] Other examples of geometrically frustrated systems
occur in so-called ordered NaCl oxide materials, such as AMO2 where
M is a TP metal ion and A ¼ Li, Ag, Cu or Na. These compounds
crystallise in R3m and the A and M ions occupy alternating perfect TP
layers along the stacking direction which is<111> of the cubic NaCl unit
cell as shown in Figure 2.10.

Early work was motivated in part by Anderson’s RVB model, which
has been described earlier, with S¼ ½ ions as a particular focus. For
example it was hoped that NaTiO2 and LiNiO2 would provide realisa-
tions of the elusive spin liquid ground state. Unfortunately, neither mate-
rial has proved to be suitable for different reasons. NaTiO2 appears to be
metallic[24] and for LiNiO2, while the detailed nature of its ground state is
still debated, the dominant in plane exchange appears to be F and the
most stoichiometric samples behave as spin glasses.[25] One of the best
examples of a GFMM from this series is LiCrO2 which is insulating and
does show a large frustration index, f¼ 10. However, this S¼ 3/2 system
shows AF long range order (LRO) below 62 K but with a very complex
magnetic structure consisting of a double k-vector 120o structure.[26]

AgCrO2 and CuCrO2 also exhibit complex magnetic order with wave
vectors k¼ (0.327 0.327 0) and k¼ (1/3 1/3 x), respectively, i.e. modu-
lated 120o structures.

In addition the magnetic Bragg peaks exceed the resolution width,
indicating that LRO is not truly established in three dimensions.[27]

In Table 2.1 we collect some relevant data for selected TP systems.

M+ and M3+ order
into layers

normal to the body
diagonal <111> of
the NaCl cubic cell
(Fm3m R3m)

<111>

M3+  layer

-

Figure 2.10 The layered structure of the ordered NaCl materials, MþM03þO2

with R3m symmetry. The ideal TP topology of the magnetic, M3þ, layers is shown
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While several of these have respectable frustration indices, it should be
recalled that these are also low dimensional magnetic materials with
relatively strong intraplanar exchange but weak interplanar exchange.
This low dimensionality will also inhibit LRO and will contribute to a
large f value.

2.3.1.2 Distorted Triangular Planes

A few compounds exist with slightly distorted triangular planes. Good
examples are the anhydrous alums, AM(SO4)2 where A ¼ K, Rb or
Cs and M is a trivalent transition metal ion. The structure is shown in
Figure 2.11. The slightly distorted triangular planar layers are well
separated by the large Group 1 ions. The actual space group is C2/m
and the triangular edges are of rather different length, 5.15 Å and
4.82 Å and the angles are 64o and 57o, typically. For most cases,
M ¼ Fe with S ¼ 5/2, but a Ti3þ S ¼ ½ member is also known,
KTi(SO4)2. The M ¼ Fe phases order between 4 K and 8 K and show
modest f values of about 7. The Ti material on the other hand does
not order above 1.2 K and shows f> 10, which should provide moti-
vation for further studies.[28,29]

An additional set of distorted TP magnets is provided by another
form of site-ordered NaCl oxide, namely, A5MO6. Two examples
which have been studied in some detail are Li4MgReO6 and
Li5OsO6.[30, 31] Both involve S ¼ ½ ions, Re6þ in the former and Os7þ

in the latter. The crystal structure, C2/m, is shown in Figure 2.12. There
are actually two sets of triangular planes within the ab and ac planes, as
seen in the figure inset. The various exchange pathways are indicated on
Figure 2.13 and relevant interatomic distances for the two compounds
are given in Table 2.2.

Table 2.1 Selected magnetic data for some ACrO2 and VX2 layered triangular
antiferromagnets

Compound TN (K) qC (K) |qC|/TN Ref.

VCl2 36 �437 12 23
VBr2 29 �335 12 23
LiCrO2 62 �600 10 26
AgCrO2 34 �168 5 27
CuCrO2 27 �199 7 27
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While these are iso-structural and iso-spin materials, their properties
are remarkably different as indicated in Table 2.3. Li4MgReO6 shows a
spin frozen ground state below Tf�12 K with no long range order and a
large frustration index, f� 14, while Li5OsO6 orders AF below �40 K
with essentially no evidence for frustration, f �1.

b c

Figure 2.12 The unit cell of the C2/m ordered NaCl materials of type A5MO6. The
MO6 octahedra are shown in dark grey and the topology of an M-site layer is shown
on the right

M3+
 sites

Figure 2.11 The layered structure of the anhydrous alums, AM(SO4)2. The M sites
are shown as octahedra, the [SO4]2� groups as tetrahedra and the Aþ cations as
spheres. The topology of the M sites is also shown
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A partial explanation for this surprising difference is provided by a
combination of an analysis of the role of magnetic site coordination poly-
hedron in determining the electronic structure and application of the Spin
Dimer Model.[32] The octahedron about Os7þ in Li5OsO6 is subject to a
much stronger psuedo-tetragonal compression, 4 Os – O bonds at 1.908 Å

J2

J5

J3 J4
J3

J1

J2
a

b

c

Figure 2.13 Possible exchange pathways for a A5MO6 material.[31] Reprinted with
permission from Derakhshan et al. [31]. Copyright (2008) American Physical Society

Table 2.2 Interatomic distances for various exchange pathways in Li5OsO6

and Li4MgReO6. See Figure 2.13 for identification of the pathways[30,31]

M–M pathway(Å) Li5OsO6 Li4MgReO6

J1 5.065 5.092
J2 5.047 5.098
J3 5.008 5.082
J4 5.783 5.851
J5 6.495 6.554

Table 2.3 Comparison of relevant magnetic properties between Li5OsO6 and
Li4MgReO6

Property Li5OsO6 Li4MgReO6

meff (mB) 0.92 1.14
�C (K) �34 �166
TN,f 40 �12
Ground state AF LRO Spin glass
F �1 �14
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and 2 at 1.846 Å, while for the Re6þ site in Li4MgReO6, there are 4 Re – O
bonds at 1.962 Å and 2 at 1.932 Å. A tetragonal compression splits the t2g

1

configuration such that the dxy orbital lies lowest with the dxz and dyz

orbitals nearly degenerate. The relative magnitudes of J1 – J5 differ greatly
depending on which crystal field states are occupied. In Table 2.4 two
extreme cases are considered, the occupation of only the dxy orbital and
equal occupation of dxy, dxz and dyz.

Note that for dxy only occupation, one finds a dominant J4, suggesting
low-dimensional magnetism rather than geometric frustration. Evidence
for low-dimensional magnetism is found in Li5OsO6 and the stronger
pseudo-tetragonal compression suggests that the dxy only model is a
decent approximation in this case. On the other hand, if the three t2g

orbitals are equally occupied, J2, J3 and J4 are now comparable and these
form a triangular lattice which would favour geometric frustration,
suggesting that this a good approximation for Li4MgReO6 with its smal-
ler tetragonal compression. The presence of positional disorder between
Liþ and Mg2þ combines with geometric frustration to provide the con-
ditions for the spin glass ground state. One object lesson from the above
exercise is that for low symmetry systems such as these, the actual
geometry of the magnetic ion sites is less important than the relative
strengths of the interconnecting superexchange pathways.

2.3.2 The Kagomé Lattice

The term, kagomé, originates from a traditional Japanese basket weave
pattern but in fact the motif is used widely in Japanese culture. Currently,
kagomé lattice materials also represent one of the most active research
areas. This is due in part to the theoretical tractability of the two-dimen-
sional kagomé lattice and also to expectations that exotic ground states
should be found, especially with quantum, S¼½ and S¼ 1 spins.[33,34]

Table 2.4 Relative values for the exchange pathways J1 – J5 (Figure 2.13) calculated
on the Spin Dimer Model for occupation of dxy only and equal occupation of dxy, dxz

and dyz for Li5OsO6. The values for Li4MgReO6 follow the same pattern

Pathway dxy only dxy, dxz, dyz equally

J1 0.022 0.04
J2 5� 10�5 0.96
J3 1� 10�5 1.00
J4 1.00 0.43
J5 0.019 0.02
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We will refer to these materials as 2DKAF (two-dimensional kagomé
antiferromagnets).

2.3.2.1 Ideal (Undistorted) Kagomé Lattices

These are fairly rare and there are only two families of materials which have
been studied with any intensity. The first are the jarosites, a sulfate/
hydroxide mineral class with composition,AM3(SO4)2(OH)6. TheA cation
can be more or less any large singly charged ion such as Naþ, Kþ, Rbþ, Agþ,
Tlþ, [NH4]

þ or [H3O]þ. The majority of magnetic jarosites involve M ¼
Fe3þ but some are known for M ¼ Cr3þ. The crystal structure, R3m, is
shown in Figure 2.14 where it can be seen clearly that the M-layers do
form a geometrically perfect kagomé lattice. Jarosites are generally pre-
pared using hydrothermal methods and are plagued by vacancies within
the M layers due to protonation of the [OH]� sites. Thus, full coverage of
the M lattice is rarely found unless special measures are taken. A synthetic
breakthrough was reported recently by Grohol et al.[35] by which materials

M3+ sites

Figure 2.14 The jarosite, AM3(SO4)2(OH)6, structure. The MO6 units are shown as
octahedra, the [SO4]2� anions as tetrahedra and the Aþ cations as spheres. The H
atoms associated with the OH� anions are omitted. The top right shows one layer of
MO6 octahedra and the bottom right the perfect kagomé net of M3þ sites
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with fully occupied M sites, M ¼ Fe, were obtained routinely. A typical
result is shown in Figure 2.15 and a summary is presented in Table 2.5.
Note that in addition to the obvious susceptibility maximum, signalling
TN, a ZFC/FC divergence below TN, noted TD in the table is a common
property of the jarosite family. The ordering temperatures, TN, found for
these stoichiometric jarosites are considerably higher than those reported
on samples with large vacancy concentrations, as would be expected.[4]

The intraplanar spin structure of the iron jarosites is described
by the so-called k¼ (0 0) structure, Figure 2.16, left, rather than the
k¼ (
p

1/3
p

1/3) structure, right, in spite of both classical and quantum
theories for the kagomé lattice which predict the latter.[36]

Perhaps the most interesting iron jarosite is that for A¼ [H3O]þwhich is
reported to show�98% coverage of the M sites, even in earlier work.[37,38]
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Figure 2.15 The DC magnetic susceptibility of KFe3(SO4)2(OH)6 with full
occupation of the kagomé net by Fe3þ. Note the zero field cooled (ZFC)/field cooled
(FC) divergence below TN¼ 65.5 K.[35] Reprinted with permission from Grohol et al.,
2003 [35]. Copyright (2003) American Physical Society

Table 2.5 Summary of results for Fe3þ jarosites, AFe3(SO4)2(OH)6
[35]

Aþ qC (K) TN (K) TD (K) f

Na �825 61.7 �58 14
K �828 65.4 �53 13
Rb �829 64.4 �53 13
NH4 �812 61.8 �53 13

REAL MATERIALS 59



While there is an apparent magnetic anomaly near 13 K, neutron
diffraction shows a lack of long range magnetic order down to 1.9 K.
The 13 K anomaly is identified as a spin glass like freezing and has been
investigated by muon spin relaxation methods.[39] Neutron diffraction at
the lowest temperature on polycrystalline samples shows that the mag-
netic scattering has the asymmetric Warren line shape, characteristic
of two-dimensional spin correlations, with a short correlation length of
�19 Å, Figure 2.17.[37, 38]

Remarkably, dilution of the Fe site with Al3þ results in long range
order evidenced by resolution limited Bragg peaks.[40] This was inter-
preted, originally, as an ‘order by disorder’ process, based on the

(a) (b)

Figure 2.16 Two possible magnetic structures for the kagomé lattice. (a) k ¼ (0 0).
(b) k¼ (

p
3 �p3).[4] Reprinted with permission from Greedan, 2001 [4]. Copyright

(2001) Royal Society of Chemistry
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Figure 2.17 Diffuse magnetic scattering for (D3O)Fe3(SO4)2(OH)6 at 1.5 K. The fit
is to the Warren line shape function which describes two-dimensional spin
correlations.[37] Reprinted with permission from Wills et al., 1998 [37]. Copyright
(1998) EDP Sciences
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assumption that all jarosites required vacancies on the Fe sites to show
order. As mentioned, recent work has shown this to be incorrect and a re-
thinking of these doping results for the A¼ [H3O]þmaterial is perhaps in
order.

The crystal chemistry of jarosites does extend to other M3þ ions, espe-
cially Cr3þ which is S¼ 3/2 compared with S¼ 5/2 for Fe3þ.
Unfortunately, there are apparently no detailed studies of any stoichio-
metric Cr jarosite. KCr3(SO4)2(OH)6 with 76% Cr sites occupied is
reported to show AFLRO only below 1.8 K with an ordered Cr3þmoment
of only�1mB which is 1/3 of the expected value.[41] With �C values ranging
from –55 K to –70 K for this material, f� 31 to 39, indicating high levels of
frustration. It should be noted that the values for TN are much lower than
those for Fe jarosites with similar site coverage, by more than an order of
magnitude. More effort should be directed to the preparation and study of
fully stoichiometric Cr jarosites. Unfortunately, jarosites with S¼½ or
S¼ 1 ions, such as Ti3þ or V3þ, are unknown.

The second family of undistorted kagomé lattice materials, the
so-called paratacamites, Zn4�xCux(OH)6Cl2, especially the x¼3 phase,
which is known as herbertsmithite, has been the object of intense study
quite recently. The crystal structure (R3m) is shown in Figure 2.18.
Of course the magnetic ion in herbertsmithite, Zn3Cu(OH)6Cl2, is
Cu2þ, S ¼ ½, providing a quantum spin on the kagomé lattice. Initial
reports that �C ¼�300 K coupled with no sign of LRO down to 50 mK

Cu2+ sites

Figure 2.18 The structure of herbertsmithite, ZnCu3(OH)6Cl2. The CuO6

octahedra are shown as dark grey, the ZnO6 octahedra as light grey. The Cl� and
O atoms as dark and light grey, respectively. The H atoms have been omitted.
Note that the Cu containing layers are connected by edge-sharing ZnO6 octahedra.
The perfect kagomé net of Cu2þions is shown on the right
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induced much enthusiasm, indicating perhaps that a spin liquid ground
state had indeed been found.[42, 43]

Initially, it was thought that the Cu lattice was indeed a perfect kagomé
with no disorder. This was a not unreasonable assumption, as, in solution
or molecular chemistry Zn2þand Cu2þ generally exhibit very different
stereochemistries. Unfortunately, it quickly became apparent from
a battery of studies, including NMR and neutron diffraction among others,
that there was significant Zn–Cu intersite exchange of about 10%.[44–46]

Nonetheless, spin dynamics consistent with a spin liquid-like ground state
are reported. However, 17O NMR data seem to indicate that the ground
state may not be a spin singlet as would be expected for the RVB model.
Heat capacity and neutron inelastic scattering data also support a spin
liquid ground state without a true spin (singlet-triplet) gap.[45,46]

Very recently, a metastable polymorph with the same composition,
ZnCu3(OH)6Cl2, called kapellasite has been synthesised and characterised
structurally and with preliminary magnetic measurements.[47,48]

Kapellasite crystallises in P3m1 and differs from herbertsmithite in
that the connection between the Cu2þ kagomé planes involves only
weak Cl–H–O hydrogen bonds, see Figure 2.19. In herbertsmithite, the
interlayer connection involves edge-sharing ZnO6 octahedra and Zn/Cu
mixing compromises the two dimensionality of the system. Thus, it is
argued that kapellasite is potentially a better approximation to
the 2DKAF. Magnetic susceptibility data suggest a nonmagnetic
ground state for this material as T ! 0 K. Clearly, much more work is
needed here.

Figure 2.19 The structure of kapellasite, a second form of ZnCu3(OH)6Cl2. The
colouring scheme is the same as that for Figure 2.18 (herbertsmithite) except that the
H atoms are shown as very small spheres. Note that the Zn and Cu octahedra are
accommodated within the same layer by edge-sharing and that the layers are now
connected only by Cl–H–O hydrogen bonds.The Cu sites form a perfect kagomé net
as in Herbertsmithite
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2.3.2.2 Distorted Kagomé Lattices

The mineral volborthite, Cu3V2O7(OH)2_2H2O, has long been consid-
ered a good approximation to the 2DKAF. The monoclinic crystal
structure C2/m now lacks a threefold axis which requires some distortion
of the kagomé net, Figure 2.20, with Cu–Cu distances 3.03 and 2.98 Å
and angles of 62 and 58� but the layer is strictly planar.[49]

The relatively long interlayer separation of>7 Å aids in the realisation
of 2DKAF behaviour. The first investigation of volborthite in the context
of 2DKAF was in 2001 where �C¼�115 K was reported but no long
range order was detected.[50] A broad maximum occurs in the DC sus-
ceptibility at� 20 K with a Curie tail extending to lower temperatures but
no ZFC/FC divergence, Figure 2.21. Heat capacity and 51V NMR found
no sign of either AFLRO nor a spin singlet–triplet gap to 1.8 K, indicating
f> 64. Measurements were extended to the mK regime using d.c. SQUID
and 51V NMR which found an anomaly below 1.4 K which was char-
acterised as a spin freezing which, however, involves only �40% of the
Cu spins. Another 20% were thought to be involved in AFSRO of thep

3�p3 type.[51] Volborthite and herbertsmithite have been compared
recently.[52]

A more recently reported kagomé model is the complex fluoride mate-
rial, Rb2Cu3SnF12, whose structure (R3) is shown in Figure 2.22.[53] This
material was discovered, apparently, as result of a search among com-
pounds of similar composition, such as Cs2Cu3ZrF12 which is isostructural
at room temperature but undergoes structural phase transitions at lower
temperatures. The Rb/Sn phase retains the R3 structure to the lowest
temperatures studied. Note that the kagomé layers are now slightly

7.2 Å

Cu - Cu = 3.03 and 2.98 Å
angles 62 and 58°

Figure 2.20 The structure of volborthite, Cu3V2O7(OH)2_2H2O. The CuO6

octahedra are shown in dark grey and the V tetrahedra in light grey. The waters of
hydration are omitted as are the H atoms associated with the [OH]� anions. The Cu
lattice is shown on the right and the distortions from a perfect kagomé topology are
indicated
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nonco-planar with Cu-Cu distances (Å) of 3.493, 3.358 and 3.584 but with
the angles also highly distorted from 60o. One result of these distortions is
that there are now four nn exchange pathways to consider within the
puckered planes, Figure 2.23. For this material the d.c. susceptibility data
can be well understood in terms of a disordered spin singlet ground state
with a spin gap, unlike volborthite or herbertsmithite.

A final distorted kagomé structure type is presented by the langasite
family, with composition AGa5SiO14 where A¼ lanthanide such as Pr

Interlayer = 7.2 Å
Cu-Cu = 3.493, 3.358, 3.584 Å

Cu ions not co-planar 

Figure 2.22 The structure of Rb2Cu3SnF12. The Rbþ ions are shown as large grey
spheres and the Cu2þ ions as small, dark grey spheres. The F� and Sn4þ ions are
omitted. The diagrams on the right show the Cu layers in projection (top) and a side
view (bottom) which illustrates the nonco-planarity. The variations in Cu–Cu
distances are given

Figure 2.21 Some magnetic properties of volborthite. Left, the Curie–Weiss fit
showing �c ¼ �115 K and right, the broad maximum at � 20 K.[50] Reprinted with
permission from Hiroi et al., 2001 [50]. Copyright (2001) Physical Society of
Japan
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or Nd. The langasite structure type, Ca3Ga2Ge3O14, is quite complex and
can be described in terms of the various cation site coordinations as
A3BC3D2O14, where A is eightfold square antiprismatic, B octahedral
and C and D tetrahedral.[54] The A site can be occupied by lanthanide
ions or Group II ions. The space group is P321, thus, the crystals are
noncentric and piezoelectric and the materials have applications in for
example surface acoustic wave (SAW) devices which has been the pri-
mary interest until recently.[55] It was noted in 2006 that the A cation net
has some characteristics of the kagomé lattice, Figure 2.24, in which the
triangles are perfect but the lattice is distorted from the ideal.[56]

J2

J1 J4

J3

Figure 2.23 The four exchange pathways within the distorted kagomé layer in
Rb2Cu3SnF12.[53] Reprinted with permission from Morita et al., 2008 [53].
Copyright (2008) Physical Society of Japan

perfect triangle but distorted net

Nd-Nd = 4.192 Å (intraplanar)
Nd-Nd = 5.062 Å (interplanar)

Figure 2.24 The langesite structure, Nd(Pr)3Ga5SiO14. The Nd(Pr) square
antiprismatic sites are dark grey, the Ga octahedral and tetrahedral sites are light
grey. The Si atom is a small sphere. The distorted kagomé net of Nd(Pr) ions is shown
on the right
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Initial susceptibility data on single crystals of the Nd compound indi-
cated a large, negative �C value, �52 K, that a strong uni-axial magneto-
crystalline anisotropy was present and that no sign of magnetic order was
found to 1.6 K.[56] Now, �C values for most lanthanide insulators contain
contributions from exchange, dipolar and so-called crystal field effects,
with the latter generally dominant. It is thus important to attempt to
separate these contributions by, for example, measuring magnetically
very dilute samples to isolate the single ion crystal field component.
Nonetheless, initially, the Nd langasite was regarded as highly frustrated.
Inelastic neutron scattering data on the Nd material were interpreted as
arising from a magnetically disordered state with strong correlations such
as expected from a spin liquid.[57] Subsequent spin dynamics measure-
ments using muon spin relaxation and 69, 71Ga NMR indicated rapidly
fluctuating spins down to 60 mK, supporting the spin liquid model.[58]

However, a more recent set of studies pointed out several inconsistencies
among the data obtained by various probes and through analysis of single
ion effects arising from the crystal field manifold structure, showed that
much of the spin dynamics was not due to frustration, at least for the Nd
phase.[59] That is, single-ion effects appear to mask any evidence of
magnetic frustration within the temperature range covered in most of
the experiments so far. There has been relatively less work reported on
the Pr langasite. This phase shows a very small �C¼�2.6 K, in contrast to
the Nd analogue, but still no AFLRO down to 35 mK. Nonetheless, there
is a broad maximum in the heat capacity near 6 K but a T2 law is found at
low temperatures. Such a power law is often taken as arising from strong
two-dimensional spin correlations. Spin excitation spectra are also
consistent with a highly degenerate ground state but, surprisingly, no
magnetic diffuse scattering has been observed.[60] It was speculated that
the ground state could be quite exotic, some type of spin nematic state.
This system merits deeper investigation.

2.3.2.3 Three-Dimensional Kagomé-Like Lattices

Often, the modifier, kagomé, is used as either a prefix or a suffix to
indicate a lattice connectivity involving the corner-sharing of triangles
even when the lattice involves three spatial dimensions. Thus, one sees
‘kagomé-staircase’ and ‘hyper-kagomé’ applied to magnetic materials. In
other cases the corner-sharing triangular motif is described by the mineral
name of the structure type, such as the garnets. All of these will be
discussed in the following paragraphs.
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The kagomé-staircase materials are the vanadates Ni3V2O8 and
Co3V2O8, first described by Sauerbrie et al. in Cmca.[61] The magnetic
lattice is shown in Figure 2.25 which resembles a Dali-esque kagomé
lattice arrayed on an apparent staircase.[62] For both materials the trian-
gles are isosceles with distances (Å) of 2.94 and 2.97 for the Ni case. The
spin states are S ¼ 1 (Ni) and 3/2 (Co). It is debatable whether these
materials are truly frustrated in the conventional sense as �C¼�30 K (Ni)
and evenþ 14 K (Co). The main fascination with these compounds is the
remarkably complex magnetic ordering process which involves for the
Ni phase, four apparent phase transitions as the temperature is
decreased and at least two for the Co material, Figure 2.26. These
have been studied in detail and the resulting phase diagram is indeed
complex with incommensurate phases giving way to commensurate
phases as T decreases.[63,64] A full understanding requires competing
nn and nnn interactions along with anisotropy terms and it is clear that
the frustrated magnetic site lattice topology plays a key role. Very
recently, a coupling between the magnetic and dielectric properties
has been reported.[65]

To date there is only one material which has been called a hyper-
kagomé, namely the unusual oxide, Na4Ir3O8 which involves the S ¼ ½
ion Ir4þwhich has the low spin configuration, t2g

5. From a structural point
of view, this compound could be discussed with the spinels but it is also
convenient to do so here. The reported space group(s) are the noncentric
and chiral pair P4132 and P4332. The relationship to spinel, Naþ ions
occupy two types of octahedral sites, differing from the classic spinel,
where tetrahedral sites are occupied. Three Naþ ions per formula unit
reside solely on one such site, while the remaining Naþ shares the other

J1 J1

M1

J2

M1

M2

M2

b

}M2+-O

V5+

c

Figure 2.25 The structure of the kagomé staircase materials Ni3V2O8 and Co3V2O8

showing zigzag layers edge-shared octahedra of M2þ ions. (Left) The Co or Ni
sites. (Right) The two crystallographically different cation sites, M1 and M2, are
indicated.[62] Reprinted with permission from Rogado et al., 2002 [62]. Copyright
(2002) Elsevier Ltd
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octahedral site in an ordered manner with the three Ir4þ ions. This site
ordering leads to a three-dimensional corner-sharing triangular magnetic
lattice, as shown in Figure 2.27. There is little experimental work published
on this compound but the measured �C¼�650 K and there is no sign of
magnetic order down to 1.8 K, giving f> 360.[66] The heat capacity
shows a broad anomaly near 30 K but no sharp feature nor does the
magnetic susceptibility. At low temperatures the heat capacity follows a
T2 law. These results along with the invariance of the heat capacity
with applied fields up to 12 T have lead to speculation that the ground
state is spin liquid like. Recent theoretical work has cast some doubt on
this interpretation.[67] It was shown that when spin orbit coupling
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Figure 2.26 Heat capacity (top) and magnetic susceptibility (bottom) for
Ni3V2O8 and Co3V2O8. Note the four phase transitions for the Ni material.[63]

Reprinted with permission from Rogado et al., 2002 [62]. Copyright (2002)
Elsevier Ltd
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and the allowed Dzyaloshinskii–Moriya (DM) interactions are taken into
account, the Ir – O – Ir superexchange is actually nonfrustrated and a spin
liquid state is unlikely. For other sets of parameters, a spin liquid state
could be recovered. Clearly, studies on this new material are in their
infancy and much more work is needed to clarify the true situation.

Finally, the garnets can be discussed here as the connectivity of the
magnetic lattice is indeed based on corner-sharing triangles in three
dimensions. The garnet composition is A3B2C3O12, and the site coordi-
nations are eightfold dodecaheral for A, octahedral for B and tetrahedral
for C. While garnet materials have been studied for decades, the com-
pounds of interest here are those for which only the A-site is magnetic and
in fact one material dominates, Gd3Ga5O12 or GGG as it is often
denoted. At one time GGG was used as a substrate material for the so-
called bubble memory technology and high quality single crystal samples
are readily available. The A-site lattice is shown in Figure 2.28. There
exist two interpenetrating corner-sharing triangular lattices.

Wolf et al. were the first to realise the frustrated nature of this material,
noting that while �C ¼ �2.3 K, no long range order was observed down
to 0.35 K.[68,69] This was considered surprising as gallium garnets with
A¼ Dy, Nd, Sm and Er order just below 1 K.[70, 71] In zero applied field,
the heat capacity of GGG shows a broad maximum at about 0.8 K,
Figure 2.29 which could be reproduced using three exchange constants,
J1(nn)¼�0.107, J2(nnn)¼ 0.003 K and J3(nnnn)¼�0.010 K. Soon,
reports of long range order induced by applied fields appeared[72] and
eventually, a phase diagram was deduced, Figure 2.30, in which the
AFLRO phase is seen exist below 0.4 K within a range of fields.[73]

Also, at low fields, a spin freezing was found with Tf � 0.15 K.[74]

Figure 2.27 The structure of the so-called ‘hyper-kagomé’ material, Na4Ir3O8. The
magnetic Ir4þ (t2g

5) sites are shown as dark grey octahedra and the Na sites as light
grey octahedra. Part of the Ir4þ lattice, illustrating the corner-sharing triangular
connectivity, is shown on the right
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The first neutron diffraction measurements, using a sample enriched
with non-absorbing 160Gd, showed a remarkable result, Figure 2.31, in
that relatively sharp Bragg peaks of magnetic origin appeared below the
reported Tf from susceptibility measurements which are superimposed on

Figure 2.28 The Gd sites in GGG, Gd3Ga5O12 projected along the (111) axis. There
are two interpenetrating Gd lattices, each involving corner-sharing triangles shown as
dark and light grey spheres.[75] Reprinted with permission from Petrenko et al., 1998
[75]. Copyright (1998) American Physical Society
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Figure 2.29 Heat capacity of GGG in zero applied field. The solid line and points are
the experimental results. The solid line and open circles represent a fit using three
exchange constants (see text).[69] Reprinted with permission from Kinney and Wolf,
1979 [69]. Copyright (1979) American Institute of Physics
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a diffuse background.[75] The magnetic peaks are incommensurate with
the chemical lattice and their width exceeds the resolution limit of the
instrument, indicating that the order is short range with an estimated
correlation length of�100 Å. From integrated intensities it was suggested
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Figure 2.30 The magnetic phase diagram for GGG showing the field induced
AFLRO state.[73] Reprinted with permission from Schiffer et al., 1994 [73].
Copyright (1994) American Physical Society

Figure 2.31 Neutron diffraction data for GGG using 160Gd. Note the appearance of
sharp Bragg peaks between 175 mK and 43 mK (top). The bottom panel shows the
result of subtracting the 175 mK data from 43 mK. The temperature dependence of
two strong Bragg peaks, (right) gives Tc�140 mK.[75] Reprinted with permission
from Petrenko et al., 1998 [75]. Copyright (1998) American Physical Society
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that�85% of the Gd spins are in a liquid-like state at 43 mK. There is still
no consensus regarding the reason for the coexistence of the two compo-
nents to the ground state of GGG. One suggestion is that lattice defects
serve to nucleate the AFSRO domains. Direct studies of spin dynamics
using mSR show no evidence for spin freezing to 25 mK, i.e. the spins
remain dynamic with a finite fluctuation rate.[76, 77] Neutron diffraction
in applied fields shows remarkable behaviour with the appearance of
both F and AF type reflections.[78] This is clearly a complex system which
is still not well understood. A very recent paper suggests a reconciliation
of some of the conflicting data and concepts.[79]

2.3.3 The Face-Centred Cubic Lattice

2.3.3.1 B-Site Ordered Double Perovskites

The face-centred cubic (f.c.c.) lattice is one of the four archetypal fru-
strated lattices and has received the least attention. The most important
class of oxide materials here are the B-site ordered double perovskites,
A2BB0O6, which have been of recent interest in other contexts,
such as colossal magneto-resistance materials, e.g. Sr2FeMoO6, and
related compounds. The structural relationships between the standard
perovskite structure and the B-site ordered double perovskites is dis-
played in Figure 2.32. Both the B and B0 sites form f.c.c. lattices. When
only one is magnetic, geometric frustration results. Criteria for the
expectation of B-site ordering in perovskites have been presented
some time ago, and are shown in Figure 2.33 in terms of a phase
diagram with axes expressing the differences in formal charge and
ionic radius.[80]

It should be emphasised that these are only guidelines and an actual
determination of the extent of site mixing is needed for each specific case.
The literature on this class of perovskites is considerable and the review
here will be selective rather than exhaustive.

First, as with the basic perovskites, the B-site ordered systems can
adopt a variety of space groups which can be understood in terms of
coordinated rotations of the octahedra.[81] A group-subgroup ‘family
tree’ is shown in Figure 2.34. Of the several possible space groups, three
are particularly common, Fm3m, I4/m and P21/n with a few reports of
I1 (the nonstandard settings are usually adopted in the latter cases to
conform to the commonly recognised setting for the perovskite
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ABO3 - simple perovskite
A2BB ′O6 - ordered double perovskite

edge-sharing tetrahedraB ′ (magnetic) sublattice
f.c.c.

Figure 2.32 The relationship between the simple perovskite and B-site ordered
double perovskite structures. The B0 magnetic lattice is f.c.c.
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[80]. Copyright (1993) Elsevier
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structure). One expects the descent in symmetry to be a function of a
modified Goldschmidt tolerance factor,

t ¼ ðA�OÞ=
ffiffiffiffiffi
2

p
ð<B;B 0�O >Þ

where the denominator is the average between the B–O and B0–O
distances. That is, for t � 1 the Fm3m structure (also known as the
elpasolite structure) is anticipated, while, as t decreases, I4/m and then
P21/n are often found. The perovskite structure can accommodate a
wide variety of ions for the A and B sites which allows systematic study
of the roles of spin quantum number, S, and space group symmetry on
the magnetic properties. For example S can range from 7/2 to 1/2, i.e.
from the classical to the quantum limit and the range of space groups
has already been detailed. Of course the space group determines the
local site symmetry and together with the chemical bonding with the
oxide ligands, the crystal field acting on the magnetic ion. For heavier
elements, spin-orbit coupling will also be an important factor. All
magnetic interactions in these materials occur by a super-super
exchange pathway(SSE), B0–O–B–O–B0, and the choice of the A cation
determines the angles involved. Clearly, there is much scope for design
of materials to test hypotheses. Selected data are presented in Table 2.6.
Some comments are in order. Of course S¼5/2 examples come from the
3d series and these appear to be only marginally frustrated using the f
criterion.
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Figure 2.34 Group theory ‘family tree’ for B-site ordered double perovskites.[81]

Reprinted with permission from Howard et al., 2003 [81]. Copyright (2003) IUCr
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Note that �C is larger by a factor of two for cubic Ba2MnWO6
[82] relative

to monoclinic Sr2MnWO6.
[83, 84] which reflects the more favourable

180o SSE of the former compared with angles of 162o for the latter.
Nonetheless, neutron diffraction data show evidence for frustration in
the form of diffuse magnetic scattering which persists well above Tc,
particularly for Ba2MnWO6.[82]

When a 4d or 5d element is the magnetic ion, � can be very large values,
near –600 K in some cases, which reflects the greater spatial extent of these
orbitals relative to those for 3d ions. Note also, that as S decreases, the role
of frustration increases. The S¼ 3/2 materials both show much higher f
values than the isostructural S¼ 5/2 compounds.[85, 86] Thus far, materials
with S� 3/2 always show AFLRO. This changes considerably for quan-
tum spins. For S¼1 Sr2NiWO6 shows AFLRO[83] but Ba2YReO6

[87] does
not order. The S¼ 1/2 double perovskites show a remarkable range of
properties. The lower symmetry compounds, Sr2CaReO6 and
Sr2MgReO6, do not order to 2 K.[88, 89] Curiously, both show a spin
frozen ground state in spite of the apparent lack of significant levels of
positional disorder. The cubic phases, Ba2LiOsO6, Ba2NaOsO6 and
Ba2YMoO6 could not differ more. Ba2LiOsO6 is weakly frustrated and
shows AFLRO.[90] Ba2NaOsO6

[90, 91] is quite unusual, showing nearly
no frustration, f � 1, and FLRO, in spite of the negative �C. Both the
effective and ordered moments are very small compared with the values
expected for spin only S ¼ ½ , �0.6 mB vs 1.73 mB and 0.2 mB vs 1 mB,
respectively. The large single ion spin orbit coupling expected for the 5d1

configuration of Os7þ is implicated here. There have been two efforts to
understand the low moments and the ferromagnetism on theoretical
grounds.[92, 93] Finally, Ba2YMoO6 appears to be strongly frustrated,

Table 2.6 Some selected magnetic data for A2BB0O6 perovskites

S Space group Compound qC (K) Tc,f (K) f B0 site symm. Grd. state

5/2 Fm3m Ba2MnWO6 �64 9 7 m3m AFLRO
5/2 P21/n Sr2MnWO6 �30 10 3 1 AFLRO
3/2 Fm3m Ba2YRuO6 �571 36 16 m3m AFLRO
3/2 P21/n La2LiRuO6 �170 30 6 1 AFLRO
1 Fm3m Ba2YReO6 �480 40 12 m3m SG
1 I4/m Sr2NiWO6 �175 54 3 4/m AFLRO
1/2 Fm3m Ba2LiOsO6 �40 8 5 m3m AFLRO
1/2 Fm3m Ba2NaOsO6 �10 6.8 1.5 m3m FLRO
1/2 Fm3m Ba2YMoO6 �91 2< >45 m3m ?
1/2 I4/m Sr2MgReO6 �426 45 9 4/m SG
1/2 P21/n Sr2CaReO6 �443 14 32 1 SG
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f>45, and shows no LRO down to 2 K.[94] Clearly the magnetic ground
state in these S¼ 1/2 materials is sensitive to a large number of factors
such as exchange, spin orbit coupling, orbital ordering and others. It is
anticipated that a more detailed study of this class of double perovskites
will yield interesting new insights and results.

2.3.4 The Pyrochlores and Spinels

2.3.4.1 Pyrochlores

This is by far the largest class of GFMM studied to date. As a major
review of the pyrochlore oxides has been published very recently,[6] the
following discussion will again be highly selective. First, the pyrochlore
composition is A2B2O7 where A is usually a trivalent lanthanide and B a
tetravalent transition element. There is somewhat less scope for substitu-
tional chemistry, relative to the double perovskites for example, but
fortunately, a large number of pyrochlore oxides exist as shown in
Figure 2.35. Earlier reviews list more examples.[95, 96]
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Figure 2.35 A ‘structure field’ stability map for selected pyrochlore oxides
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Before proceeding further, it is instructive to recall that the pyrochlore
structure is an ordered variant of the cubic fluorite structure. For oxides,
the fluorite formula is MO2 and the space group is Fm3m, so the compo-
sition of one unit cell is M4O8 and the unit cell constant is�5 Å. The
transformation to pyrochlore involves replacing the single M4þ ion with
two ions of quite different radius and charge, A3þ and B4þ. Each occupies
half of the M4þ f.c.c. lattice in an ordered manner. Oxide vacancies are
also created for charge balance and these order along with the remaining
oxide ions to accommodate the different coordination demands of the
larger A3þ and smaller B4þ ions. As a result of the cation, anion and
vacancy orderings, the pyrochore unit cell is doubled relative to fluorite in
all three directions, giving a�10 Å and a unit cell composition of
A16B16O56&8 (& denotes a vacant oxide site).

Since the pyrochlore unit cell contains 88 atoms, a full diagram,
showing all of the atoms, is not always informative. Instead Figure 2.36
displays the coordination polyhedra of the A and B sites, separately. Note
that the B-site is octahedrally coordinated and the octahedra share cor-
ners, resulting in a rather rigid three-dimensional lattice.

The crystallographic description for pyrochlores is given in Table 2.7.
The space group is Fd3m with A in 16d, B in 16c and the two oxide ions in
48f and 8b and the formula can be rewritten as A2B2O6O0. As the
International Tables give two origins for this space group, there exist
four possible settings for the structure and all have been used in the earlier

Figure 2.36 (Left) The corner-sharing octahedral sublattice of the B-site ions (BO6)
in the pyrochlore structure. The A ions are shown as light spheres. (Right) The A-site
hexagonal bipyramidal polyhedra (AO8) in the pyrochlore structure. The B-site ions
are shown as light spheres
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literature but that given in Table 2.7 with 16c at the origin is now taken as
standard.

There is only one adjustable structural parameter, associated with the
O(48f) site, which is generally found within the narrow range 0.31 to
0.33. This parameter controls the B–O–B angle between corner-sharing
BO6 octahedra. The main issue here is the topology of the A and B sites
both of which consist of a three-dimensional network of corner-sharing
tetrahedra, Figure 2.37, and thus, geometric frustration is associated with
both sites. As well, the local coordination of the A and B sites is relevant
for the magnetism. While the B site is a nearly perfect octahedron,
with six equivalent B–O distances and a small trigonal compression, the
A site is eightfold and is best described as an hexagonal bipyramid,
AO6O02. The A-site coordination polyhedron is remarkable and is
shown in Figure 2.38, where the O6 ring forms a chair conformation
and the two A–O0 bonds are normal to the average plane of the O6 ring.
These A–O0 bonds are among the shortest (�2.2 Å, where the sum of the
normal A3þ and O2� radii are �2.4–2.5 Å) known in lanthanide oxide
chemistry and impart a strong axial symmetry to the crystal field at the A
site. The A–O0 bonds are directed along<111> directions within the unit

Table 2.7 Crystallographic description of the pyrochlore structure, A2B2O6O0 in
space group (No. 227) with origin at 16c

Atom Wyckoff position Point symmetry Minimal coordinates

A 16d 3m(D3d) 1/2, 1/2, 1/2
B 16c 3m(D3d) 0,0,0
O 48f mm(C2v) x, 1/8, 1/8
O0 8b 43m(Td) 3/8, 3/8, 3/8

A site B site

Figure 2.37 The topology of the A (16d) and B (16c) sites in the pyrochlore
structure. Both form a three-dimensional array of corner-sharing tetrahedra
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cell. With respect to each tetrahedron, the <111> directions connect
apices to the midpoint of the opposite triangular face. Finally, the 16c
or 16d sites can be viewed as a stacking of alternating kagomé and
triangular planar layers along <111> directions, Figure 2.39.

The discussion will deal with three categories of magnetic pyrochlores,
A-site only magnetic, B-site only magnetic and both A and B sites magnetic.

(a) A-site magnetic For this class of magnetic materials in which the
magnetic ion is a trivalent lanthanide, the 4f electrons are very well

 2.2 Å

 2.5 Å∼

∼

Figure 2.38 The coordination polyhedron (hexagonal bipyramid) for the A site in
pyrochlore. The A ion is the small, black sphere, the O ions are the grey spheres and
the O0 ions are the white spheres

triangular layer

[111]

triangular layer

kagomé layer

kagomé layer

Figure 2.39 A view of the B (or A) sites in the pyrochlore lattice as a stacking
of alternating kagomé and triangular planar layers normal to the <111>
direction.[6] Reprinted with permission from Gardner et al., 2010 [6]. Copyright
(2010) American Physical Society
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localised which implies that insulators only are found, orbital angular
momentum is unquenched, indeed, J is a good quantum number, that
superexchange interactions will be very weak, on the order of 10�1 to 1 K
and that magnetic dipolar interactions can compete with superexchange.
As orbital angular momentum is prominent, interactions with the local
ligand environment – the crystal field – will lead to strong magnetocrys-
talline anisotropy, i.e. the moments will be pinned along specific crystal-
lographic directions.

By far the greatest volume of work has been reported for the rare earth
titanate pyrochlores, i.e. for B ¼ Ti4þ, but there has been more recent
interest in stannate phases as well. This is due in part to the relative ease in
the growth of large, high quality single crystals of most members of the
titanate series. This series begins with A ¼ Sm but this ion is a strong
neutron absorber and the single ion properties are notoriously complex.

In addition the A ¼ Eu and Tm materials both show magnetic singlet
ground states at low temperature, i.e. are not magnetic in the temperature
range of interest. Table 2.8 lists what is known to date. The range of
properties and ground states shows remarkable variety as one sees com-
plex AFLRO, spin liquid and spin ice ground states represented.

Gd3þ with 4f 7 is a half-filled 4f shell and therefore an S-state ion, 8S7/2,
where the crystal field will be largely irrelevant and this is born out in the
isotropic behaviour. As already emphasised, when dealing with the lantha-
nides, interpretation of the �C value requires caution due to the fact that
there are three potential contributions from exchange, dipolar interactions
and the crystal field. Dilution experiments are the best way to separate the
collective effects, exchange and dipolar, from the crystal field. For exam-
ple, �C¼�9.6 K for pure Gd2Ti2O7 while a nearly zero value of�0.9 K is
found for (Gd0.02Y0.98)2Ti2O7.

[97] On the other hand, for Tb2Ti2O7 the

Table 2.8 Selected magnetic properties of the A2Ti2O7 pyrochlores

A qC (K)a Tc (K) Anisotropyb Ground state

Gd �10 1.0, 0.7 Isotropic Complex AFLRO
Tb �19 � Easy axis Spin liquid
Dy 1.2 � Easy axis Spin ice
Ho 1.9 � Easy axis Spin ice
Er �24 1.2 Easy plane Complex AFLRO
Yb 0.71 � Easy plane Spin liquid?

a Caution should be taken to separate crystal field and dipolar contributions from exchange,
see text.
b This is with respect to the <111> axis directions.
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pure sample shows �C¼�19 K while for (Tb0.02Y0.98)2Ti2O7 one finds
�C¼ – 6 K which is the crystal field contribution, leaving �13 K for
exchange plus dipolar.[19] As the Gd titanate orders only below 1 K and
Tb titanate does not order at all, both clearly qualify as highly frustrated
systems.

Returning to the Gd case, reports from heat capacity experiments
both in zero and applied magnetic fields, indicated a complex low tem-
perature behaviour with at least two transitions in zero field, at�0.9 K and
�0.6 K.[98] Neutron diffraction data, taken on a 160Gd2Ti2O7 sample
disclosed a very complex magnetic ordering, with wave vector k¼ (1/2 1/2
1/2), Figure 2.40.[99, 100] Solution of the magnetic structure required an
examination of both the Bragg magnetic peaks and the magnetic diffuse
scattering. This is the structure between 1 K and 0.7 K and for each tetra-
hedron only three of the four spins are ordered. As the temperature is
reduced to as low as 50 mK, still only �27% of these remaining spins
actually order, so there is still partial spin dynamics to the lowest tempera-
tures. This magnetic structure is not the one calculated on a model of
isotropic classical spins on a pyrochlore lattice with dipolar interactions.[101]

With such a delicate zero field ground state, it is perhaps not surprising
that application of even modest magnetic fields results in a complex phase
diagram.[98, 102] See Gardner and Gingras for more details.[6]

Tb2Ti2O7 is generally regarded as a robust example of a spin liquid.
The major elements for this characterisation are the absence of evidence

Figure 2.40 The ‘4-k’ magnetic structure found for Gd2Ti2O7. The dark spheres
show sites which order below 0.9 K. The light spheres are the sites which order only
partially below the second transition at 0.7 K.[100] Reprinted with permission from
Stewart et al., 2004 [100]. Copyright (2004) IOP Publishing Ltd
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of LRO from any probe – neutrons, specific heat, mSR, etc. down to very
low temperatures, e.g. 50 mK and direct evidence for considerable spin
dynamics down to 17 mK.[103,104] Also, elastic neutron scattering on
single crystals shows a ‘chequerboard’ pattern which is consistent with
spin–spin correlations on a nearest neighbour, 3.5 Å, length scale.
Nonetheless, in spite of intense efforts, a detailed understanding of the
origins of this spin liquid behaviour does not yet exist. The system
appears to be more Ising- than Heisenberg-like and theory would pre-
dict ordering, as is actually found for isostructural Tb2Sn2O7 to be
discussed later. The experimental situation has become more confused
with the observation of structural peak broadening using high resolu-
tion X-ray scattering[105] and recent theory suggests that the low lying
excited crystal field state at 18 K above the ground state may play a
major role in influencing the spin dynamics.[106] A remarkable feature
of Tb2Ti2O7 is that AFLRO can be induced by the application of
pressure, Figure 2.41.[107]

The spin ice phases, Dy2Ti2O7 and Ho2Ti2O7, have received consider-
able attention. As mentioned in Section 2.2.4. these materials are called
spin ices due to the analogy with water ice, in particular the experimental
observation of the excess heat capacity as shown in Figure 2.42. Here it is
important to note that both materials show a positive �C indicative of net
F interactions and that the anisotropy is of the easy axis type, the
two necessary requirements for the formation of the spin ice state.
Interestingly, it has been shown that the origin of the F interaction is
actually the magnetic dipolar interaction, not superexchange.[108] The
former depends on distance as r�3 and is thus of very long range. It is thus
paradoxical that a nn exchange constraint results from a long range
interaction. An attempt at paradox resolution has been made.[109]

Further development of these ideas has led to the remakable suggestion
that magnetic monopoles are involved and that this very elusive particle
might actually be detectable in spin ice materials![110] Very recent experi-
ments claim the observation of magnetic monopoles using diffuse
neutron scattering in both Dy2Ti2O7 and Ho2Ti2O7.[111, 112]

For both ions the ground crystal field state is well isolated from excited
states, by >250 K for Ho and >100 K for Dy.[113, 114] In addition the
ground states are nearly pure |þ/�MJ(max)>, |þ/�8> for Ho and |þ/
�15/2> for Dy, which is consistent with the strong axial anisotropy and
rather different from the Tb material where the ground state is not pure
|þ/�MJ(max)> and the lowest excited state is only 18 K above.

The spin ices undergo a type of spin flop transition in applied magnetic
fields in which the ‘2 in 2 out’ ground state is transformed to a ‘3 in 1 out’
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Figure 2.41 Long range order induced in the spin liquid Tb2Ti2O7 by application of
hydrostatic pressure. New Bragg peaks appear in the neutron diffraction pattern
at 1.4 K with increasing pressure.[107] Reprinted with permission from Mirabeau
et al., 2002 [107]. Copyright (2002) Macmillan Publishers Ltd
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state at rather modest fields of 1 T applied along <111>. Interestingly,
application of pressure in the GPa range to spin ices does not induce long
range magnetic order unlike the case for the spin liquid, Tb2Ti2O7.[115]

At this stage the so-called ‘stuffed spin ice’ materials are relevant. These
are pyrochlores with excess A ions substituted on the B sites, such as
Ho2þxTi2�xO7�x/2.[116] These phases can be regarded as intermediates
between the pyrochlore and C-type rare earth oxide structures. As as
result of the substitution the rare earth sublattice will contain some edge
sharing tetrahedra as the 16d and 16c sites taken together form a f.c.c.
lattice. From the perspective of magnetic frustration, it is remarkable that
the spin ice behaviour of the parent pyrochlores such as Ho2Ti2O7 is not
destroyed.[117, 118]

Er2Ti2O7 is one of two easy plane titanates and with a large negative �,
it is not a spin ice candidate. Very early heat capacity data indicated
LRO at �1.2 K.[119] A comprehensive study by Champion et al.[120]
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Figure 2.42 Heat capacity (a) and entropy (b) for spin ice Dy2Ti2O7 showing the
agreement with the Pauling prediction of S ¼ R(ln2 – 1/2ln3/2).[22] Reprinted with
permission from Ramirez et al., 1999 [22]. Copyright (1999) Macmillan Publishers Ltd
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confirmed LRO via neutron diffraction and found a crystal field spectrum
with a ground state consistent with an easy plane and separated by�75 K
from excited states. Solution of the magnetic structure, Figure 2.43, was
difficult and required application of the relatively new technique of
spherical neutron polarimetry.[121]

The remaining titanate, Yb2Ti2O7 has proved to be enigmatic. While
the earliest reports suggested LRO below 0.2 K from a sharp heat capacity
maximum,[117] recent studies of spin dynamics using both Mössbauer and
mSR methods disclosed instead a discontinuous change in the spin fluctua-
tion rate at that temperature, Figure 2.44.[120] Subsequent neutron

m4

m2

c

b

m1

m3

Figure 2.43 The spin configuration for Er2Ti2O7 found from a spherical neutron
polarimetry study. The moments point along the edges of each tetrahedron.[121]

Reprinted with permission from Poole et al., 2007 [121]. Copyright (2007) IOP
Publishing Ltd
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Figure 2.44 The remarkable first-order like collapse of the spin fluctuation rate
in Yb2Ti2O7.[122] Reprinted with permission from Bonville et al., 2002 [122].
Copyright (2002) American Physical Society
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diffraction studies seemed to indicate ferromagnetism[123] but polarised
neutron diffraction data ruled out that possibility.[124] The current picture
is one of a spin liquid as significant spin dynamics are seen below 0.2 K.

The A2Sn2O7 series is the most complete among pyrochlore oxides as A
extends from La to Lu, the entire lanthanide series. While single crystals are
difficult to grow, the literature on the stannate pyrochlores has expanded
rapidly. In general the stannates form with a slightly larger unit cell con-
stant that the corresponding titanates. For example a for Gd2Sn2O7 is
10.460 Å compared with 10.185 Å for Gd2Ti2O7, an increase of about
3%. Table 2.9 shows relevant magnetic data for this series and there are
many surprises when compared with the isostructural titanates.

The A¼ Pr phase, which does not exist for the B¼Ti series has been
assigned a spin ice ground state from studies using a variety of probes
such as a.c. susceptibility, neutron scattering and heat capacity.[125–127]

Note the easy axis anisotropy and slightly positive �C which match with
the canonical spin ices for the heavy rare earths, A¼Dy and Ho.
However, some unusual very low temperature spin dynamics suggest
unique properties for this new spin ice.

Nd2Sn2O7, also new with the stannates, appears to be a conventional
AF material.[119,128]

Gd2Sn2O7 shows surprising differences from the corresponding tita-
nate. First, there is only one transition temperature at 1.0 K [128, 129] and
the magnetic structure is much simpler, showing the so-called k ¼ (000)
state predicted by Palmer and Chalker[101] for the Heisenberg (isotropic)
spin system on the pyrochlore lattice, Figure 2.45.[130] This remarkable
difference in magnetic structures for two isostructural materials with
such a small difference in cell volume is difficult to understand. A propo-
sal suggesting that third neighbour interactions stabilise the complex
ground state in Gd2Ti2O7 has been advanced.

Table 2.9 Selected magnetic properties of the A2Sn2O7 pyrochlores

A qC (K) Tc (K) Anisotropy Ground state

Pr 0.32 – Easy axis Spin ice
Nd �0.2 0.9 AFLRO
Gd �6.6 1.0 Isotropic AFLRO
Tb �11 0.9 Easy axis AFLRO?
Dy 1.7 – Easy axis Spin ice
Ho 1.8 – Easy axis Spin ice
Er �14 0.02 < Easy plane ?
Yb ?
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While Tb2Ti2O7 falls clearly into the spin liquid camp, the situation for
the corresponding stannate is less well understood. The earliest studies
showed that spin liquid behaviour gave way to a complex ordering which
occurred over two temperature ranges at 1.3 K and 0.9 K. An apparently
static magnetic structure with both F and AF character, a kind of ordered
spin ice, was determined.[131] On the other hand, mSR data obtained on a
sample showing prominent magnetic Bragg peaks and a clear phase transi-
tion from specific heat at 0.88 K showed no sign of static spins![132, 133] The
persistent spin dynamics are apparent to other probes such as neutron spin
echo.[132] These observations are certainly difficult to reconcile. Models
involving very large, ordered spin domains relaxing very rapidly were
proposed. However, a very recent study using externally implanted
muons seem to indicate a strong static component to the ground state,
after all.[127] Discussions about this material are likely to continue.

Both Dy2Sn2O7 and Ho2Sn2O7 appear to be spin ice materials in
parallel with their titanate counterparts, although only the A ¼ Ho
material has been studied in detail.[135, 136]

Er2Sn2O7, unlike the corresponding titanate, shows no sign of LRO from
either bulk susceptibility or spin dynamics studies such as mSR.[129, 137]

Very little is known about Yb2Sn2O7.
Before leaving the A-site magnetic pyrochlores, some comments on the

origin of the magnetic anisotropy, which plays a large role in determining
the nature of the ground state, is appropriate. Of course the origin of
magnetic anisotropy is in the interaction of the crystal field (CF) with the
relevant electronic eigenstates of the ion in question. Recall that for the
lanthanides, J¼ Lþ S is a good quantum number and the magnetic eigen
states with be formed from the various free ion |MJ> states. The subject of
CF in rare earth ions has a long history and will not be discussed in great
detail here. One formalism which is useful for our purposes is due to

cΓ7+(ψ4)
cΓ7+(ψ5) cΓ7+(ψ6)

Figure 2.45 Possible spin configurations for Gd2Sn2O7 found from neutron
diffraction and predicted by Palmer and Chalker. The three configurations are
indistinguishable from powder data.[130] Reprinted with permission from Wills
et al., 2006 [130]. Copyright (2006) IOP Publishing Ltd
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Stevens called the ‘operator equivalent’ method.[138] In this approach the
CF Hamiltonian for an ion in 3m symmetry, appropriate to the A site in
pyrochlores is given as:

HCF ¼ B0
2O0

2 þ B0
4O0

4 þ B3
4O3

4 þ B0
6O0

6 þ B3
6O3

6 þ B6
6O6

6

where the Bn
m are numerical factors and the On

m are the operator
equivalents. For example, O2

0 ¼ 3Jz
2 – J(J þ 1) and O6

6 ¼ Jþ
6 þ J�

6. In
general when the On

m operate on a wave function the result is a linear
combination of |MJ> states. The exception is the O2

0 operator which
involves only Jz which cannot mix states of different |MJ>. In fact the
B2

0O2
0 term arises due to axial symmetry and it has already been noted

that the A-site in pyrochlores has a very pronounced axial symmetry due
to the very short A–O0 bond. If we assume that the B2

0O2
0 term plays a

dominant role in determining the CF, then the observed pattern of aniso-
tropy can be understood. The factor B2

0¼A2
0<r2>�J(1��2), where A2

0 is a
lattice point charge sum which is invariant for a given crystal structure
and <r2> and �2 are the expectation value of r2 (radius) of the 4f
electrons and a screening constant. �J is the critical factor which is
derived from the Wigner–Eckhart theorem and is the only factor to
change sign as a function of the A-site ion.

A2
0 is known to be positive for pyrochlores and <r2> and �2 are also

positive so the sign of B2
0 is determined entirely by �J. If B2

0 > 0, the B2
0O2

0

operates on the free ion wave function to give a ground state containing
only |MJ(min) > which implies that the moments will lie normal to the
quantisation axis (<111> for the A-site) and if B2

0 < 0, the ground
state will consist of |MJ(max)>, i.e. the moments will lie parallel to
the quantisation (<111>) axis. Table 2.10 shows how the magnetocrys-
talline anisotropy correlates with the sign of �J. While this simple
approach cannot predict accurately the full CF ground state wave

Table 2.10 Correlation of the sign of the ‘Stevens’ factor, �J
[138] with the observed

magnetocrystalline anisotropy for the A2Ti2(Sn)2O7 pyrochlores

A Sign of aJ Ground state
|MJ >for
dominant B2

0O2
0

Predicted anisotropy Observed anisotropy

Pr – |4 > (max) Axis Axis
Tb – |9 > (max) Axis Axis
Dy – |þ/�15/2 > (max) Axis Axis
Ho – |8 > (max) Axis Axis
Er þ |þ/� ½ > (min) Plane Plane
Yb þ |þ/� ½ > (min) Plane Plane
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function, as the other terms cannot be ignored for quantitative work, it
never fails to predict the correct anisotropy and it should be noted that the
actual ground state wave functions found for A ¼ Dy and Ho are very
nearly pure |þ/�15/2 > and |8 >, respectively.

(b) B-site magnetic Here, four materials will be discussed, Y2Mo2O7,
Y2Ru2O7, Y2Ir2O7 and Y2Mn2O7.

Y2Mo2O7 has played a critical role in the development of the GFMM
field since the initial report of its unexpected magnetic properties in
1986.[139] Mo4þ is an S¼1 ion and it had been shown by Hubert to have
a fairly large, negative �C ¼�200 K.[140] Figure 2.46 (top left) shows the
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Figure 2.46 Some results which establish Y2Mo2O7 as a spin glass material. Top
left: d.c. susceptibility showing a ZFC/FC cusp at Tf ¼ 22 K. Top right: a.c.
susceptibility showing frequency dependence.[141] Bottom left: Heat capacity
indicating the absence of a sharp lambda anomaly and the linear temperature
dependence at low temperatures.[142] Bottom right: The build up of the nonlinear
susceptibility as T approaches Tf.

[143] Reprinted with permission from Miyoshi et al.,
2000 [141]. Copyright (2000) Physical Society of Japan
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DC magnetic susceptibility for this material at low temperatures where a
clear ZFC/FC divergence is evident at Tf ¼22 K which is one of the signa-
tures of a spin glass. Subsequent intensive study, including AC susceptibility
(top right), specific heat (bottom left) and the so-called nonlinear suscept-
ibility (bottom right) have shown that Y2Mo2O7 behaves as an ideal,
canonical spin glass.[141–143]

As already discussed, stabilisation of the spin glass state is thought to
require both frustration and positional disorder. Yet, the crystal structure
could be refined very well on a perfectly ordered model from neutron
powder diffraction data.[144] Subsequently, reports of disorder have
appeared from local probe studies such as EXAFS and 89Y NMR.[145,146]

The EXAFS data were interpreted in terms of a very large variance, �2, in
the Mo–Mo distances (but not the Y–Y, Mo–O or Y–O distances) which
implied a static disorder in the Mo–Mo bond distance with �¼0.16 Å. 89Y
wide line NMR studies showed that a multitude of resonances appeared
when the sample was cooled below about 200 K, the Weiss temperature,
�C, for the compound. This led to speculation regarding the role of geo-
metric frustration in driving this disorder and searches for a phase transi-
tion. Very recently, the technique of neutron pair distribution function
(NPDF) analysis was applied to Y2Mo2O7.

[147] This approach has the
advantage that both the average and local structures can be analysed
from essentially the same neutron diffraction data set. Data suitable for
NPDF are recorded to very large momentum transfers, Q >40 Å�1, while
the same data can be truncated at say Q�9–10 Å�1 for conventional
Rietveld refinement. First, now with data of much better quality than
the initial study, the average structure could still be refined, very well
assuming the perfectly ordered model. However, the anisotropic atomic
displacement parameters (ADP) were very large relative to those for iso-
structural Y2Sn2O7, especially for the 48f O site, and showed anomalous
behaviour upon lowering the temperature. However, no evidence for a true
crystallographic phase transition was observed from 300 K to 15 K, which
is well below the Tf of 22 K. NPDF analysis involves fitting the real space
pair wise distribution function, G(r), obtained from a Fourier transform of
the high Q diffraction data. The G(r) will show peaks for each bond pair
with relative intensities given by Nabbabb where Nab is the number of
neighbours contributing to a given bond between atoms a and b at
distance r and ba and bb are the neutron scattering lengths of the atoms.
The G(r) for Y2Mo2O7 at 300 K is shown in Figure 2.47 (top). Even
without fitting it is clear the the main issue is with the Y–O1 peak (denoted
as Y–O1), it is much weaker than anticipated, and not with the Mo–Mo
peak with is not split or broadened to the extent demanded by the
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interpretation of the EXAFS results. Note that disorder associated with the
Y – O1 pair is consistent with the 89Y NMR data. Models involving either
a split O1 site or anisotropic atomic displacement parameters for all sites
give a satisfactory fit to the G(r), Figure 2.47 (bottom).

Analysis of the effect of O disorder on the Mo – O – Mo superexchange
interaction, using spin dimer analysis, shows a significant perturbation to
the average structure value. This observation fits well with the Saunders–
Chalker model for the appearance of the spin glass state for systems with
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Figure 2.47 Top: The experimental G(r) for Y2Mo2O7. Note that the Y – O1 peak is
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Also, the Mo – Mo peak is neither split nor broadened as had been predicted from
analysis of EXAFS data. Bottom: A fit the the G(r) assuming a split O1 site.[147]

Reprinted with permission from Greedan et al., 2009 [147]. Copyright (2009)
American Physical Society
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subtle disorder.[13] Thus, a long standing puzzle seems to be understood
at least in part. The larger issue of local disorder and its role in pyrochlore
oxides in general is a rather open one at this time.

Y2Ru2O7 is also S¼ 1, coming from a 4d4, t2g
4 low spin configuration.

Thus, it is quite surprising that this material shows clear AFLRO at
� 77 K as evidenced by d.c. susceptibility and heat capacity data,
Figure 2.48, and confirmed by neutron diffraction in the form of rather
well-resolved Bragg peaks.[148, 149] As �C��1100 K (about five times
that for Y2Mo2O7), this is still a highly frustrated system, f� 14, but
LRO occurs. Studies of spin dynamics by inelastic neutron scattering
indicate that strong AF correlations are present even at 300 K and this
system is regarded as one in which a transition occurs from a liquid-like
‘cooperative paramagnetic’ state to LRO. The contrast with Y2Mo2O7

is striking. Nothing is known of the local order or disorder in the
ruthenate material.

Potentially, the most interesting B-site only material is Y2Ir2O7 which
involves a 5d5, t2g

5 low spin configuration, i.e. S ¼ 1/2. There exists much
theory to the effect that a S¼ 1/2 spin system on a pyrochlore lattice should
not order under nn AF constraints.[150] Y2Ir2O7 is a Mott insulator but
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appears to undergo a magnetic transition at�150 K.[151, 152] Originally,
no heat capacity anomaly corresponding to the magnetic feature was
observed, but later experiments did show a clear lambda type anomaly
in the Sm2Ir2O7 phase.[153] These materials present significant synthetic
challenges. At this stage it is fair to state that the situation for ground
state of Y2Ir2O7 is unclear, much more work, especially spin dynamics
studies, is needed. In the context of S¼1/2 pyrochlores, Lu2V2O7 should be
mentioned. This material is actually a ferromagnetic insulator with
Tc ¼ 74 K.[154] While it is not, thus, frustrated in the normal sense, it
exhibits some unusual properties such as orbital ordering[155] and a negative
magnetoresistance.[156]

The final compound in the B-site only series is Y2Mn2O7 based on
Mn4þ which has configuration 3d3 (t2g

3) with S¼ 3/2.
The manganate(4þ) pyrochlores, unlike the perovskites of the same

ion are not stable at ambient pressure, Figure 2.35. The various syn-
thetic procedures used have been summarised.[6] Y2Mn2O7 would
appear to be an odd example of frustration as �C ¼ þ 42(1) K. Yet,
DC susceptibility seems to indicate Tc ¼ 15 K. In many ways this
compound is a very atypical ferromagnet. First, the ratio �C/Tc � 3
which is well above the usual value of 1.1–1.4 found for most true
ferromagnets. As well, the AC susceptibility shows an edge at �15 K
but also a broad maximum at�7 K which has the frequency dependence
of a spin glass. Neutron diffraction showed only rather broad magnetic
peaks. Heat capacity data on different samples show somewhat differ-
ent results, Figure 2.49. While those of Reimers et al.[157] show no
anomaly near 15 K, a very small lambda peak is seen in those of
Shimakawa.[158] In both cases very substantial excess heat capacity
well above 15 K is evident in comparison with the diamagnetic lattice
match, Y2Sn2O7. Small angle neutron scattering data (SANS) also indi-
cate anomalous behaviour when compared with the true ferromagnet,
Tl2Mn2O7. For a ferromagnet SANS scattering peaks at Tc and this is
seen for the Tl manganate while the data for the Y phase shows only a
weak anomaly at the suspected Tc followed by a sharp rise as the
temperature is lowered.[6] Is Y2Mn2O7 a frustrated ferromagnet? This
neglected material merits further attention.

(c) A and B sites magnetic The most widely studied pyrochlores in this
category are those with B ¼Mo, Ru and recently, Ir.

A remarkable crossover from metallic to semiconducting behaviour is
found for the molybdates as the radius of the rare earth ion is decreased.
For A ¼ Nd, Sm and Gd the oxides are metallic and ferromagnetic
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Mo–Mo coupling is observed with long range ferromagnetic order, while
for A ¼ Tb and smaller rare earths, semiconducting and antiferromag-
netic Mo–Mo correlations pertain with resulting spin glass like beha-
viour.[159, 160] The origin of this metal/semiconductor crossover is not
fully understood. One proposal suggests a type of double exchange
mechanism involving eg and a1g sub bands which result from splitting
the Mo t2g band due to the axial crystal field at the Mo site.[161] Another
invokes a band crossing involving the t2g band and high lying rare earth
p-bands which decrease markedly in energy with a decrease in lattice
constant.[162] There is some spectroscopic evidence to support both mod-
els but no definitive picture has emerged. It should be noted that the
Mo–O–Mo angle which is a key parameter in the Solovyev approach
appears to change discontinuously between the metallic series A¼Nd, Sm
and Gd and the semiconducting series A ¼ Tb, Ho,Y and Er, Figure 2.50.

While there is no doubt that a crossover occurs, there exists some
contradictory evidence regarding the exact placement of the metal/semi-
conductor boundary. Data taken on polycrystalline samples prepared
under a strictly controlled oxygen partial pressure by the use of a buffer
gas place the boundary between Gd and Tb.[160] Reports based on single
crystals show that the A ¼ Gd phase is nonmetallic.[162, 163] Further
studies have demonstrated that the single crystals are oxygen deficient

Figure 2.49 Comparison of heat capacity data for Y2Mn2O7 from different
sources and that of the diamagnetic Y2Sn2O7.[6] Reprinted with permission from
Gardner et al., 2010 [6]. Copyright (2010) American Physical Society
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and that the transport properties are strongly correlated with the lattice
constant which increases sharply with increasing oxygen deficiency,
especially for Gd2Mo2O7.[6] The conclusion is that for Gd2Mo2O7 sam-
ples close to oxygen stoichiometry are indeed metallic.

Among the three metallic members of this series, Nd2Mo2O7 has
received by far the greatest attention. The magnetic structure of this
phase was determined to consist of two sublattices which were only
weakly coupled.[164] The Mo lattice magnetic structure consists of a
slightly noncollinear ferromagnetic array which orders at �93 K for the
sample studied but the Nd lattice, which begins to order below �20 K,
shows the familiar two in, two out configuration seen in the spin ice
materials. Overall, the intersublattice coupling is approximately antiferro-
magnetic with ordered moments reduced from spin only (�1.2 mB for Mo)
or free ion values (�1.5 mB for Nd). The noncollinear nature of the Nd
spins has been implicated in the observation of the unprecedented tem-
perature dependence of the anomalous Hall effect (AHE). In ferromagnets,
the Hall effect or the transverse conductivity, �xy, has two contributions,
one proportional to the applied magnetic field and one proportional to the
spontaneous sample magnetisation. The component dependent on
the sample is called the AHE. In normal ferromagnets, the AHE tends
to zero as T approaches zero. In Nd2Mo2O7 the AHE actually increases
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Figure 2.50 A discontinuity in the Mo – O – Mo angle in the A2Mo2O7 pyrochlores
between A ¼ Tb and Gd, i.e. at the semiconductor/metal boundary
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as T ! 0 and retains a finite value. The origin of this unusual AHE has
been assigned to the chiral nature of the Nd spin configuration (recall that
the two in, two out configuration is sixfold degenerate).[165, 166] However,
this interpretation has been questioned and a lively debate has ensued
which is, as of yet, unresolved.[167, 168]

Sm2Mo2O7 has been also been suggested as an AHE material and
shows a giant magneto resistance.[169] More recently, it has been pro-
posed as a candidate metallic spin ice.[170]

Gd2Mo2O7 has also been investigated by neutron diffraction using
160Gd substitution.[171] The Mo sublattice magnetisation sets in just
below Tc� 83 K and saturates rapidly at a low value of �1.0 mB while
the Gd sublattice magnetises gradually with decreasing temperature,
reaching a saturation value of only 5.7 mB, well below the 7.0 mB expected
for a S¼ 7/2 ion. Overall, the orientation of the two sublattices is parallel
or ferromagnetic. The low moments have been explained in terms of
strong fluctuations seen in mSR experiments. Remarkably, the LRO
ground state is destroyed by application of pressures above 2.5 GPa.
This may be due to the opening of a Mott-Hubbard gap in the Mo d
band with pressure but at present this is speculative.

Of the semiconducting molybdates, only Tb2Mo2O7 has been studied
in much detail. This material shows a spin glass freezing at Tf ¼ 25 K,
very similar to Y2Mo2O7 and very strong diffuse features in the
neutron diffraction pattern.[172] Neutron inelastic scattering shows
directly the spin freezing at 25 K[173] but other probes of spin
dynamics, such as mSR indicate that Tb spin fluctuations persist
down to very low temperatures, 50 mK.[174]

Members of the series A2Ru2O7, which extends from A ¼ Pr to Yb,
are all insulators, in contrast to the molybdates and in all cases the Ru
sublattice orders AF with no indication of spin glass behaviour. There
does exist a strong correlation between the A cation radius and Tc which
increases from 75 K for A¼Y to �160 K for A¼ Pr.[148] From neutron
diffraction on the A¼ Er phase the Ru4þmoment saturates very near to
the free ion value of 2 mB, again in sharp contrast to the A ¼ Mo
materials.[175] Early reports suggested a possible spin ice state for
Dy2Ru2O7 and Ho2Ru2O7.[176] However, neutron diffraction and
specific heat data show, conclusively, that that the Ho moments order
at 1.4 K and that the magnetic entropy is not that expected for spin
ice.[177, 178]

On the other hand the A2Ir2O7 materials resemble much more closely
the molybdates in that a metal/insulator cross over occurs as a function of
decreasing A cation radius.[151]
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In this initial work the metal/insulator boundary was set between Eu and
Gd. As already mentioned, magnetic transitions are seen, not only in the
A¼ Y phase but in the metallic A¼ Sm material as well.[152] Further work
showed that sample preparation methods are important and that IrO2 can
be lost in the synthesis. Methods involving a 10% excess of IrO2 in sealed
Pt tubes resulted in well crystallised samples which showed metal/insulator
transitions with decreasing temperature for A¼Nd, Sm and Eu but that
Pr2Ir2O7 remains metallic to the lowest temperatures, Figure 2.51.[153]

In contrast to most other series members, the A¼Pr phase remains para-
magnetic to 0.3 K.[179] The lack of spin freezing has been interpreted in
terms of a metallic spin liquid state with even some Kondo behaviour.[180]

2.3.4.2 Spinels

The spinel structure, AB2O4, is also described in Fd3m and in normal
spinels, the octahedrally coordinated B-site ion occupies 16d, with the
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tetrahedral A ion on 8a and the single O2� ion at 32e. While the B
sublattice is clearly frustrated, the A sublattice is that of diamond and is
also frustrated in an interesting manner. As with pyrochlores, materials
with only the B-site and only the A-site magnetic are of interest.

(a) B-site magnetic spinels This case comprises the larger class of fru-
strated spinels. It is important to recall that while the B-site sublattice
topology is identical between pyrochlores and spinels, the connectivity of
the BO6 octahedra is very different, with corner-sharing for the former
and edge-sharing for the latter. Thus, the B–B cation distances will be
systematically shorter in spinels than in pyrochlores. Among the spinels
of interest are ZnFe2O4, GeNi2O4, GeCo2O4, ZnCr2O4, LiMn2O4,
Li2Mn2O4 and l-MnO2.

ZnFe2O4, also known as the mineral franklinite, has been studied for
some time. It is generally regarded as a normal spinel but, apparently,
rapid cooling can introduce some level of inversion. Early studies of
magnetic properties found that long range order sets in below 10 K and
that the magnetic structure is complex and probably incommensurate
with the chemical cell although all magnetic peaks could be indexed with
k ¼ (0 0 ½).[181] Later, a very detailed study involving neutron diffrac-
tion, mSR and Mössbauer spectroscopy was undertaken on a sample with
negligible inversion.[182] The same magnetic structure was found but the
spin dynamics could also be monitored. The ND data showed the devel-
opment of magnetic SRO above 80 K, more than eight times TN, with a
correlation length of �30 Å. Remarkably, the SRO persisted to 4.2 K,
well below TN and the SRO component remained dynamic rather than
frozen with a relaxation rate >1ms, which is the same order as seen in
some pyrochlore spin liquids.

GeCo2O4 and GeNi2O4 have been known for many years and among
the first studies are those from Bertaut et al.[183,184] At first glance these
materials would not seem to be frustrated according to the usual criter-
ion. For example �c for GeCo2O4, is widely reported to be fairly large and
positive, values range from 57 to 81 K with a strong dependence on the
temperature range chosen for the Curie–Weiss fit.[185,186] Yet, this mate-
rial shows order AF below 21 K. The corresponding GeNi2O4 has �c

ranging from –4 to –6 K, at least suggesting net AF interactions but still
smaller than TN of � 11K. In both cases the temperature range investi-
gated extends to �400 K, the upper limit for most SQUID devices cur-
rently available. For the Co compound it has been shown that low lying
crystal field excited states cannot be ignored and thus, application of the
Curie–Weiss law is not justified within the usual temperature range
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measured.[186] This is the same situation which is obtained with many
lanthanide ions, such as Nd3þ, which has been documented in an earlier
section. In fact the original report for GeNi2O4 shows susceptibility data
taken up to 1500 K and a true Curie–Weiss regime does not appear to be
obtained unless T > 900 K! The �C value derived from these data is
��200 K.[183] These examples illustrate the danger of applying the
Curie–Weiss law at too low temperatures.

Results from heat capacity and neutron scattering indicate the frustrated
nature of both compounds. For GeNi2O4 there are actually two transitions
at 12.08 K and 11.43 K from heat capacity data. Above the TN region the
magnetic entropy extends to�400 K, indicating an extensive regime of AF
SRO, Figure 2.52. The entropy associated with each transition is only
2–3% of the expected Rln3 for an S ¼ 1 state. Both of these observations
are consistent with a highly frustrated magnetic system. Neutron diffraction
data show a magnetic structure with k¼ (1/2 1/2 1/2) based on the chemical
cell. The original model proposed by Bertaut seems to be valid.[183, 187] Here
the view of the pyrochlore lattice as alternating sheets of kagomé (K)
and triangular planar (TP) topology stacked along the (111) direction
is valuable, Figure 2.39, and the model involves F kagomé and TP spin
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orientations which alternate such that adjacent K planes are AF coupled
and the same for adjacent TP planes, i.e. K(þ)TP(þ)K(�)TP(�), etc.
Moment directions within the K planes are normal to (111) and those within
the TP planes can be either parallel or perpendicular to the accuracy of the
powder data. The two transition temperatures for GeNi2O4 have been
interpreted as sequential ordering of the K and TP layers, however, there is
only a single transition for GeCo2O4 which orders at 20.6 K. An analysis of
the exchange interactions in both materials out to the fourth nearest neigh-
bours argues strongly for a large role for frustration in both of these
spinels.[187]

It is worth noting that both Ge-based spinels remain cubic below the
ordering temperatures and down to 1.5 K. This is in contrast to ZnCr2O4.
An S ¼ 3/2 material, ZnCr2O4, is clearly frustrated by the standard
criterion with reported �C¼ �330 K to –390 K while AFLRO sets in
only below TN ¼ 9.5 K to 12.5 K, giving f ¼ 31–35.[188–190] There is
general agreement, currently, that TN ¼ 12.5 K. The most remarkable
feature of this compound which has drawn considerable attention is the
first order cubic to tetragonal crystallographic phase transition which
accompanies and, as has been argued, drives the AFLRO.[190] The sym-
metry of the tetragonal, low temperature phase is I42m but the details of
the actual magnetic structure are still elusive, as it is quite complex,
involving four ordering wave vectors which are commensurate with the
chemical cell.[191, 192] This coupled crystallographic/magnetic phase tran-
sition has features analogous to both spin Peierls and Jahn-Teller phe-
nomena. Another remarkable observation concerns the presence of
hexagonal spin clusters in the cubic phase at 15 K, just above the lat-
tice/magnetic phase transition.[193] These spin clusters have been dubbed
‘protectorates’ and it is argued that such structures are probably present
in many GFAF materials at low temperature.

Interestingly, CdCr2O4 undergoes a similar coupled structural/mag-
netic phase transition at a slightly lower temperature of 7.8 K but both the
crystal symmetry, I41/amd, and the magnetic structure, incommensurate,
differ from those of the Zn phase.[191] As well, doping experiments show
that the Néel state of ZnCr2O4 is remarkably sensitive to very low levels
of Cd doping, just 3% is sufficient to destroy the Néel state and induce
spin glass behaviour.[194] A very recent study suggests that the crystal-
lographic symmetry of the low temperature state in ZnCr2O4 is actually
orthorhombic.[195] These are clearly complex systems and a full under-
standing of the ground state will require further efforts. It is interesting to
note that GeCo2O4 which is also S¼ 3/2, shows little of the complexity of
the corresponding chromate spinel.
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The series of Mn based spinels, LiMn2O4, l-MnO2 and Li2Mn2O4 also
show the effects of geometric frustration. Both l-MnO2 and Li2Mn2O4

are metastable phases which are derived from LiMn2O4 by adding or
removing Li at room temperature either by ‘soft chemical’ or electroche-
mical methods. The relationship between these materials and the thermo-
dynamically stable Mn oxides are shown in Figure 2.53.

LiMn2O4, the ‘parent’ compound in this series is of course well known
as a potential cathode material in Li ion batteries. It undergoes a first
order crystallographic phase transition from Fd3m to Fddd below
�283 K where the unit cell is now much larger, a¼ 24.750 Å, b¼ 24.801
Å and c¼ 8.1903 Å which is a(LT)� b(LT)� 3a(HT) and c(LT)� c(HT),
where (LT) and (HT) stand for the low temperature and high temperature
cells, respectively. The LT cell volume expands sixfold.[196,197] Again, the
magnetic properties do not suggest a high degree of frustration, �c¼ – 300 K
and magnetic order occurs below 65 K or f � 5.[198] The crystallographic
phase transition involves a partial charge ordering of the Mn3þ and Mn4þ

ions both from powder neutron and single crystal X-ray analysis. Another
report claims more or less perfect charge ordering but no detailed structure
solution is presented in support.[200] The magnetic structure is very complex
and has not been solved – there is a suggestion that the magnetic cell may
contain 1152 Mn sites![198] Results of neutron diffraction studies of the
magnetic correlations differ widely. Wills et al. showed a coexistence
between AFLRO and diffuse magnetic scattering down to 10 K.[198]
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Figure 2.53 The soft chemical pathways to the metastable Li2Mn2O4 and lMnO2

and the relationships to the thermodynamically stable LiMnO2 and b-MnO2
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A second study at about the same time found no magnetic Bragg peaks
below 65 K.[199] A third study on the sample claimed to exhibit perfect
charge ordering showed mainly Bragg peaks and less diffuse scatter-
ing.[200] Later, a detailed study using polarised neutrons on the sample
of Wills et al. gave clear evidence for the coexistence of Bragg and diffuse
magnetic scattering down to 1.5 K. In fact the relative contributions of
the two components were nearly equal. As well, inelastic scattering
indicated that most of the moments contributing to the diffuse scattering
were static but that up to 20% were still dynamic even at 1.5 K.[201]

The situation for l-MnO2 is somewhat simpler. The earliest known
study of magnetism on a sample in which the Li was removed by acid
leaching showed �C ¼ – 104(4) K.[202] The unit cell constant for this
sample is a ¼ 8.0407(7) Å which indicates a high level of Li removal. A
sample with LixMnO2 where x ¼ 0.11(8) gave a ¼ 8.155 Å.[203] An AF
transition was found at TN ¼ 32 K, so f�3, suggesting a low level of
frustration. Now, this material is isostructural with ZnCr2O4 and has the
same S ¼ 3/2 spin state but there was no evidence for a structural phase
transition coincident with the magnetic transition. Neutron diffraction
data did indicate significant diffuse magnetic scattering persisting up to
�100 K, more than 3�TN, a characteristic of frustrated systems. As well,
the magnetic structure is very complex and is described by k¼ (½ ½ ½), the
same ordering wave vector found for the spinels GeNi2O4 and GeCo2O4.
Nonetheless, the pattern of magnetic intensities is very different. In the
latter two spinels the ½ ½ ½ magnetic reflection is by far the most intense,
for example the intensity ratio (½ ½ ½)/ (3/2 ½ ½) is�8 but for l-MnO2, it
is �1.4. Two rather complex magnetic structures (128 spins per magnetic
cell) have been proposed for l-MnO2, shown in Figure 2.54, both giving a
reasonable fit to the data.[202, 204]

The final member of this series, Li2Mn2O4, is perhaps the most interest-
ing. Due to the presence of the Jahn-Teller ion, Mn3þ, the symmetry
is reduced to tetragonal, I41/amd with cell constants a ¼ 5.649(3) Å and
c¼ 9.198(5) Å, that is, at� ac/

p
2 and ct� ac. As a result of the distortion,

the Mn–Mn distances are now 2 � 2.842(2) Å and 4 � 3.046 Å, compared
with six equal Mn–Mn distances for cubic LiMn2O4 of 2.915 Å.

The susceptibility data are dominated by a broad maximum just below
200 K and there is no discernible Curie–Weiss regime out to 600 K. Below
about 50 K there is an apparent magnetic phase transition.[205] Neutron
diffraction data show the remarkable result that the magnetic scattering
peaks have the Warren line shape, characteristic of two-dimensional scat-
tering, Figure 2.55. There is no sign of a crossover to three-dimensional
LRO down to 1.6 K. A two-dimensional correlation length derived from
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analysis of the Warren peaks indicates a maximum of about 90 Å and that
the apparent ‘transition’ is very abrupt, Figure 2.55. From the positions
of the two observable Warren peaks, a tentative magnetic structure, the so-
called

p
3 � p3 structure involving only the kagomé layer spins, was

proposed. A subsequent mSR study supports this assignment and in addi-
tion finds that significant spin dynamics persist to low temperatures, the
origin of which is likely the spins on the TP layers which appear to remain
uncoupled.[203]

(b) A-site magnetic spinels This is quite a new area where, with only a
few exceptions, papers have appeared very recently. The first systematic
study of A-site magnetic spinels appears to be that of Roth.[207] Of course
an important issue with these materials is the extent of inversion. This
was addressed by Roth who determined inversion levels using both X-ray
and neutron diffraction in AAl2O4 spinels where A2þ¼Mn, Fe and Co to
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Figure 2.54 Possible magnetic structures for l-MnO2 shown in projection on a
cubic face of the doubled pyrochlore unit cell. Top:[204] The filled and empty
symbols represent up and down spins, respectively. For the meaning of the
squares, triangles and circles, consult Morgan et al.[204] Bottom:[202]. Reprinted
with permission from Morgan et al., 2003 [204]. Copyright (2003) American
Physical Society
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range from 5 to 15% A ions on the B site. It was commented that the
degree of inversion is a strong function of the heat treatment program.
Most of the sparse literature concerns these three aluminates. A sample of
FeAl2O4 with about 17% Fe on the B site was determined to be a spin
glass with Tf � 13 K from AC and DC susceptibility data.[208] Tristan
et al. appear to be the among the first to regard the A-site spinels as GFAF
systems.[209] Figure 2.56 shows the A-site connectivity for up to third
nearest neighbours where the triangular motif is obviously ubiquitous.
Table 2.11 shows the relevant structural and magnetic data for the three
well-studied aluminate spinels obtained from X-ray diffraction,
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Figure 2.55 Left: The appearance of asymmetric Warren line shape peaks with
decreasing temperature for Li2Mn2O4, indicative of two-dimensional spin
correlations. Right: The temperature dependence of the spin–spin correlation length
showing an abrupt, first-order like increase below 60 K.[205] Reprinted with
permission from Wills et al., 1999 [205]. Copyright (1999) American Chemical
Society
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Figure 2.56 The connectivity of A-site ions in spinel, AB2O4 out to third nearest
neighbours. Note the prevalence of triangles.[209] Reprinted with permission from
Tristan et al., 2005 [209]. Copyright (2005) American Physical Society
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susceptibility and heat capacity studies. While the A ¼ Mn phase has a
modest f value and does order at the relatively high temperature of 40 K,
the other two aluminates are highly frustrated. The low temperature
specific heat data follow a T2 law instead of the linear dependence
found for canonical spin glasses which has led to speculation that a
more liquid-like state is involved.

Subsequent neutron diffraction studies showed a collinear magnetic
structure for the A ¼ Mn phase but only broad, diffuse scattering for
A¼Co. The ordered moment for Mn is only 3.7 mB, much reduced from
5mB expected for S ¼ 5/2.[210] Another group reported slightly different
results for CoAl2O4 with a lower �c ¼ –89 K and a T2.5 power law
dependence in the specific heat.[211] This sample was claimed to show an
inversion of only 4%.

Interestingly, frustration effects are greatly diminished in the ARh2O4

series where the inversion levels are essentially zero due to the enormous
octahedral site preference of Rh3þ(t2g

6). For example CoRh2O4 has
�C¼�31 K with TN ¼ 30 K, giving f �1. Thus, even small levels of inver-
sion may be sufficient to destroy long-range order, recall the situation of
Y2Mo2O7, and give rise to spin glass behaviour. Nonetheless, the huge
difference in �C for the rhodate and aluminate Co spinels is difficult to
understand. Clearly, there remain a number of unresolved issues with these
materials. A detailed theory of A-site spinels has recently appeared.[212]

2.3.5 Other Frustrated Lattices

In addition to the well-studied GFAF materials with kagomé and pyro-
chlore lattices, a number of new lattice topologies have been discovered
recently. Only two examples will be described in some detail, BaM10O15,
where M ¼ V and Cr and Li3MgRuO6 – a new type of ordered NaCl
material.

Table 2.11 Relevant structural and magnetic parameters for the AAl2O4 spinels

Property MnAl2O4 FeAl2O4 CoAl2O4

S 5/2 2 3/2
�C (K) �143(5) �130(1) �104(2)
Tf, Tc (K) 40(0.5) 12(0.5) 4.8(2)
f 4 11 22
a0 (Å) 8.2246(3) 8.1572(3) 8.1078(3)
% A on B site 6(2) 8(2) 8(2)
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The BaM10O15 compounds can be regarded as variants of V2O3

(V10O15) in which large Ba2þ ions substitute on the O2� sublattice. In
V2O3 with the corundum structure, V3þ ions occupy 2/3 of the octahedral
sites. In BaM10O15 the presence of Ba2þ ions in the close-packed O2�

layers, which form an ordered pattern, direct the occupation of the
octahedral sites which are now 5/8 filled by 2M2þ and 8M3þ ions per
formula unit. The M-site topology now involves M10 clusters which are
comprised of edge-sharing tetrahedra interconnected by corner sharing.
Relevant structural details are shown in Figure 2.57. Note that these
materials contain the V2þ and Cr2þoxidation states which are very rare
in oxides. There is no convincing crystallographic evidence for charge
ordering between the M2þ and M3þ ions.

The M ¼ Cr material does not show LRO down to 5 K but instead a
spin-glassy signature in the DC susceptibility with Tf� 25 K and a broad.
diffuse peak develops in the neutron diffraction pattern below 120 K.
From the width of the diffuse peak a correlation length of�3 Å is derived
which is the Cr-Cr nearest neighbour distance.[213]

BaV10O15 has been studied in greater detail. Magnetic susceptibility
data show a very large, negative �C ¼�1156(15) K. There are two phase
transitions at low temperature, a first-order structural transition at
135 K, Cmca to Pbca, and a magnetic transition at 40 K. Thus, this is
highly frustrated material as f�30.[214] Neutron diffraction data confirm
the onset of AFLRO below 40 K but the magnetic structure is complex,
requiring two ordering wave vectors, k ¼ (000) and k ¼ (1/2 0 0). Heat
capacity results show that only�11% of the expected entropy is removed
at Tc and that there is evidence for SRO extending well below Tc.
Remarkably, doping with only 5% Ti quenches the AFLRO completely,
leaving only a spin glass like divergence at 13 K, yet the Curie–Weiss

BaO7

BaO7

BaO7
(a) (b) (c)

O8

O8

Figure 2.57 Structure of BaV(Cr)10O15. (a) Stacking of close packed layers
indicating the substitution of Ba2þ for O2�. Ba2þ ions are shown as spheres. (b) The
pattern of occupation of the octahedral sites with the Ba2þ ions again shown as
spheres. (c) One half of the cation sublattice which features V(Cr)10 clusters formed
by edge-sharing tetrahedra
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law still holds giving �C ¼ �1100 K or f�85.[215] Clearly, the magnetic
ground state of this material is very sensitive to small perturbations.

Ordered NaCl oxides have been discussed in an earlier section. In
addition to the C2/m ordering scheme which results in a TP lattice, there
exists another variation described by Fddd. The first Fddd magnetic
material, Li3Mg2RuO6, has been described recently.[213] The Ru5þ

(S ¼ 3/2) sublattice is shown in Figure 2.58 which is seen to consist of
ribbons of edge-sharing triangles running parallel to (110) directions
which are linked along (001) by corner sharing. The Curie–Weiss law
holds above 100 K giving �C¼�109 K and AFLRO sets in below 17 K,
giving f �6. Heat capacity data show a excess magnetic contribution well
above Tc extending to at least 50 K or 3 � Tc. Further signs of frustration
appear in the magnetic structure which is very complex and not yet solved.
Two ordering wave vectors, k¼ (1/2 0 1/3) and k¼ (1/2 1/2 0), are needed
to index the magnetic unit cell which is nine times the volume of the
chemical cell and contains 96 Ru spins. A spin dimer analysis suggests
that the dominant exchange interactions are in the ab plane which
would imply a TP model which would be low dimensional. Yet, the

b

c

a

5.11 Å

5.14 Å

Ru-Ru-Ru = 59.81° x2, 60.39°

RuO6

M1
M2/M3

Figure 2.58 The structure of Li3Mg2RuO6. The RuO6 octahedra are shown in grey
and the open and hatched spheres represent the Li rich and Mg rich positions,
respectively. The Ru sublattice, inset, is seen to involve ribbons of edge-sharing
triangles along <110> directions which share corners along <001>.[216] Reprinted
with permission from Derakhshan et al., 2008 [216]. Copyright (2008) American
Chemical Society
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diffuse magnetic scattering at 18 K, just above Tc, shows a symmetrical
Lorenztian rather than the asymmetric Warren line shape indicating that
the SRO is three-dimensional. More work is needed to understand this
material and efforts to synthesise other Fddd compounds with quantum
spins would be very welcome.

2.4 CONCLUDING REMARKS

I hope that it is clear that geometrically frustrated magnetic materials
represent a fascinating and rapidly expanding research topic. Since 2000
there have been four international meetings focusing on highly frustrated
magnetic materials, in Waterloo, Grenoble, Osaka and Braunschweig
with the next planned for Baltimore in 2010. It is an area in which
progress is driven by interdisciplinary cooperation. Inorganic materials/
solid state chemists are ideally suited to the discovery, preparation of high
quality samples, crystal growth, structure determination (both average
and local structures) and basic properties characterisation. Condensed
matter physics experimentalists are needed for application of more
sophisticated characterisation methods such as neutron inelastic scatter-
ing, muon spin relaxation, neutron spin echo and nuclear magnetic
resonance, among others. The traditional role of the theorist in providing
explanations for observations and pointing the way for new experiments
is of critical importance. Many of the key discoveries in this field, such as
the spin glass rare earth molybdate pyrochlores, the spin ice and spin
liquid states in titanate pyrochlores, preparation and growth of stoichio-
metric jarosites, herbertsmithite and kapellasite have resulted from such
wide ranging interdisciplinary collaborations.

New ideas have emerged. It is remarkable that the study of spin ice
connects to both the structure of water ice and the potential involvement
and observation of the elusive magnetic monopole! The spin liquid pro-
vides an example of an extremely delicate ground state which is highly
susceptible to perturbations. For example long range order can be
induced in Tb2Ti2O7 either by increasing the lattice constant through
replacement of the smaller Ti4þwith the larger Sn4þ or by decreasing the
lattice constant by application of hydrostatic pressure.

In fact there are numerous examples of materials which are remarkably
similar in crystal structure and spin quantum number, yet, show a high
level of divergence in the nature of the ground state. The case of the S¼½
ordered NaCl compounds, Li5OsO6 (AFLRO) and Li4MgReO6 (spin
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glass), illustrates the role of local environment on electronic structure and
the dimensionality of the magnetic exchange. Among the S¼1 pyro-
chlores, Y2Mo2O7 is a spin glass with very subtle disorder while
Y2Ru2O7, which has a frustration index five times larger, shows
AFLRO. The cubic B-site ordered double perovskites with S¼½ exhibit
F (Ba2NaOsO6), AF (Ba2LiOsO6) and apparently nonordered
(Ba2YMoO6) ground states. For the S¼ 3/2 B-site spinels, ZnCr2O4

distorts before ordering while GeCo2O4 remains cubic below Tc.
Thus, these materials are likely to continue to fascinate researchers in

many disciplines for some time to come.
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3
Lithium Ion Conduction

in Oxides

Edmund Cussen
Department of Pure and Applied Chemistry, University of Strathclyde, Glasgow, Scotland

3.1 INTRODUCTION

Definitions of a crystalline material make use of a number of phrases to
indicate the immutable, static, and ordered arrangement of atoms typi-
cally encountered in a crystal. This is elegantly encapsulated by the
origins of the word; the ancient Greeks believed that crystals of quartz
were formed from water that had been cooled so dramatically as to
undergo an irreversible freezing process. This idea is recorded in the
shared roots of the words crystal and cryogen. Whilst our understanding
of crystals has developed in the intervening millennia it is interesting to
note that the idea that the Greeks had formed remains one the strongest
theme of a crystal. The atoms are frozen.

Of course, the main feature of a crystal, and what distinguishes it from
other solids, is that it contains order. Conceptually, we describe crystals
as being formed from a perfectly ordered array of atoms or molecules.
This order has a helpful consequence; by describing a small portion of the
structure and the symmetry of crystal we can map out the atomic
positions of an infinite lattice. The power of this approach is beguiling.
It allows us to map all of the atoms in a crystal, which may be metres in
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size,[1] by using a handful of parameters. Time is not one of these para-
meters; the structure of crystals is considered to be permanent and in the
vast majority of crystals this is an acceptable approximation.

In this review we will be looking at an array of fascinating materials
that provide extreme examples of both disorder and dynamic behaviour
whilst retaining a crystalline arrangement of some or all of the atoms in
the structure. The degree of movement that can occur within a crystal is
astonishing; at room temperature sodium b-alumina shows the same
ionic conductivity as an aqueous solution of 0.1 M sodium chloride.
Such fast ion mobility can be achieved in materials that have mechanical
properties that often resemble those of conventional ceramics. The poly-
crystalline powders can be sintered to give mechanically robust pellets
that will not only retain shape but will also withstand compressive forces,
high temperatures and in many cases be chemically unreactive. Whilst
these properties are, of themselves, unremarkable in ceramics they cer-
tainly provide a strong contrast to those of electrolytes which are
typically liquids. Consequently there is considerable interest in the tech-
nological development of these solid state electrolytes for a number of
applications in which mechanical robustness, possibly combined with
thermal or chemical stability, is important.

The principle technological motivation for studying lithium ion con-
ductors comes from the potential advantages conferred by a thermally
stable, chemically inert and mechanically robust electrolyte on the
performance and safety of lithium batteries. The widespread usage of
mobile electronic devices over the last two decades has, in part, been
facilitated by developments in lithium battery technology. These have
substantially arisen from the development of new electrode materials
that have given substantial increases in energy density,[2] although
improvements in volume and gravimetric density are both sought in
order to facilitate the development of new applications, most obviously
in electrically powered vehicles. Hand in hand with these improvements
in energy density comes an increase in danger associated with the failure
of a fully charged battery. Any short circuit across the electrolyte can
lead to rapid discharge of the cell and associated heating and the
potential for ignition if sufficient fuel sources are nearby.
Consequently it seems probable that existing safety concerns will
become more pressing as the energy densities of batteries are increased
further.

Polymeric materials containing dissolved lithium salts are currently used
as electrolytes and a range of polymer/solvent systems have been stu-
died.[3] These materials perform effectively and have some considerable

120 LITHIUM ION CONDUCTION IN OXIDES



advantages in terms of processing, but many of the systems that provide
the highest conductivity are highly reactive. LiPF6 provides excellent
conductivity of ca 10�3 S cm�1 and is compatible with the electrode
materials,[4] but is subject to reaction with water leading to the formation
of the extremely toxic product hydrofluoric acid.[5] This tendency to
undergo hydrolysis is a problem that can be tolerated by using appro-
priate quality control to ensure that water is absent when the devices are
assembled and employing suitable containment to prevent subsequent
exposure to moisture during the operational lifetime of the battery.
However, if these reactive electrolytes could be replaced by electrically
insulating, inert, mechanically robust ceramics that show fast lithium ion
conductivity in order to give improved temperature stability and elim-
inate the problems of chemical reactivity there is scope for considerable
improvements in volumetric density and safety. Despite a growing num-
ber of families of fast lithium ion conducting ceramics the search for a
material that meets these criteria and is chemically compatible with the
electrode materials under the conditions of operation of a cell is ongoing.

It should be borne in mind that the lithium conductivity in the majority
of crystalline solid state electrolytes occurs in compounds where all
species, including the lithium cations, appear to be fixed on certain
positions in the structure. Of course, this statement requires some
justification and illustrates a potential difficulty in applying the language
of a static model (a crystal) to a dynamic process (ionic mobility). In order
to clarify this point and because of the unique utility of crystallographic
models in the description of structure, it is useful to remember what is
being described in such a model and how the data are generated. Any
diffraction experiment relies on the interaction between an atomically
ordered solid and an incident wave with a wavelength similar to the
interatomic spacing. This wave, whether an X-ray, electron or neutron,
is propagated through the material and scattered by the atoms. We note
here that whilst the scattering of X-rays and electrons occurs via interac-
tion with the electron cloud of an atom the scattering of neutrons occurs
via interactions with the nucleus. Hence, whilst the scattering of X-rays
and electrons increases rapidly with atomic number the scattering of
neutrons shows no such dependency. In fact, the scattering of neutrons
shows no regular dependence on atomic number and so neutrons may be
scattered by a light element more efficiently than heavier elements. In our
case it is of particular interest that the scattering length of 7Li, the most
abundant isotope of lithium, is similar in magnitude to other nuclei and
so lithium can be readily detected. By comparison the intensity of an
X-ray beam scattered by an atom will vary with the square of the
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number of electrons and so the intensity arising from a lithium atom in
Li0.5La0.5TiO3 will be ca 1/360th that scattered by a lanthanum atom.
Consequently the detection of lithium via X-ray diffraction can be extre-
mely imprecise and under some circumstances, such as in the presence of
dominant scatterers in the example here, may provide no useful accuracy
whatsoever.

The vast majority of scattered waves will be out of phase with other
scattered waves. As these are propagated through the lattice this will tend
towards cancellation and so no diffracted beam is observed. However,
under the Bragg condition constructive interference will occur between
the waves and a diffracted beam of radiation will be formed. The key
point to be remembered from this is that the formation of a diffracted
beam relies on the summation of multiple scattered waves. These waves
are scattered from different regions of the material and in a typical
diffraction experiment are collected over a time period measured in
seconds. These two features mean that any model which is derived from
diffraction experiments will necessarily present a picture of the structure
that has been integrated over both time and space. Of course in the case of
a regular array of immobile atoms in a crystalline lattice such an aver-
aging process presents a structural picture which may conform very
closely to reality, assuming we neglect the thermal vibration of atoms.
As we shall see, in the case of fast lithium ion conductors the results of
diffraction experiments can produce structural pictures which most defi-
nitely do not conform to any chemical sensible representation of a struc-
ture. Instead it may be necessary to interpret what the averaged structure
derived from the diffraction data can tell us about what situations exist
locally within the material and then consider how these chemically sen-
sible arrangements can be assembled to produce the ensemble represented
by the crystallographic model.

Structural models derived in such a manner are useful in understand-
ing why exceptional ionic mobility occurs in some materials. However
diffraction gives us no direct information on mobility; it is unable to
observe an atom moving between positions. The reason for this is that
the most common mechanism for ion movement through a solid mate-
rial involves hopping of the mobile species onto a nearby position. The
ions hop from an occupied position to a nearby, vacant position at a
speed which is similar to those that arise from thermal vibration.
Consequently the time taken for an atom to move from an occupied
site to a vacant position, ca 10�12 s, is only an order of magnitude larger
than the period of an atomic vibration and occurs considerably quicker
than the propagation of a diffracted wave through a portion of
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crystalline material. This means that a diffraction experiment will
detect an atom at the start or end of a hop, or an average of the two,
but will contain no information about the path that the atom takes
whilst travelling between these two points.

In order to achieve rapid ion mobility this hopping mechanism suggests
two key points that are widely useful in our understanding of fast lithium
ion conduction in crystalline solids. First, in order to obtain lithium
mobility it is necessary to have vacant sites suitable for lithium coordina-
tion. These must be accessible to a lithium cation on an occupied site and
this means that they must be a short distance away and also have a similar
energy. Clearly a site which is located 1.5 Å away from a lithium ion may
be accessible by hopping a short distance, but if this vacant site lies within
the van der Waal’s radius of another atom then electrostatic repulsion
will prevent both sites from being occupied for any significant period of
time. Similarly a lithium cation will be unable to hop from one site to
another energetically similar vacant position if the distance between them
is too large, typically>2–3 Å. An important consequence of this is that
there in order to optimise the probability of an ion hopping event occur-
ring there is a trade-off. The greater the number of lithium ions in a
structure the greater probability of one of these ions having sufficient
energy to leave a site. But in order for an ion to hop it needs to have the
greatest number of vacant sites available within an accessible volume and
energy. Consequently it is anticipated that conductivity occurring via this
simple mechanism should be greatest when the number of lithium cations
and lithium site vacancies are equal.

A second consideration that arises from this model is that hopping is
most likely to occur if there is minimal energetic barrier between the two
sites. Lithium cations in oxides are most commonly found in tetrahedral
or octahedral coordination. For a cation occupying a position at the
centre of either of these polyhedra it will be necessary for the cation to
move closer to one or more oxide anions. This will lead to electrostatic
repulsion between the electrons of the ions and so introduces an activa-
tion barrier for ion migration out of the site. The activation energy will be
lowest if the path for ion hopping maintains the largest separation pos-
sible between the cation and the anions and so it follows that the cation is
most likely to exit a regular tetrahedron or octahedron by passing
through one of the triangular faces. Such a consideration leads to the
idea of ions passing through an aperture, or window, during a hopping
event. One approach to increasing the probability of ion hopping is to
chemically modify a structure in order to increase the size of the aperture
and so reduce the activation energy. This is most commonly undertaken

INTRODUCTION 123



by trying to increase the separation between the atoms that constitute the
limiting dimensions of the window. An alternative approach is apparent
if it is remembered that the atomic positions represent the average posi-
tion about which the oxide ion is vibrating. The degree of atomic
displacement due to thermal vibration will clearly vary with temperature
but it is useful to remember that studies of the passage of various guest
molecules through the apertures of zeolites[6, 7] have shown that the
window sizes determined crystallographically can underestimate the
size of guests that can be admitted by ca 0.4 Å. It is likely that a similar
degree of mismatch between effective aperture size and that determined
crystallographically by subtracting the relevant ionic radii from the
interatomic distances exists in many of the fast ion conducting phases
discussed here. It has been shown in zeolites that the size of this disparity
can depend on the bonding arrangements and the polarisabilities of ions
involved and it is probably that such chemical adjustments also play a
role in the lithium ion conduction.

This idea of hopping is a useful one, but it represents only part of the
story of ionic conductivity. Once an ion has hopped from a site to another
site of similar energy then one of two things can happen. The most likely
event is that the ion will reside for a short period of time on the second site
before hopping back to the first site. At the end of this the arrangement
will be as if nothing had happened. If the second site has a high energy
then such a reversal is more likely. Indeed at an extreme illustration of this
situation, it could be considered that atomic vibrations represent hopping
events between sites with negligible residence time. Of course such an
event cannot be described as ion conduction because no charge has been
transported. For a material to be described as an ionic conductor it is
necessary for the ion to reside on the second site for some period before
then hopping again to a third site, then fourth site and so on through the
material. It is thus necessary for a continuous network of vacant sites to
exist in order for ionic conductivity to occur. Of course atoms may move
in this manner in any crystalline substance and, at least for simple ionic
systems, the time taken for an atom to hop is largely constant regardless
of the material. What causes some materials to be classed as fast ion
conductors, with an ionic mobility that may match a liquid salt, and other
crystals to be ionic insulators is the frequency with which these hopping
events occur. In a fast ion conductor the ion may only be resident on a site
for a few nanoseconds before hopping again. This does mean that an ion
spends only ca 1/1000 of the time hopping, but this mobility seems rather
brisk when compared with the geological residence times that occur in
conventional, ionically insulating compounds.
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The discussion here is a brief summary of some of the considerations in
a simple model for lithium conduction in an ionic solid. In practice, the
movement of a lithium ion may be strongly correlated the vibrational
modes of the lattice and the movement of other lithium ions and is likely
to involve some degree of local relaxation of the lattice around sites which
switch from containing vacancies to accommodating a lithium ion. In
some remarkable cases, such as lithium sulfate, the lithium ion conduc-
tivity is associated with partial melting of the anion sublattice within the
crystalline material. Despite the complexities of individual systems the
basic hopping model provides a useful framework to discuss ion con-
ductivity in the solid state and it is supported by considerable experi-
mental evidence.[8]

Fast ion conduction is most likely to occur if the occupied and vacant
sites provide the same environment for lithium cations and so occupation
of either site makes the same contribution to the lattice energy.[9] If such a
situation arises then it is likely that the lithium cation will be distributed
across multiple sites in the material with partial occupancy, i.e. occupa-
tional disorder exists in the material. The identification of small quanti-
ties of either lithium cations or vacancies is a challenge for diffraction
experiments due to the observation of an average structure. In com-
pounds where the lithium ions are mobile it necessarily follows that
there are multiple coordination sites for lithium which provide similar
lattice energies and so an additional complication arises if sample pre-
paration is not rigorously reproduced. Due to the dynamic properties of
lithium at relatively low temperatures, and the plethora of low lying
excited states for the crystal structure, it would not be surprising to
stabilise structures with varying lithium distributions by using different
synthetic protocols. As we shall see, there are several classes of com-
pounds where relatively subtle changes in synthesis temperature or cool-
ing rate can have a profound effect on both the crystallographic structure
and the lithium conduction observed in the resultant product.

Despite the occasional difficulties of interpreting the average structure
obtained from diffraction experiments a crystallographic description of a
compound is the single most useful piece of information in understanding
ionic conductivity in a material. However, a range of other techniques
have been brought to bear on these problems and in many cases it is only
by combining the information from a range of local probes with struc-
tural information and transport properties that it is possible to build a
picture of the mechanism for ion transport in a certain system. A descrip-
tion of the various experimental techniques and the role of calculations in
understanding ion mobility would be out of place here and have been
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reviewed elsewhere.[10] Instead we shall focus on how ionic conductivity
in crystalline phases can be understood with reference to the structure of
these inorganic materials.

3.2 SODIUM AND LITHIUM b-ALUMINA

The field of fast ion transport in solids was revolutionised by the observa-
tion of fast Naþ conduction in a series of compounds known, somewhat
confusingly, as the b-aluminas. These compounds were extensively stu-
died[11–13] through the 1970s and 1980s and, although more advanced
materials have since been developed, a study of the lithium conduction in
these phases can serve us as both a useful overview of mechanisms for fast
ion conduction and also illustrate some of the challenges and pitfalls that
are encountered in trying to understand and optimise ionic mobility.

The compounds that were to become known as b-alumina have been
known, and studied, since 1916.[14] The interest in these materials was
initially stimulated by practical considerations arising in the glass making
industry; a new phase was observed forming in the aluminium oxide
bricks that line the refractory furnace used in glass manufacture.
Understanding this phase became a concern for both furnace engineers
and glass manufacturers as well as an interesting problem for structural
chemists to investigate. Preliminary analysis suggested that a new poly-
morph of Al2O3 had been found and so the name b-alumina was attached
to this material.[14] However, as early as 1926, analyses were identifying
the presence of a relatively small and variable quantity of sodium in the
material. Moreover the presence of sodium was identified as a crucial
factor in the formation of this phase.[15] Early crystallographic studies
suggested a composition Na2Al22O34 that, whilst at odds with initial
compositional studies, has since been proved to be an accurate descrip-
tion of the prototypical structure which in the most straightforward
compound can be represented as being composed of intergrowths of
sodium oxide and aluminium oxide.[16] This has lead to the widely
employed simplification of the composition; Na2O�11Al2O3.

Interest in these compounds was revived by the report of exceptional
ionic mobility;[17] the Naþ cations in this crystalline solid give a conduc-
tivity at room temperature, 0.2 S cm�1, that is similar to that of an
aqueous solution of 0.1 mol dm�3 of NaCl. Our interest in these com-
pounds arises from the facile cation exchanges that can be performed in
order to replace Naþ and so give a range of new compounds, many of
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which demonstrate fast ion mobility. Treatment of b-alumina with a
molten lithium salt gives a range of compounds in which some, or almost
all, of the sodium cations are replaced with lithium.[12, 17] In order to
understand how the exchange and the ion mobility can occur it is neces-
sary to have an appreciation of the structure of b-aluminas. As we shall
see, these compounds contain a number of structural features that are a
common ingredient in the recipe for ion mobility in crystalline materials.

The structure of these materials can be considered as composites
between blocks of spinel structure, predominantly composed of Al2O3,
separated by sheets that contain the majority of the alkali metal cations.
The idealised structure of Na2O�11Al2O3 is represented in Figure 3.1.
The structure contains a close-packed arrangement of oxide anions that
are stacked in an ABCA arrangement to gives blocks of material that
resemble the structure of spinel, MgAl2O4. In the idealised structure these
blocks are uniquely occupied by Al3þ though, as we shall see shortly,
there is scope for considerable positional and occupational disorder in
these phases. These spinel blocks are separated by a layer of oxide anions
B that contains oxide vacancies on up to 75% of the positions and this
space is instead occupied by the sodium cations. Due to the large number

(a)
(b) (c)

(d) (e)

Figure 3.1 (a) A simplified representation of the structure of sodium b-alumina. The
spinel block is composed of AlO4 and AlO6 units represented by tetrahedra and
octahedra respectively. The disordered arrangement of sodium cations in the
interlayer region is indicated by grey spheres. The partially occupied oxide
positions in the interlayer region have been omitted for clarity. Chemically
reasonable coordination environments are shown for interlayer (b) Naþ, (c) Liþ and
(d) Al3þ cations. The complexity of the observed Liþ and Naþ distribution in the same
large interstice illustrated in (a) is shown in (e)[22]
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of vacancies within this layer there are a number of cation sites available
to sodium as shown in Figure 3.1. For the ideal stoichiometry
Na2O�11Al2O3 exactly 50% of these sites would be occupied by a
sodium ion. In the b-alumina phases this disordered alkali metal layer
lies on a mirror plane and so leads to an inversion of the stacking sequence
(ABCA)B(ACBA)B(ABCA). . . and so on. The b00-alumina phases are
similar but lack the mirror symmetry in the alkali metal layer and so are
formed by a continuous (ABCA)B(ABCA) stacking of oxide anions
throughout the structure.[18]

This picture of the b-alumina structure masks a large degree of
compositional variation that can be accommodated by disorder within
the structure. Although often referred to using the Na2O�11Al2O3 form-
alism, in practice most samples contain a considerable excess of sodium.
The sodium cation is too large to fit into either the tetrahedrally or
octahedrally coordinated sites of the spinel blocks and so the excess
sodium is incorporated into the cation-rich layers. Charge neutrality
is preserved by simultaneous incorporation of half of an equivalent
oxide anion into this region and so the general composition of sodium
b-alumina can be written [Na2O]1þx�11Al2O3. It is this ability to con-
tinually vary the Na:Al ratio within the structure that leads to variation in
the reported composition, structure and most importantly a change in the
properties of these materials. Indeed this extended tour of the structure of
a fast Naþ conductor serves as a both a guide to the structure and a
cautionary tale that shall be encountered repeatedly when examining fast
ion conducting phases; ion mobility in a crystal almost always goes hand-
in-hand with some continuously variable disorder parameter. A conse-
quence of this is that samples prepared using subtly different synthetic
conditions or apparently the same conditions, but as practised in different
laboratories, can lead to samples with dramatically different properties.

Examination of the Liþ mobility in b-alumina requires exchange of
Naþ from the sodium based precursors. However, the equilibrium for the
Naþ/Liþ exchange strongly favours retention of Naþ in the structure and
so in order to achieve anything near a complete cation exchange it is
necessary to use an extremely pure lithium salt. If mixed Na/Li phases are
required then exchange is carried out using £1% sodium nitrate in a
lithium nitrate melt.[19] Even at this low sodium concentration it is
possible for an equilibrated sample to have a composition as lithium-
poor as 20:80 Li:Na. In every case it is vital to determine experimentally
the compositions of the samples after the cation exchange.

The ionic conductivity in the pure sodium b-alumina is the highest of
any alkali metal cation in the b-alumina structure. Depending on the
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synthesis conditions the room temperature conductivity varies slightly in
the range 0.014–0.030 S cm�1.[17, 19, 20] Studies on single crystals show
that, as could be anticipated from the structure of the material, the ion
transport is highly anisotropic; Naþ can move readily within the Na-O
layers, but cations are blocked from migrating through the spinel blocks.
The ion transport in sodium b-alumina follows an Arrhenius dependence
over a remarkably wide temperature range with an activation energy of
0.16 eV being observed between �150 and 820 �C.[17] Identifying the
lithium mobility in the analogous lithium material proved to be a much
greater challenge. In part this arose from the difficulties encountered in
preparing a sample that contained purely lithium. However, the signifi-
cance of this can only be appreciated after the successful study of mixed
Lithium-sodium b-alumina phases. These showed that the not only is Liþ

an order of magnitude less mobile that Naþ in these phases, but the
presence of a mixture of alkali cations gives conductivities that show a
strong nonlinear dependence with composition as shown in Figure 3.2.[12]

This nonlinearity combined with the tendency of the structure to selectively
scavenge sodium cations from impure lithium salts made the determination
of the transport properties of a lithium b-alumina a considerable challenge
for solid state scientists. It was over a decade after the report of fast ion
mobility in the b-alumina structure that a definitive picture of the mobility
of lithium ions in this structure was built up. The transport in pure lithium
b-alumina is thermally activated with an activation energy of 0.24 eV over
the temperature range�80 to 400 �C and a room temperature conductivity
of 3 � 10�3 S cm�1.[19]

A naive approach to the question of alkali metal cation mobility in
this, or any, crystalline structure would observe that as lithium is
both lighter and smaller than sodium it should be the more mobile

Figure 3.2 (a) The electrical resistivity and (b) the activation energy for conduction of
various b-alumina at 25 �C as a function of Li/Na composition[19]
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species. Observations in the b-alumina structure show that such an
approach has considerable pitfalls in failing to take into account either
the constraints imposed by the host lattice or the possibilities of coopera-
tive mechanisms for ionic motion. The identification of lithium from
X-ray diffraction data can be fraught with potential ambiguities. This is
especially true when disordered lithium shares crystallographic sites with
other cations. The absence of unambiguous, precise structural informa-
tion has led to the development of innovative experiments designed to
probe the cation environments in this structure. An ingenious experiment
studied the conductivity of a series of samples of various alkali metal
b-aluminas as a function of applied hydrostatic pressure.[21] The resulting
data showed the highly informative pressure dependencies shown in
Figure 3.3.

These data show that the passage of lithium through the structure is
eased by the application of pressure. The crude picture of ion hopping
through a narrow aperture would always lead to a reduction in mobility
with increasing applied pressure as the compression of the crystal struc-
ture leads to a narrowing of the window and an increase in resistivity, as
observed for Kþ. The opposite observation for Liþ mobility in this case
suggested that lithium cations are in some way too small for optimal
movement through the structure. The passage of Naþ, through some
happy combination of circumstances, is independent of pressure suggest-
ing that this cation is optimally matched to the structure.

This curious observation can be rationalised by looking at the coordi-
nation environments of Liþ and Naþ in the interlayer region.[22] These
are most starkly illustrated in the mixed phase Li1.1Na0.9O�11Al2O3 that
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Figure 3.3 The change in resistivity of potassium, sodium, and lithium b-alumina as
a function of applied pressure[21]
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shows a displacement of Liþ from the mirror plane towards the spinel
sheets.[23, 24] This is driven by the bonding requirements of the Liþ, the
lithium cation is simply too small to reside on a position equidistant from
the two spinel blocks. Instead it undergoes a displacement that, whilst
lengthening the Li � � �O distance to one of the layers reduces the distance
to the other and so permits the formation of a lithium oxide bond. It was
speculated that the increased polarising effect of Liþ compared with Naþ

gave a stronger, more covalent bond than for Naþ. This has been sup-
ported by XANES studies of the local coordination environment in these
materials that show a much stronger interaction between Liþ cations and
the spinel block than for any other alkali metal cations.[24]

The displacement of lithium from the plane has an interesting effect
on the dielectric properties of b-aluminas.[25, 26] The transport of Liþ

though the two-dimensional sheets between the spinel layers involves a
motional component perpendicular to the sheets as the lithium cations
migrate from sites below this conduction plane to the neighbouring sites
that lie above it. This motion has been detected by dielectric measure-
ments on single crystals that show Liþ hopping perpendicular to the
conduction plane. This enhanced interaction with one of the pair of
spinel blocks is the origin of the increase in activation energy for cation
motion of Liþ compared with Naþ. It also provides a clue as to why
these structures tend to form with sodium at high temperature, but
require low temperature modification to yield phases containing other
cations. The sodium phase is thermodynamically stable due to the
excellent match in size between the interlayer void and the radius of
Naþ. The mismatch in radius for all other alkali cations means that
these materials can only be formed by kinetically controlled manipula-
tion of the b-alumina structure to yield materials that are only meta-
stable at high temperature.

The mechanism for ion motion in the b-aluminas involves a complex
interstitialcy mechanism.[20] There are three distinct sites within the
conducting layers that can accommodate alkali metal cations. The stoi-
chiometric phase A2O�11Al2O3 would contain all of the Aþ cations on
the filled site (1) but as these compounds always contain an excess of Aþ

cations, additional interstitial sites (3) are also partially occupied. Initial
calculations on ion hopping between sites showed that the energy to hop
from (1) to a vacant site (2) is an order of magnitude greater than the
reported value of 0.26 eV. Subsequent work has revealed the crucial
importance of site (3). The activation energy for a cation to move from
one (3) position to another via an intermediate (2) site is reduced to 0.26
eV in excellent agreement with the experimentally determined values.
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The closely related b00-alumina structures exhibit an even wider
range of ion exchange and mobility. Whilst the movement of divalent
cations into the b-alumina structure is slow, it is possible to readily
exchange a wide variety of divalent cations into Naþ b00-alumina.[27]

Remarkably the mobility seems to be a strong function of the structure
rather than the cation and so the ionic conductivity in Pb2þ b00-alumina is
almost equal to that of Naþ b00-alumina, 10�3 S cm�1 around room
temperature.[13]

The mobility of Naþ in the b-alumina structure is similar to that in a
molten salt and whilst the lithium cation is somewhat less mobile in the
lithium exchanged analogue it may be surprising that these materials are
not widely used and that the search for new conductors is still so vigor-
ously prosecuted. Whilst the b-alumina and b00-alumina structures pro-
vide a general route to ion mobility in crystalline oxide they are critically
limited in application due to moisture sensitivity.[19, 28] The ease of
exchange is a pitfall that is revealed by the ready replacement of the
desired cation with Hþ or H3Oþ cations. Such exchange clearly has a
huge impact on the mobility of the desired cation and has prevented these
phases from realising the potential that could have been expected.

3.3 AKALI METAL SULFATES AND THE EFFECT OF
ANION DISORDER ON CONDUCTIVITY

As befits an simple metal salt, the structural chemistry of lithium sulfate
was studied relatively early in the history of crystallography.[29] This
compound contains a face-centred array of sulfate anions that accommo-
date lithium cations in the tetrahedral interstices. With cubic symmetry
this would be an example of an anti-fluorite phase, but at room tempera-
ture the compound possesses monoclinic symmetry and a small metric
distortion from a regular cubic unit cell.[30] The structure of b-Li2SO4 is
shown in Figure 3.4 and contrasted with the a-Li2SO4 phase that results
in an increase in space group symmetry from P21/a to the cubic group
Fm3m.[31] The room temperature phase b-Li2SO4 shows a fully ordered
arrangement of lithium and sulfate ions and the latter shows no rotational
disorder; the tetrahedral shape of the anion can be uniquely located by
diffraction experiments indicating that the oxide anions are static. Under
atmospheric pressure, this phase is stable on heating up to 575 �C at
which temperature it undergoes a phase transition to the a polymorph.
As can be seen by the strong similarity between these two crystal
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structures, this martensitic transition does not involve any substantive
changes in the crystal structure, the sulfate group remains centred on the
points of a face-centred cubic (f.c.c.) lattice and the lithium cations occupy
the tetrahedral interstices.

The high temperature polymorph has been extensively studied since the
report in 1965 of exceptionally high ionic conductivity in this phase that
reaches a maximum value of 3 S cm�1 just below the melting temperature
of 850 �C. Despite the simple structure implied by the crystallographic
picture of both of these lithium sulfate structures the subtleties of local
ion arrangements and the mechanism for lithium ion migration have been
a subject of an occasionally fierce debate that lasted three decades. Even
now, over 40 years after the initial report of fast ion conductivity in
a-Li2SO4 there are features of the mechanism for ion transport that
would still benefit from further illumination.

The structure of the fast ion conducting phase can be most clearly
understood with reference to the straightforward, fully ordered and
insulating a phase observed at room temperature. The monoclinic cell
of this structure can be related to a face-centred pseudo-cubic array as
illustrated in Figure 3.4. The departure from cubic symmetry leads to the
presence of two crystallographically inequivalent lithium cations in the
structure. However, the chemical environments for these two cations are

Figure 3.4 The structure of (a) the crystallographically ordered phase b-Li2SO4 at
room temperature.[30] The high temperature polymorph, a-Li2SO4, has a disordered
arrangement of sulfate groups as shown in (b).[31, 32] The [SO4]2� anions can be
modelled using a centrosymmetric distribution of eight oxide anions around the
sulfate group or alternatively as a sphere of scattering density as represented by the
large transparent spheres. Lithium cations are shown as light grey spheres
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similar; they are both tetrahedrally coordinated and show four inequi-
valent lithium oxide distances in the range 1.93 Å £ L � � �O £ 1.98 Å.
There are four crystallographically distinct oxide anions in this structure
and diffraction experiments unambiguously show these to be precisely
located with no positional disorder beyond that expected for the usual
thermal libration effects.

On heating above the transition temperature the structure adopts the
higher symmetry structure and, somewhat counter-intuitively, this
simplification in the structural description leads to a considerably more
complex picture of the chemical bonding in the structure. In the f.c.c.
a structure the lithium cations occupy a single crystallographic site, as
do the oxide anions.[31] The latter are arranged around a single, centro-
symmetric sulfur position. Clearly the point group symmetry of this
position is incompatible with the regular tetrahedral shape of the
[SO4]2� anion and so instead of observing four oxide anions around the
sulfur, the neutron diffraction experiments on a powdered sample show a
perfect cubic arrangement of eight oxide anions, i.e. the arrangement that
arises from the placement of a tetrahedron and the inverted mirror image
on the same site. It must be remembered that a diffraction experiment
produces an average picture of the unit cell by integrating the contents of
hundreds of unit cells. Whilst diffraction experiments can provide an
unambiguous picture of the time and spatially averaged structure, the
interpretation of these data, particularly when related to dynamic pro-
cesses involving ion motion, is often more subjective. The interpretation
of the structure of a-Li2SO4 is an example of a particularly challenging
problem and is at the heart of the debate concerning the mechanism for
ion motion in the structure.

In order to resolve dynamic and static contributions to crystallogra-
phically observed disorder it is often useful to perform scattering
experiments as a function of temperature; dynamically disordered pro-
cesses will show variation whilst static displacements will be indepen-
dent of temperature. Due to the high space group symmetry and the
large degree of disorder in the structure, a typical powder diffraction
profile shown in Figure 3.5 illustrates the limited information that can
be derived from powder samples.[31] Such a problem would usually be
overcome by the preparation and crystallographic characterisation of a
single crystal of the material. In the present case this presents a con-
siderable challenge; the b to a phase transition involves a large volume
change of 3.2% that introduces catastrophic strain into the material
and so it is not possible to study the b phase by heating a single crystal
from room temperature.
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This challenge was overcome in a remarkable experiment which grew a
suitable single crystal from the melt, protected it under vacuum and
mounted it in a neutron beamline.[32] Throughout the process the tem-
perature of the sample was maintained above the structural transition
temperature of 575 �C in order to prevent fracture of the crystal. This
careful study showed the sulfate anion can be best described using a largely
spherical picture of the anion; a single [SO4]

2� anion scatters as a unit
centred on a sulfur atom with a sphere of oxide scattering centred on a
radius of 1.49 Å corresponding to the sulfur-oxide interatomic distance.
The scattering from this spherical assembly can be modelled using a single
set of displacement parameters to describe the whole anion that reveal
anisotropy in the oxide anion distribution in the spherical shell. Anisotropy
is also found in the lithium distribution. This advanced model showed that
90% of the lithium ions are found on the tetrahedral interstices occupied in
the classic antifluorite structure, but they show a strong anisotropic dis-
placement in the vibration towards the four neighbouring sulfate anions
giving a lithium-sulfur distance of around 2.8 Å. The remaining scattering
from Liþ is distributed in a spherical manner around the sulfate anions at a
radius, 2.8 Å, that matches the distance derived from the anisotropic
displacement of the lithium cations observed on the interstitial positions.

The derivation of this picture represented a challenge of what can be
achieved using diffraction techniques but some of the findings are unam-
biguous. Foremost amongst these is the observation that the spherical

Figure 3.5 Representative neutron diffraction patterns generated from the published
structures of b- and a-Li2SO4 using l¼ 1.22 Å. (a) Data collected from the
low temperature form b-Li2SO4 contain a large number of peaks allowing a routine
determination of the crystal structure of the ordered, monoclinic phase.[30]

Data collected at temperatures above the structural transition to the fast ion
conducting phase a-Li2SO4 (b) contain only a few peaks with significant intensity.
The unusual background intensity in (b) arises from liquid-like scattering due to
disorder in the a-Li2SO4 structure.[31] Vertical markers indicate the positions of
allowed Bragg reflections
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picture of the sulfate anion leads to a separation of only 1.57 Å between
the lithium cation on the interstice and the nearest surface of the oxide
scattering shell. This is significantly shorter that the sum of the ionic radii,
1.90 Å, and so must indicate the presence of either a time or spatial
correlation between the occupation of these two positions that avoids
the local existence of such an energetically unfavourably short lithium-
oxide interatomic distance.

From the above discussion it is clear that the transition from b- to
a-Li2SO4 involves the introduction of disorder in the sulfate anion. This
necessarily involves movement of the oxide anions around the sulfur
centre and it is now generally agreed that in the high temperature phase
the sulfate anions are capable of rotation. Additional evidence for this has
come from both experimental calorimetry measurements[33] and compu-
ter simulation.[34] Calorimetric measurements from a number of groups
have shown a consistently high value for the heat of transition of ca 25 kJ
mol�1 compared with the enthalpy of melting of 9 kJ mol�1. Large
enthalpies of transition are a common feature of these fast-ion conducting
sulfates and imply that in this case partial melting of the structure occurs
on conversion from the b- to the a-Li2SO4 phase. Molecular dynamic
calculations have been performed in order to study both the room tem-
perature and high temperature phases and these have also shed light on
the curious behaviour of the sulfate groups in the fast-ion conducting
regime.[34] These show a broad distribution in oxide-oxide distances
between ions in neighbouring sulfate groups indicating a rotationally
disordered distribution of the anions. Most importantly, such a
distribution was not observed in the lithium-oxide distances. Instead
the lithium-oxide distribution functions showed a relatively sharp feature
centred on 1.9 Å; a distance that provides good agreement with a typical
Li-O distance observed in the ordered low temperature polymorph. This
ordering in the Li-O distance in the presence of disorder in the oxide
position indicates a strong correlation between the Liþ cation positions
and the local orientation of the [SO4]2� tetrahedra.

The observations summarised here show that the high temperature
polymorph shows fast Liþ conductivity and dynamic orientational dis-
order of the sulfate groups. The coexistence of these two highly unusual
properties in a crystalline salt leads to the attractive interpretation that
these phenomena are linked. Considerable effort has gone into the exam-
ination of a model for correlated motion in this structure and this has led
to the description of ionic mobility in the a-Li2SO4 structure proceeding
via what has become known as the paddle-wheel mechanism. This
mechanism describes the sulfate as acting as a rotor which provides a
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variable barrier to Liþ ion migration as illustrated in Figure 3.6. When the
rotors are in an unfavourable arrangement the window for ion migration is
small, leading to a large energy barrier for Liþ hopping and minimal
conductivity. However, the dynamic freedom of the sulfate groups permits
rotation of the groups such that the window for Liþ hopping can be
temporarily opened to give facile passage of the cation and fast-ion con-
ductivity. This argument has an attractive elegance and is compatible with a
wide range of experimental observations but an unambiguous proof of the
mechanism has proved elusive. As the proposed mechanism does not
involve the Liþ ion having any significant residence lifetime on any inter-
mediate sites any clear evidence of paddle-wheel motion must come from
directly observing an ion-hopping event. These events are exceedingly rare
and so are undetectable by any technique that produces time-averaged data.

Some of the strongest support for the paddle-wheel model has come
from simulations of ion mobility. These have shown that the b to a transi-
tion is initiated by disordering in the orientation of the sulfate anion and

(a)

(b)

Li+

cation
Li+

vacancy

Figure 3.6 A schematic representation of the paddle-wheel mechanism for fast Liþ

conduction in a-Li2SO4. The direct path between a Liþ cation, shown as a solid light
grey sphere, and a vacant site, shown as a transparent sphere, is indicated by the
broken cylinder. The oxide ions of the sulfate group are shown as large spheres with a
radius equal to ½ of the van der Vaals radius of this ion. Even at this greatly reduced
radius, the oxide ions clearly block the direct passage of Liþ between adjacent sites. In
(b) the Liþ cations and oxide ions are shown in a space filling representation and it can
be seen how progressive rotation of an individual tetrahedral sulfate anion can be
coupled with a relatively facile passage of Liþ cations between sites. The arrows
indicate the direction of rotation of the sulfate groups in this conceptual model
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that the Liþ motion is a secondary event. There is some experimental
support for such a statement from Raman spectroscopy measurements on
the high temperature phase. Unfortunately the rarity of Liþ hopping
events in the simulations of the high temperature phase meant that it
was not possible to unambiguously ascertain whether the movement of
Liþ cations is coupled with the rotation of the sulfate groups.[34]

Whilst a definitive answer on the efficacy of rotor motion in enhancing
Liþ hopping proves elusive, molecular dynamics calculations have shown
a path for ion migration through the structure. A variety of ions show
spectacular mobility in a number of systems that adopt fluorite-related
phases. This is due to the presence of unoccupied octahedral interstices in
the prototype structure that lend themselves to acting as intermediate
sites in a pathway for ion motion. The schematic diagram of the path for
Liþ motion in b-Li2SO4 shows that these vacant sites indeed play an
important role in Liþ hopping. Lithium cations migrate by hopping
from a tetrahedral site to an adjacent unoccupied octahedral interstice
where it resides for typically a picosecond before jumping to an adjacent
tetrahedrally coordinated site.[34] Diffraction experiments show that
there is no lithium on this site, but of course this time-averaged picture
cannot provide information on positions that are only occupied for a
transitory period of time. Precise examination of the calculated path for
lithium migration shows that the cations move near the octahedral inter-
stice and there is some correlation between the curved path derived from
these calculations and the route proposed on the basis of the neutron
diffraction study as shown in Figure 3.7.[32]

Of course this mechanism could operate independently of the motion
of the sulfate groups and it has been argued that it is not necessary to
invoke a cooperative paddle-wheel effect in order to rationalise the high
Liþmobility in this phase.[35] Alternative explanations have argued that a
consideration of the number of vacant sites can give a probability of
successful hopping events that agrees with the experimentally observed
Liþmobility.[36] Such a percolation model clearly has a part to play in the
description of the conductivity of this phase, even if only crudely. After
all, the probability of a successful Liþ hop will clearly be influenced by the
number of vacant sites and this must have an impact on the conductivity
of the phase. It can be argued that concrete experimental support for the
paddle-wheel mechanism is lacking.[37] Whilst it must be accepted that at
some level a complete picture of Liþ motion in this structure necessarily
lies beyond the scope of current experimental techniques the arguments in
favour of anion mobility providing some enhancement to Liþ mobility in
the structure are irresistible. Quasi inelastic neutron scattering experiments
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show that the Liþ hopping and sulfate rotational motion operate on similar
timescales suggesting a dynamic correlation[38] to complement the spatial
correlation derived from the painstaking crystallographic study.[32] A
quantitative computational simulation of the ion dynamics in b-Li2SO4

has suggested that rotation of the sulfate group gives an enhancement of
ca 50% to the diffusion coefficient of Liþ in the structure.[39]

Given the difficulty of proving the positive correlation between anion
rotation and Liþ migration a number of studies have examined the
counter-argument and looked at how ion mobility is diminished by
replacing the sulfate anion. Such an introduction of other tetrahedral anions
into the structure should disrupt the cooperative anion-rotation. To this end
a series of Li2SO4 compounds containing up to 4% [WO4]

2� were studied

Figure 3.7 The conduction pathway for Liþ conduction in a-Li2SO4 suggested by
experimental results. Rotating sulfate anions are drawn as large spheres. Two of the
lithium sites in the unit cell are shown as black spheres. Analysis of diffuse scattering
and calculations suggests that lithium migration between these two sites involves
movement along the path indicated by small transparent spheres and rotation of the
sulfate group[32]
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to see if the slower rotation of the heavier tungstate tetrahedron
impeded the passage of Liþ.[40] These samples showed a progressive
reduction in Liþ mobility with replacement of sulfate that provide
strong circumstantial evidence in favour of the paddle-wheel mechan-
ism. Further support comes from a study of Li2SO4 that identified two
new polymorphs of this compound that can be stabilised at elevated
pressure.[41] Analysis of the higher pressure E-Li2SO4 phase indicates
that the reduction in the size of the interstitial sites due to pressure leads
to the occupation of the octahedrally coordinated sites by Liþ. From a
mechanistic point of view a more interesting observation is that the
application of pressure introduces intersulfate group oxide-oxide inter-
actions that are absent in b-Li2SO4. These interactions substantially
reduce the degree of anion rotational motion and molecular dynamics
calculations show that this is accompanied by a significant reduction in
the Liþ mobility.

Many of the features of fast Liþ conduction observed in lithium sulfate
have been reproduced in mixed metal sulfates.[42, 43] In common with
Li2SO4 these phases undergo a phase transition on heating to yield a
highly disordered material that shows facile Liþ migration. The conduc-
tivity in the high temperature phases are of the same order as that seen in
b-Li2SO4 but in some cases it has been possible to reduce the transition
temperature and so access fast lithium conduction at a lower temperature
than in the lithium sulfate parent.

Lithium sodium sulfate has been studied more extensively than any other
mixed metal sulfate and shows ionic conductivity of 1 S cm�1 at 550 �C. At
room temperature LiNaSO4 adopts a trigonally distorted variant of a
body-centred cubic (b.c.c.) structure.[44, 45] As in lithium sulfate, the
lithium cations are located in tetrahedrally coordinated interstices in the
sulfate lattice. The larger sodium cation is too large to fit into this position
and instead is found to occupy the highly irregular coordination environ-
ments positions shown in Figure 3.8. This fully ordered structure shows
minimal conductivity[46] but on heating to 515 �C b-LiNaSO4 undergoes a
structural transformation to form a crystalline material that has proved
resistant to detailed structural characterisation. As in the case of a-Li2SO4

the powder diffraction profiles contain a scarcity of Bragg peaks; a struc-
tural study carried out at 575 �C using a combination of neutron and X-ray
diffraction only detected a total of nine Bragg peaks with significant
intensity and a background that contained considerable scattering indicative
of short range order.[42] This b to a transition involves an increase in unit
cell volume of 6% and this large expansion and the increase in symmetry
implies a spherical disordering of the sulfate groups. Hence the chemistry

140 LITHIUM ION CONDUCTION IN OXIDES



of LiNaSO4 strongly mirrors that of Li2SO4 despite the difference in
anion arrangement and a more complex cation distribution. A tentative
analysis of the neutron diffraction data collected from the high tempera-
ture phase concluded that the sodium cations occupy the regular octa-
hedrally coordinated sites in the structure with lithium found exclusively
in the tetrahedra. This assignment has found support from a reverse
Monte Carlo analysis of neutron diffraction profile that included the
diffuse scattering in the analysis.[47] Molecular dynamics simulations
suggest a much more complex distribution of sodium cations over a
range of environments. However, it should be noted that the substantial
disorder identified in the total profile analysis of the neutron diffraction
data led the authors to conclude that a temporally and spatially averaged
structure derived from this analysis may correspond to a structure which
exists only rarely within any local configuration of atomic coordinates.
Despite these difficulties a great deal of information has been derived on
the conductivity mechanism in a-LiNaSO4 using a range of novel
experiments.

By using isotopic enrichment, the contributions of Liþ and Naþmobi-
lity to the total conductivity have been decoupled.[43] Despite the differ-
ence in cation size and typical coordination environments lithium and
sodium show similar activation energies of ca 0.64 eV and make similar
contributions to the overall conductivity of the phase. This observation is
incompatible with the simple view of a positive cation migrating through
a static window and indeed it has been shown that the sulfate anions in
LiNaSO4 are dynamic in the b phase. There is an energy barrier to anion

Figure 3.8 The structure of b-LiNaSO4 is observed at low temperature and displays
minimal ionic conductivity. Larger and smaller grey spheres represent Liþ and Naþ

respectively. The coordination environments of Naþ in Liþ are shown in (b)[44]
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rotation, 0.86 eV, that means that there is a complex temperature depen-
dent contribution to the activation energy for cation hopping but it is
accepted that an Arrhenius temperature dependence of conductivity may
represent a bearable approximation in these phases.[43]

The presence of vacancies on both the tetrahedrally and octahedrally
coordinated interstices in a-LiNaSO4 provide a sharp contrast to the
filled tetrahedral sites of a-Li2SO4 and suggest that cation hopping
could occur quite readily in a-LiNaSO4 without invoking a paddle-
wheel mechanism involving anion mobility. However, it seems that in
the mixed cation phase the anion motion makes a larger contribution to
conductivity than in lithium sulfate. A study of the pressure dependence
of ion mobility in LiNaSO4 found that the activation volume for con-
ductivity is approximately zero.[48] This parameter is associated with the
change in lattice volume caused by the migration of an ion. This observa-
tion of negligible expansion implies that the passage of cations through
the structure does not involve any local translation of the other atoms in
the lattice and so strongly suggests that anion rotation is a key factor
governing ionic conductivity in a-LiNaSO4. A study of the phonon
spectra of LiNaSO4 has provided a local probe of the dynamic processes
occurring in the insulating regime, i.e. well below the structural transition
temperature.[49] These showed dramatic changes in the Liþ and Naþ

vibrational modes around 200 �C and the onset of sulfate rotational
disorder at temperatures as low as 350 �C, over 150 �C below the
structural transition and the onset of fast ion conductivity. The bands
due to Liþ vibration are largely unaffected by the onset of sulfate disorder
at 350 �C and the authors argued that this suggests that there is only a
weak correlation between anion rotation and Liþ mobility. However, it
must be remembered that these observations are being made in the
insulating b-LiNaSO4 phase. Consequently it may be that these phonon
modes are indicative of behaviour within isolated portions of the sample
and that only when these higher energy states become distributed
throughout the lattice does a structural transition occur and so switch-
on fast ion conduction. Of course, such an argument does admit that
percolation is a key component in cation conduction in a-LiNaSO4 and
seems to operate in conjunction with the paddle-wheel effect. Indeed,
examination of the density distributions of ions in LiNaSO4 derived from
neutron scattering shows that there is no clear distinction between the
two mechanisms and that the two operate in tandem to give fast ion
conduction.[47]

The effects of Agþ substitution in the lithium sulfate system have been
widely studied and the findings have illuminated the mechanisms for fast
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ion mobility in these structures. The phase diagram[50] for Li2SO4– Ag2SO4

identifies three different structure types at high temperature and the prop-
erties of the two lithium-richer phases have shown interesting ion mobility.
Agþ cations can be doped into the f.c.c. structure of Li2SO4 up a limiting
composition of ca 21 mol% Agþ. The presence of silver cations in the
structure depresses the structural transition temperature and the limiting
composition Li1.58Ag0.42SO4 transforms to a stable face-centred phase
around 510 �C. A structural study of this compound at 565 �C showed
the same features in the diffraction pattern as the pure lithium composi-
tion, although the presence of the electronically dense silver cation greatly
aided the identification of these cation positions from the X-ray diffraction
pattern.[51] Neutron diffraction data contained only eight significant Bragg
peaks and considerable diffuse scattering implying a large degree of dis-
order within the crystal structure.

The structural model of f.c.c. Li2SO4 can be used as a starting point for
the description of the silver-doped phases. The sulfate anions show the
same positional disorder, with a spherical shell of oxide anions around
the sulfur core, and the lithium cations are exclusively found on the
tetrahedral sites of the fluorite structure. Individual analyses of X-ray
and neutron diffraction data failed to give a complete picture of the
structure and led to over-simplifications in the description of cation
arrangement. In order to produce a satisfactory description of the
Agþ distribution it was necessary to simultaneously model both the
X-ray and neutron diffraction data. The best fit was obtained by allowing
30% of silver to occupy the octahedrally coordinated sites that are vacant
in Li2SO4, with the remaining cations sharing the tetrahedrally coordi-
nated sites with the lithium cations. Due to the presence of Agþ on the
octahedral sites this necessarily leads to the presence of vacancies on
the tetrahedrally-coordinated sites that are filled in lithium sulfate and
for the composition Li1.6Ag0.4SO4 this site is only 94% occupied.

The presence of vacancies on this position could be anticipated to
increase the cation mobility. Indeed a conventional picture of lithium
conduction via cation hopping between sites would rely on such a partial
occupation to permit conduction. Therefore it is particularly noteworthy
that the ionic conduction of Li1.6Ag0.4SO4 is, to a first approximation,
broadly similar to that reported for Li2SO4. Despite the introduction
of vacancies onto the tetrahedrally coordinated site that is favoured by
lithium cations, the activation energy for conduction in f.c.c. Li2�xAgxSO4

is invariant with composition. Even more surprisingly, the conductivity in
these phases increases with increasing silver content[52] and it is probable
that this arises from a greater mobility of Agþ through the structure
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compared with Liþ.[50] This clearly indicates that the conventional indi-
cators of cation mobility, such as ionic radius and mass, are not applic-
able in the face-centred sulfates and that the dynamic properties of the
anion sublattice play a key part in facilitating cation motion.

Of course, the silver content of the system can be increased beyond the
21 mol% solubility limit found for the f.c.c. structure. This leads to a
two-phase region where the f.c.c. structure coexists with a body-centred
phase. The latter cannot be formed for silver contents less than ca
35 mol%. As for the face-centred phase, increasing the silver content
depresses the structural transition temperature and so the body-centred
lattice can be stabilised at temperatures as low as 420 �C. This phase has
been widely studied at the composition LiAgSO4 and shows a conductiv-
ity of 1 S cm�1 at 530 �C.[52] Structural studies of this phase show the
diffuse scattering and limited number of Bragg peaks familiar from other
compounds in these systems, but an evaluation of the total diffraction
profile suggests that this compound is isostructural with LiNaSO4, i.e. the
tetrahedra are half filled by lithium cations whilst silver is found in the
octahedrally coordinated sites. There is some evidence that there is partial
disorder in this distribution with some indication of silver cations on the
tetrahedrally coordinated sites. However, the lithium, as in all other fast
ion conducting sulfates, is not found on the octahedrally coordinated
positions.[42]

Some general conclusions can be drawn on cation mobility in different
sulfate rotor phases and a study of diffusion of various mono- and di-
valent cations gives a useful insight into these.[43] The greatest monovalent
cation mobility is seen in Li2SO4, with Liþ and Naþ showing the highest
diffusivities. The mobility of these cations in either LiNaSO4 or LiAgSO4

is somewhat reduced at the same temperature. However, this reduction in
performance is greatly offset by the stability of the fast ion conducting
phases in the mixed-metal sulfates at lower temperature a-Li2SO4. An
additional point is that the mixed-metal phases show a more generalised
cation mobility. Whilst Li2SO4 shows minimal mobility of small divalent
cations, the expansion in the lattice and stabilisation of the body-centred
structures caused by the introduction of Naþ or Agþ reduces the discri-
mination shown by the host lattice and substantially increases the diffu-
sivity of Mg2þ and Ca2þ through the lattice. Interestingly, lithium sulfate
showed a strong size-dependence in the ionic mobility and this leads to
the mobility of Pb2þ being appreciably greater in Li2SO4 structure than in
the body-centred phases LiNaSO4 and LiAgSO4. It is possible that the
readily polarisable nature of the lead cation is a key component in easing
the passage of this species through the anion sublattice.
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3.4 LISICON AND RELATED PHASES

Following the discovery of fast ion conduction in the b-alumina struc-
ture a number of structural systems were studied in the search for other
fast ion conductors. One of the first new families to be discovered was a
series of compounds based on lithium silicate, lithium germanate, and
related compounds. Li4GeO4 has a relatively simple structure based on
the stacking of distorted close-packed layers of oxide anions. The ger-
manium and lithium cations occupy tetrahedrally coordinated intersti-
tial sites between the layers to form isolated GeO4 tetrahedra that are
linked together by vertices shared with LiO4 tetrahedra that are them-
selves linked via a mixture of corner- and edge-sharing.[53, 54] Edge-
sharing of metal oxide tetrahedra is often avoided in crystal structures
as the short separation between the metal cation and the anion asso-
ciated with the relatively low fourfold coordination number, combined
with the tetrahedral angle results in a relatively short separation
between the metal cations in adjacent edge-sharing tetrahedra.
However, in the lithium germanate structure the separation between
lithium cations, ca 2.45 Å, is significantly larger than the sum of the
radii. The orthorhombic crystal structure contains two inequivalent
lithium positions and the tetrahedra show significant differences; a
crystallographic study of Li4GeO4 shows that one LiO4 unit is smaller
and more regular with a variation of only 0.01 Å from the mean Li-O
distance of 1.93 Å whilst the other lithium position is coordinated to
four oxide anions at distances that range from 1.94 to 2.14 Å about a
mean value of 2.03 Å. The origin of these irregularities is unclear as the
structure is otherwise quite simple, with no evidence of positional or
occupational disorder. What is noteworthy about the structure is that it
contains a considerable amount of unoccupied space. Consideration of
the ionic radii of the component ions suggests that the crystallographic
volume is only 45% filled and as shown in Figure 3.9 there are channels
long the z-direction of the unit cell.

The oxide lattice and the SiO4 tetrahedra of Li4SiO4 are similar to those
observed in lithium germanate but the lithium distribution is considerably
more complex in the silicate.[54, 55] Lithium is disordered over a number of
four-, five- and six- coordinate positions in Li4SiO4 including a number of
face-sharing tetrahedral sites that are separated by distances as short as
0.92 Å.[55] Clearly such short distances are to be avoided due to the high
electrostatic repulsion between the two cations, and the occupancy of these
two positions is sufficiently low that local ordering of the lithium
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and vacancies is capable of avoiding simultaneous occupation of adjacent
sites. The lithium distribution and the structure of lithium silicate are
exceptionally complex.[56]

Despite the large structural differences between lithium silicate and
lithium germanate the conductivities of these phases are similar. Both
materials show minimal conductivity at room temperature, sRT � 10�9

S cm�1.[57] Lithium germanate shows a single activation energy of 0.21
eV between room temperature and 600 �C and this low value means that
the conductivity improves slowly as a function of temperature to reach a
value of only 10�3 S cm�1 at 600 �C. Despite the presence of occupational
disorder in the lithium silicate structure, the conductivity of this phase is
largely the same as that of the fully ordered germanium analogue indicat-
ing that the presence of vacancies on the lithium sublattice of Li4SiO4 has
minimal impact on the mechanism for charge transport. The lithium
conductivity of compounds in the solid solution Li4Si1�xGexO4 can be
up to an order of magnitude larger than the end members and shows a
similar activation energy.[57]

The interest in these materials was stimulated by the realisation of fast
lithium ion conductivity by doping lithium germanate or silicate with
aliovalent cations. By changing the charge of the cations in the structure it
is necessary to change the lithium content of the material in order to
maintain charge balance. If the charge of the nonlithium cations is
increased it is necessary to reduce the number of lithium cations in the
material and this leads to the introduction of vacancies on the lithium
sites. An alternative strategy is to reduce the charge of the nonlithium
cations and so introduce an excess of lithium into the structure by
occupying interstitial sites in order to provide a neutrally charged lattice.

Figure 3.9 The crystal structure of Li4GeO4 contains an ordered arrangement of
GeO4 units, shown as tetrahedra, linked together by Liþ cations.[53] The tetrahedral
coordination of Liþ is illustrated in (a). The [GeO4]4� sublattice contains channels
running along [001] as shown in (b). The structure can adapt to changes in lithium
content as illustrated in (c) for the low temperature structure of Li3PO4

[64]
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The introduction of vacancies into lithium germanate or silicate can be
illustrated by two substitutions. The replacements:

Si4þ þ Liþ ! P5þ þ&
Li and 2Liþ ! Zn2þ þ&

Li

both introduce vacancies (designated &) onto the lithium cation positions
of lithium silicate and this approach has been widely applied to optimise
the transport and stability properties of these phases.

Initial studies focused on the effect of introducing pentavalent cations
into the structure and the phase behaviour of systems such as
Li3þxX1�xSixO4 (X¼ P, As, V).[58–60] The behaviour of these materials
can be illustrated with a detailed examination of the properties of lithium
arsenate. Lithium arsenate has a fully ordered structure at low tempera-
tures. As for lithium germanate and lithium silicate, this is based on a
hexagonal stacking of buckled, close-packed layers of oxide anions. The
Liþ and As5þ cations fill tetrahedral interstices in a fully ordered arrange-
ment in the low temperature b phase.[61] On heating this sample above a
transition temperature of ca 745 �C this transforms to g-Li3AsO4.[61, 62]

This transformation is associated with disordering of the lithium posi-
tions and this disorder increases further at higher temperatures.[63] This
complex lithium distribution involves a range of four- and five-
coordinate sites in the structure. The high temperature of the b to g
transition precludes the use of the disordered g polymorph as a solid
electrolyte and the conductivity of the b polymorph is poor; even at 280
�C it reaches a value of only 10�8 S cm�1.[58] The structural chemistry of
Li3PO4 is similar, showing a fully ordered low-temperature phase[64] and
a high-temperature g phase. The structure of the latter shares the same
arrangement of buckled hexagonally close packed layers as the low
temperature phase, but the distribution of the lithium cations has not
been conclusively established and there are conflicting reports of order
and disorder across multiple interstitial sites in the structure.

The substitution of Si4þ for As5þ in the compounds Li3þxAs1�xSixO4

achieves two effects: (i) the variable quantity of lithium in the structure
favours a disordered cation arrangement and so lowers the temperature
at which the g structure is stabilised; and (ii) the increased quantity of
lithium cations leads to population and partial occupancy of additional
sites in the structure. Both of these are key ingredients in the generation
of fast lithium conducting phases based on these g tetrahedral struc-
tures. Stabilising the disordered high-temperature phase generates a
large number of equivalent sites throughout the structure and introdu-
cing the excess of lithium cations increases the number of mobile lithium
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cations that can act as charge carriers. The highest conductivity, ca
10�6 S cm�1, is achieved for approximately equal concentrations of
Si4þ and As5þ.[58]

It is a noteworthy observation that the activation energy for these
compounds is largely the same as the poorly conducting phase
g-Li3AsO4 indicating that it is the change in carrier concentration, rather
than a change in mechanism for carrier mobility, that is the key factor in
the fourfold increase in conductivity observed on increasing the lithium
content from Li3AsO4 to Li3.5Si0.5As0.5O4.[58] The introduction of other
pentavalent cations has similar effects on the Li4SiO4 and Li4GeO4

phases. The highest lithium ion conductivity is observed for compounds
that use vanadium doping to stabilise the g tetrahedral phase;
room temperature conductivities reach maxima of ca 10�5 S cm�1 for
Li3.3Si0.3V0.7O4 and 4 � 10�5 S cm�1 for Li3.6Ge0.6V0.4O4.[59, 65]

The conductivity in the g tetrahedral structure undergoes a most dra-
matic change on doping Li4GeO4 with the Zn2þ cation to give a series of
compounds Li4�2xZnxGeO4.[66] The conductivity of this series reaches a
maximum around x¼ 0.25 (this composition is often described as
Li14Zn(GeO4)4) and the name LISICON was coined to describe the
high lithium conductivity of this LIthium SuperIonic CONducting mate-
rial. A similar acronym has led to the naming of another family of
compounds NASICON and it should be noted that the similarity in the
names reflects only a single property. We shall encounter the NASICON
family of materials and see that there is no chemical or structural link
between LISICON and NASICON.

The Zn2þ cations enter the structure in two distorted, tetrahedrally
coordinated interstitial sites and the partial occupation of these positions
causes a displacement of the lithium from the sites occupied in the
fully ordered Li4GeO4 parent phase. The lithium is distributed
across three crystallographically distinct sites in the x¼ 0.5 compound
Li3.0Zn0.5GeO4; two are octahedrally coordinated and the third contains
an uncommon trigonal bipyramidal arrangement of oxide anions around
the lithium cation as shown in Figure 3.10. All three environments are
highly irregular and considerably more open than the tetrahedrally coor-
dinated positions found in Li4GeO4.

It should be remembered that the structure is derived from neutron
diffraction experiment and, as for all diffraction experiments, it repre-
sents a time-averaged summation through space of the contents of multi-
ple unit cells. In the case of a fully ordered structure, such as that of room
temperature phase of lithium phosphate, the averaging process is not
apparent in the resulting structural model. However, in the case of
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Li3.0Zn0.5GeO4, there are five interstitial sites that have a minority occu-
pancy of lithium or zinc cations and many of these positions lie suffi-
ciently close together that simultaneous occupancy of both is extremely
unlikely due to electrostatic repulsion at distances as short as the 0.97 Å
separation between the trigonal-bipyramidal lithium site and a neigh-
bouring tetrahedrally coordinated zinc position. Consequently the struc-
tural model must be interpreted and the different disordered cations
separated into discreet components that provide chemically plausible
regions of the crystal. These fragments can then be integrated to give an
average structure that matches the results of diffraction experiments. In
the case of Li3.0Zn0.5GeO4 such an analysis gives rise to a model of the
disorder that eliminates Liþ-Liþ separations of less than 1.98 Å.[67] Thus
a chemically sensible arrangement is achieved by invoking local cation
ordering of cations into distinct clusters that are disordered over the
length scales, typically hundreds of angstroms, sampled by diffraction
experiments.

The first of these arrangements has the same structure as the stoichio-
metric material Li2ZnGeO4, a fully ordered material that is isostructural

Figure 3.10 The simplified representation of the crystal structure of Li3Zn0.5GeO4.
Black and dark grey spheres represent Ge4þ and Zn2þ cations respectively. The
coordination environments around the three crystallographically distinct Liþ

cations are shown as grey polyhedra centred on the Liþ cations. The actual cation
distribution is more complex than indicated; there is substantial mixing of the Zn2þ

and Liþ cations across the sites[67]
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with Li3PO4. The replacement of a single Zn2þ cation with two Liþ

cations clearly requires the insertion of cations onto positions that are
unoccupied in the Li2ZnGeO4 parent. These are accommodated in octa-
hedral interstitial sites between the distorted close packed oxide layers.
The occupation of these sites leads to a local re-arrangement of the cation
occupancies of the adjacent tetrahedrally coordinated positions. There
are two octahedrally coordinated lithium environments in the crystal-
lographic description of the structure. The first of these shares faces with
two of the Zn/Li tetrahedral sites and occupation of this octahedron leads
to short interatomic distances between the cation positions in face-shar-
ing polyhedra. The position of only one of the tetrahedrally coordinated
cation sites is displaced away from the central octahedron. This suggests
that both of these positions are simultaneously occupied in portions of the
material and this arrangement is denoted a Type-I cluster. In order to
minimise electrostatic repulsion it is likely that the tetrahedral position is
exclusively occupied by Liþ in order to avoid the charge build up asso-
ciated with the presence of the Zn2þcation.

If two Type-I clusters exist in adjacent portions of the lattice then
further vacancy ordering can occur around another octahedrally
coordinated site that shares four faces with tetrahedral positions that
are fully occupied in Li2ZnGeO4. Two of these tetrahedra contain vacan-
cies and the cations are displaced in a manner that suggests that they are
not occupied simultaneously with the central octahedron. This arrange-
ment of a central occupied octahedron linked via shared faces with two
full and two empty tetrahedral interstices is a Type-II cluster.

This assessment of the cation ordering over multiple crystallographic
sites in a structure provides a useful picture of the structural changes in
response to increasing cation content in the LISICON related phases. The
presence of three cations per germanate, phosphate or arsenate unit can
be readily accommodated using a fully occupied set of interstitial sites
that, in an undistorted hexagonal close packed anion array, correspond
to half of the tetrahedrally coordinated interstitial sites in the structure.
As the cation content is increased lithium cations occupy octahedral
interstices that share faces with some of the tetrahedral sites, leading to
depopulation of some of the tetrahedra and a local portion of Type-I
defect embedded within the Li2ZnGeO4 matrix. As the cation content is
increased pairs of Type-I defects are more likely to coexist and coalesce to
form Type-II clusters. Increasing the cation content further will lead to
the elimination the Li2ZnGeO4 matrix and individual Type-I defects until
for the Li4GeO4 compounds only the Type-II structure exists.These
different arrangements of cations are illustrated in Figure 3.11.
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The presence of local ordering in this manner has large implications for
the ionic conductivity of the material. Quantitative discussions of ion
mobility become, at best, approximations based on estimates of the charge
carrying unit. Clearly if ionic conduction occurs by the formation and
migration of clusters then the mass of the mobile species cannot be equated
with the atomic mass of lithium cations. This situation is complicated
further by the possibility that multiple mechanisms are in operation invol-
ving either or both Type-I or Type-II clusters; mobility may arise from the
wholesale movement of an individual cluster or the formation or destruc-
tion of the Type-II cluster from the Type-I components.

An interesting investigation of mobility in the LISICON structure has
employed ion exchange to examine which lithium cations can be replaced
with protons. Treatment of a number of compositions found that no
protons could be introduced into the Li2ZnGeO4 parent, but that lithium
cations beyond this composition could be replaced with Hþ by treatment
in dilute acetic acid.[68] It is tempting to conclude that this indicates that
only the octahedrally coordinated lithium cations are mobile and that the
lithium cations occupying the tetrahedra are immobilised and so unable

(a)

(c)

(b)

Figure 3.11 The types of aggregated defects in Li3Zn0.5GeO4. Transparent cations
indicate sites that are partially occupied in the structure but are unoccupied in the
local cluster. A small degree of local ordering leads to the formation of (a) Type-I
clusters formed by face-sharing between a LiO5 trigonal prism, a LiO6 octahedron
and a ZnO4 tetrahedron. Pairing of these clusters leads to the formation of (b) the
larger Type-II cluster. Both clusters are embedded in a fully ordered matrix of
Li2ZnGeO4 that has the structure shown in (c)[67]
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to be replaced by Hþ and migrate out of the lattice. Such a conclusion is at
odds with the cooperative model of lithium migration that is implied by
the presence of local cation ordering in the cluster model. An alternative
conclusion from the observations of the proton/lithium exchange process
is that instead of proceeding under kinetic control, the removal of lithium
from the lattice is limited by the thermodynamic stability of protons in the
tetrahedrally coordinated sites. An NMR study of Li3.5Zn0.25GeO4

showed that this compound contains a mixture of mobile and relatively
immobile lithium cations in the highly conducting temperature regime.[69]

However a definitive assignment of the origin of this observation has not
been made and it is unclear how these observations can be integrated with
the clustering mechanism inferred from neutron diffraction experiments.
A more rigorous approach to this problem could use the availability of two
isotopes of lithium, 6Li and 7Li, to investigate the mobility of lithium cations
through the structure, although no such study has yet been attempted.

The conductivity in this system reaches a maximum[66] for the com-
pound Li3.5Zn0.25GeO4 with a value of 0.12 S cm�1 at 300 �C although on
cooling to room temperature phase segregation occurs[70] that appears to
be driven by the formation of lithium germanate and results in a reduction
of conductivity to ca 10�7 S cm�1. Slightly lithium-poor compositions
show increased stability but characterisation at room temperature reveals
aging effects that are manifested in a gradual reduction in conductivity.[70]

Consequently these zinc-based compounds have failed to find widespread
usage despite the excellent Liþ mobility in Li3.5Zn0.25GeO4.

In order to overcome these stability problems a wide-range of alternative
dopants have been studied in an effort to reproduce the transport properties
of LISICON whilst eliminating the problems of aging. The introduction of
trivalent cations into the basic lithium germanate structure can cause an
adjustment in the lithium concentration, but in this case it is possible to
introduce additional, interstitial, lithium cations or vacancies on the
lithium position. Which of these types of doping occurs depends on the
nature of the substitution that occurs. This can be most clearly illustrated
by looking at the introduction of aluminium cations. These can enter the
structure in place of Si4þ and so introduce an interstitial lithium cation:

Si4þ þ&
Li ! Al3þ þ Liþ

or aluminium can occupy a lithium cation position and introduce lithium
vacancies:

3Liþ ! Al3þ þ 2&Li
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Which one of these two situations arises depends on the nature of the
dopant. Many cations, including Cr3þ, Fe3þ, B3þ, Ni2þ and Co2þ,[71, 72]

tend to replace Si4þ to give interstitial Liþ whilst others, such as In3þ,[73]

replace Liþ and so are associated with the formation of vacancies. In
other cases the site preference of the dopant mechanism is unknown and
for some cations, most notably Al3þ and Ga3þ, either situation may
arise[74–76] and so compositions can be found in two difference series,
e.g. Li4þxSi1�xAlxO4

[74, 77] and Li4�3xAlxSiO4
[74] are both observed.

It should be noted that there is a scarcity of structural studies in many
of these systems and in some studies the low dopant levels meant
that differentiation between the two possible compositions, e.g.
Li4.20Fe0.067Si0.933O4 and Li3.78Fe0.072SiO4 is not straightforward and
mis-assignments are possible. Nevertheless, both interstitial and vacancy
mechanisms have been unambiguously identified in some systems.[73, 74]

It is an unexpected observation that similar conductivity can result for
systems that show different dopant mechanisms and this can be illustrated
by looking at the effect of doping on the properties of lithium germanate.

Studies of the effect of Ga3þ doping of lithium germanate have
identified a solid solution that exists across the composition range
Li4�3xGaxGeO4 0.08 £ x £ 0.35 although the upper limit for Ga3þ doping
can be extended considerably above 1100 �C.[76] The dependence of con-
ductivity on lithium content in this system differs considerably from that of
LISICON. The maximum conductivity for the Li4�3xGaxGeO4 system, is
reached close to the lithium-rich dopant limit ca Li3.7Ga0.1GeO4. The
conductivity of this compound at 300 �C is ca 0.02 S cm�1, i.e. an order
of magnitude less than LISICON as shown in Figure 3.12.

The behaviour of these compounds seems to be largely independent of
the trivalent cation used to dope the lithium germanate; Fe3þ and Al3þ

reach similar conductivities to the Li4�3xGaxGeO4 system and an activa-
tion energy of ca 0.5 eV is consistently observed for all compositions
across the solid solution ranges,[78] albeit with a small dependence on the
thermal history of the sample.[76]

A closely related family of lithium conducting compounds with the
antifluorite structure have been studied in some detail. Instead of the
distorted hexagonally close packed array of oxide anion observed in the
Li3PO4, Li4GeO4 and LISICON-related phases and cubic close packed
array is found for compounds of general composition Li5MO4, where M
is a trivalent cation. Cubic close packing avoids the face-sharing linkages
between interstitial tetrahedral sites that cause short cation-cation
distances and displacement-driven distortions in the lithium-rich com-
pounds discussed above. Consequently all of the tetrahedral sites can be
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occupied and such a situation is found in the fluorite structure; fluoride
occupies all of the tetrahedral interstices in a face-centred lattice of
calcium cations in CaF2. In the case of the Li5MO4 compounds the
cubic close packed array is composed of oxide anions. The 2:1 ratio
observed in fluorite is more obvious if the formula Li5M&2O4 is used to
indicate the presence of vacancies on 25% of the cation sites.

Li5GaO4 Li5AlO4 and Li5FeO4 are isostructural and at lower tempera-
tures display a fully ordered arrangement of cations across 75% of the
interstitial sites.[79, 80] On heating they undergo a transition to give a
disordered arrangement of lithium cations across partially occupied
sites.[81] Unfortunately the conductivity of Li5GeO4, and the aluminium-
and iron-containing analogues, is strongly dependent on the environ-
ment. Reaction with atmospheric moisture occurs readily to give lithium
hydroxide and LiGaO2.[82] However, with careful control of composi-
tion the properties of the high-temperature polymorph b-Li5GaO4 have
been established. This phase shows significantly higher conductivity than
the a polymorph and reaches a value of ca 2 � 10�5 S cm�1 at 300 �C.
Attempts have been made to increase this value further by doping with
divalent cations Zn2þ and Mg2þ. These have established that the intro-
duction of additional interstitial lithium cations, in series such as
Li5þxGa1�xZnxO4, can give a modest increase in conductivity, whilst
the introduction of additional lithium vacancies, in compounds from the
series Li5�xZn1�xGaxO4, reduces the conductivity.[83] Similar effects are
seen[84] in doping Li5AlO4 and Li5FeO4, but the problems of reactivity
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Figure 3.12 The intragrain and intergrain conductivities of Li3.1Zn0.45GeO4 are
shown by circles and triangles respectively.[189] The maximum conductivity in this
system is found for the composition Li3.5Zn0.25GeO4 and is shown as a square.[66] The
maximum conductivity in the Ga3þ doped series is indicated by an inverted triangle[76]
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and particularly of moisture sensitivity and associated phase segregation
mean that this family of compounds have not been developed further as
possible practical electrolytes.

3.5 LITHIUM CONDUCTION IN NASICON-RELATED
PHASES

Fast ion conductivity is a feature of a large number of mixed metal
phosphates related to the parent compound NaZr2(PO4)3.[85] This con-
tains a framework composed of PO4 tetrahedra and ZrO6 octahedra
linked in a manner that generates a large number of possible coordination
sites for sodium cations. This availability of multiple, partially occupied
sites allows facile cation hopping and the resulting sodium mobility led to
this, and related compounds, being known as NASICON; a potentially
confusing abbreviation designed to convey the presence of sodium ion
superionic conductivity. Confusion can arise because a number of
cations, including our species of interest; lithium, are also mobile in
NASICON materials. This confusion is only enhanced by the adoption
of a similar abbreviation (LISICON) to describe a series of fast lithium
ion conductors that are chemically unrelated to the NASICONs. This
unfortunate situation serves as an introduction to, and an explanation of
the elaborate naming of, what can best be described as lithium ion
conduction in NASICON materials. Although the mobile cation is vari-
able, and a number of structural modifications and structural transitions
occur in these materials, the negatively charged metal phosphate frame-
work is a relative constant in these materials and so we will begin our
description here; in the prototype phase sodium zirconium phosphate.

The framework is built from a corner-sharing arrangement of alternat-
ing ZrO6 and PO4 tetrahedra. As all oxide anions are bridging between a
pair of polyhedra there are no terminal oxide anions in the framework.
The structure has rhombohedral symmetry and two crystallographically
distinct oxide anions and this indicates that the single negative charge on
the [Zr2(PO4)3]� framework must be highly distributed over the frame-
work. It is likely that this is a factor in the ease of passage of cations
through the structure as the presence of lower symmetry or terminal
oxide anions would lead to localisation of charge and the formation of
a strong local potential that could trap cations and prevent significant
ionic conduction.
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The anionic zirconium phosphate framework is shown in Figure 3.13.
Despite the high connectivity of this metal oxide framework it can clearly
be seen that a large amount of nonframework volume exists in the unit
cell. Consideration of the standard radii of ions suggests that the unit cell
is 50% occupied by the [Zr2(PO4)3]� framework. The presence of a single
sodium cation per formula unit contributes another 2% to the filled
volume of the unit cell. It should be remembered that the most efficient
filling of three-dimensional space by hard, spherical atoms can give a
maximum of 74% filled volume. Nevertheless it is clear that there is
considerable extra-framework volume and that the introduction of
sodium cations into this space leaves considerable space in the lattice.
Examination of this space identifies a number of likely bonding environ-
ments for the extra-framework cations; there is one centrosymmetrically
elongated octahedrally coordinated site and three irregular eight-
coordinate sites per formula unit as shown in Figure 3.13. In the proto-
type NaZr2(PO4)3 compound the sodium cations fill the octahedrally
coordinated site.[85]

Much work has been undertaken in order to modify the sodium con-
tent of related phases. As the octahedral site is filled in NaZr2(PO4)3 it is
clear that any increase in the extra-framework cation concentration
requires population of additional sites. Considerable effort has been
made to understand the distribution of these extra sodium cations.

(a) (b)

(c) (d)

Figure 3.13 The anionic [Zr2(PO4)3]
� framework of NASICON viewed in projections

close to (a) the [110] and (b) the [001] directions. The different coordination sites for
the extra-framework Naþ cations are shown in (c) and (d)[85]
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There is considerable complexity in the local arrangements, but a simpli-
fied description would identify the additional sodium as occupying the
eight-coordinate sites. The lithium cation is smaller than sodium and so is
unable to achieve a satisfactory bonding arrangement in the eight-coor-
dinate position. Whilst the lithium-analogue of NASICON can contain
the same basic zirconium phosphate anion framework as NASICON, the
smaller lithium cation introduces an additional degree of complexity
to the system and the formation of four different polymorphs of
LiZr2(PO4)3.

Lithium zirconium phosphate is commonly prepared using solid state
reactions around 1000 �C. The compounds produced in this manner have
structures that show an unusual history dependence.[86] Preparation at
1200 �C gives a rhombohedral structure that is directly analogous to the
sodium parent phase described above. This phase, a-LiZr2(PO4)3, is
stable on cooling to 60 �C and undergoes a transition at this temperature
to a triclinically distorted a0 phase.[86] This transition is fully reversible
and it is not possible to form a kinetically stable sample of the high
temperature a phase by rapid quenching.

Surprisingly, preparation of the material at 900 �C does not yield the
a phase as would be expected from the observations made on cooling a
sample from 1200 �C. Instead a new orthorhombic polymorph is formed
with the Fe2(SO4)3 structure-type.[87] This b-LiZr2(PO4)3 structure con-
tains the same corner linkages between alternating FeO6 and SO4 poly-
hedra as found in NASICON. On cooling, this b polymorph undergoes a
structural transition at 300 �C driven by further distortion and leads to
the formation of a monoclinically disorted phase, b0-LiZr2(PO4)3.[88]

Again, this is a fully reversible transition and attempts to kinetically
trap the higher temperature phase by quenching have been unsuccessful.

The structural differences between these four polymorphs are subtle
but are strongly coupled with the ionic conductivity of this compound
and so merit detailed discussion. First we shall examine the polymorph
with the highest symmetry and hence the simplest description; the
a-LiZr2(PO4)3 polymorph that is formed at 1200 �C and stable at tem-
peratures above ca 30�60 �C. This structure of this phase has been the
subject of some dispute due to the difficulties of locating the lithium
cations in the structure. Some preliminary studies concluded that lithium
would be found[89] in the same environment that sodium occupied in the
NASICON structure of NaZr2(PO4)3.[90] However, this elongated octa-
hedral coordination would require the stabilisation of Liþ by coordina-
tion to six oxide anions at a distance, 2.53 Å,[85] that is too large for the
relatively small lithium cation.
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Neutron diffraction has been used to study the structure at a range of
temperatures above the structural transition and show a complex lithium
distribution.[91] Whilst the anionic [Zr2(PO4)3]� lattice is fully ordered
with a regularly alternating arrangement of octahedra and tetrahedra, the
majority of lithium is in a disordered arrangement in the elongated
octahedral site identified in NASICON. The displacement of Liþ from
the centre of this octahedron results in the cation being found on six
crystallographically equivalent sites that are displaced 1.4 Å from the
inversion centre at the middle of the octahedron as shown in Figure 3.14.
The distortion changes the lithium coordination environment and leads
to a pseudo-tetrahedral configuration of oxide anions around the cation
with a mean lithium oxide distance of 2.3 Å. This is an exceptionally long
lithium oxide bond and suggests that the cation is considerably under-
bonded. An in situ study of the structure in the temperature range
150 £ T (�C) £ 600 shows that this site is no more than 15% occupied
and so accounts for, at most, 90% of the lithium in stoichiometry
LiZr2(PO4)3.

As the temperature is increased the population of this site is decreased
further, and a study of the difference Fourier map showed that there is
significant concentration of lithium cations on another distorted four-
coordinate position within the structure. This second lithium position is
more strongly enclosed by the oxide anions and the mean lithium oxide

(a) (b) (c)

Figure 3.14 (a) The structure of the a-LiZr2(PO4)3. Octahedra and tetrahedra
represent ZrO6 and PO4 units respectively and lithium is shown as spheres. The
large majority of lithium cations are found in (b) a heavily distorted tetrahedral
coordination environment at room temperature.[91] As the temperature is increased
the population of this site is reduced as the population of the unusual square planar
coordinated position shown in (c) is increased
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distance, 1.93 Å, is more representative of the interatomic separations
typically seen for lithium in four coordination. This distorted environ-
ment has been described as tetrahedral, but the O-Li-O angle approaches
180� and so it can be better regarded as a distorted square planar arrange-
ment of anions around the lithium cations. As can be seen in Figure 3.14,
this site lies between two of the ZrO6 octahedra that are arranged along
the z direction of the unit cell and so the Li1 and Li2 sites fill in the
coordination environments between these octahedra. The orientation of
the ZrO6 units is such that the interstices between them alternate between
elongated octahedra, which are fully occupied in NaZr2(PO4)3, and
trigonal prisms. The latter are too large to be filled by lithium and so
the introduction of lithium into these interstices, as observed in a-
LiZr2(PO4)3, requires displacement from the central axis towards the
pseudo-square faces of the prism to give the unusual square planar
coordination for Liþ.

On cooling this compound below the transition temperature the struc-
ture undergoes a distortion to triclinic symmetry.[92] It seems that this
distortion is largely driven by changes in coordination of the lithium
cations as the departure from pseudo-rhombohedral symmetry is mini-
mal for the zirconium phosphate framework. The reduction in symmetry
arises from an ordering of the lithium cations over half of the available
distorted octahedral interstices. As observed in the high temperature
phase, the lithium cation is too small to adopt a six-coordinate arrange-
ment and so is displaced from the centre of the octahedra to give two,
crystallographically distinct lithium positions which are both tetrahed-
rally coordinated by oxide anions at distances ranging from 1.90 to 2.43
Å with mean distances of 2.1 and 2.2 Å that are intermediate between
those observed in the high temperature a polymorph.[93] These two
lithium positions are both partially occupied. However, the two sites
are only separated by 1.34 Å and such a short Liþ � � �Liþ distance cannot
exist locally in the solid. The fractional occupancies of these two lithium
positions can be summed to give a value of unity and this implies that
there are no vacant voids in the structure and that each void contains
lithium in only one of the two positions.

Similar structural features are found in the two polymorphs of
LiZr2(PO4)3 that are accessed if the sample is prepared by heating at
900 �C. Such a preparation leads to the formation of b-LiZr2(PO4)3 with
an orthorhombic structure containing a complex distribution of lithium.
As in the a- and a0-LiZr2(PO4)3 polymorphs the zirconium phosphate
framework is fully ordered. However, in b-LiZr2(PO4)3 the lithium
cations partially occupy two crystallographically distinct sites that are
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separated by only 1.56 Å as shown in Figure 3.15. Both of these sites have
a minority occupation and so this unacceptably short Liþ � � �Liþ separa-
tion can be avoided by local ordering of lithium such that only no two
adjacent sites are simultaneously occupied.[94] Both of these two sites,
Li(1) and Li(2), are found within a single large cavity within the structure
that is bounded by nine oxide anions within 3.1 Å of either of the two
lithium sites. This extra-framework space is clearly too large to provide a
bonding environment for a lithium cation located in the centre of the void
and so both Li(1) and Li(2) sites are displaced from the centre and achieve
distorted tetrahedrally coordinated environments. The bond lengths
show considerable variation of around 0.15 Å about mean values of
2.17 and 2.16 Å. Both the substantial departure from regular tetrahedral
geometry and the relatively large mean bond lengths suggest that the
lithium cation is relatively poorly constrained by this bonding environ-
ment and this is reflected empirically in bond valence sums for the two
lithium sites, of 0.63 and 0.69, that fall considerably short of the value of
unity anticipated for a monovalent cation.

The b to b0 structural transition that occurs at 300 �C contains the same
key features seen for the analogous a to a0 transition when the sample is
prepared at 1200 �C. The b0 phase has lower symmetry than its higher
temperature parent phase; the transition b to b0 involves a change in space
group symmetry from orthorhombic Pbna to monoclinic P21/n.[94] These
two groups are closely related and the difference between the two phases
is crucially dependent on the removal of a twofold symmetry axis from
Pbna to give P21/n. The absence of this symmetry operation in the lower

(a) (b)

Figure 3.15 (a) The structure of b-LiZr2(PO4)3 contains a network of ZrO6 and PO4

units shown as octahedra and tetrahedra respectively. (b) The lithium cations, shown as
light grey spheres, occupy four-coordinate sites within a large cavity in the structure[94]
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temperature crystal structure requires a doubling of the number of atoms
used to describe the structure, i.e. a doubling of the crystallographic
asymmetric unit occurs. However, whilst the number of symmetry-
inequivalent framework atoms is doubled it is clear that strong pseudo-
symmetry relationships exist between pairs of framework atoms. There
are small, but significant, displacements between these paired atoms but
it is clear that examination of the framework atoms alone may lead to an
overestimation of the symmetry of this phase and the erroneous conclu-
sion that the twofold axis of Pbna is retained. It is probable that twinning
would be a considerable problem for single crystal samples of b0.

As was observed for the a to a0 transition, the driver for the formation
of a lower symmetry structure is a redistribution of the lithium cations. In
the b0-LiZr2(PO4)3 phase the lithium cations are fully ordered onto a
single, filled position. This site is within the same large cavity that houses
the lithium cations in the high temperature b polymorph but the ordering
of lithium permits a more regular tetrahedral coordination with the
lithium oxide bond lengths varying by around 0.07 Å from the mean
value of 2.02 Å. This contraction in bond lengths is much larger than
could be anticipated to arise from thermal contraction and the bond
lengths are approaching those for a lithium cation in typical, tightly
bound, tetrahedral coordination environment.

There are thus similarities in the transitions observed between the high
temperature phases and the corresponding low temperature polymorphs.
What is still unclear is why the a and b phases cannot be interconverted. It
is noteworthy that the a0 polymorph is 3.6% less dense than the b0 phase
and this suggests that the latter may be the thermodynamically more
stable phase at room temperature. It may be possible to drive the a0 to
b0 conversion by the application of pressure but, to date, a successful
prosecution of this approach has not been reported. Studies of related
systems have found that pressure-stabilised phases cannot be quenched
but instead readily convert to the ambient pressure phase.[95] Given that
the differences between the four polymorphs of LiZr2(PO4)3 are substan-
tially manifested only in the lithium distribution and that the lithium
cations show considerable mobility; it is likely that any attempts to
kinetically trap the highly conducting phases by quenching from high
pressure face a very considerable challenge.

All four polymorphs conduct lithium ions but the level of mobility in
the different structures varies considerably. Some data from these poly-
morphs are collected in Figure 3.16.

The b0 polymorph is stable below 300 �C and shows a conductivity of
only 10�10 S cm�1 at room temperature.[86, 96] However, there is a large
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activation energy associated with this conductivity process and so the
conductivity increases rapidly as a function of temperature. Impedance
measurements have shown a significant conductivity in this material
over the temperature range 150 £ T / (�C) £ 300. This conductivity shows
Arrhenius behaviour with an activation energies reported in the range
0.79[88] to 0.91 eV[86] and a maximum conductivity of ca 7 � 10�4

S cm�1 at 300 �C. On increasing the temperature further the conductivity
passes through a discontinuity around 320 �C; the conductivity increases
by an order of magnitude and the activation energy for conduction above
this temperature is substantially reduced. Exact estimates of the activa-
tion energy in the higher temperature regime vary but it should be noted
that measurements from a single laboratory have suggested that the
change in activation energy on passing through the b0 to b phase transi-
tion may be as large as 0.91 to 0.28 eV.[86] The b0 to b transition has been
studied using calorimetry and these have identified a small endothermic
process associated with the transition.[88] However, the size of this pro-
cess, ca 2–3 kJ mol�1, is over an order of magnitude smaller than the
pseudo-melting transitions seen in the rotor phases related to Li2SO4 and
discussed in Section 3.3 and so is indicative of only modest changes to the
lattice energy.

10–6

10–7

10–5

10–4

10–3

10–2

10–1

1.5

LiZr2(PO4)3

2.0

1000 T –1 / K–1

C
on

du
ct

iv
ity

, σ
 / 

S
 c

m
–1

2.51.0

α β β′

Figure 3.16 Conductivity of different polymorphs of LiZr2(PO4)3 as a function of
temperature. Data shown as circles were collected from a sample of b0-LiZr2(PO4)3
that transformed to b-LiZr2(PO4)3 on heating through a transition temperature
around 320 �C.[88] The gradients used to determine the activation energy for
conduction in these two phases is illustrated by the solid lines. Data collected from
a-LiZr2(PO4)3 are shown as squares.[98] The dotted lines indicate where the data for
one polymorph have been extrapolated into the stability range of a different
polymorph
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The conductivity of phases prepared at 1200 �C show similar dramatic
temperature sensitivities around the a0 to a structural transition at 50 �C.
At room temperature the conductivity of a0-LiZr2(PO4)3 is ca 5 � 10�8

S cm�1.[97] On heating the sample there is a large discontinuous increase
in the conductivity at 50 to 60 �C and thereafter the conductivity follows
an Arrhenius relationship with an activation energy of 0.39 eV.[98] The
structural transition is endothermic and, as for the b0 to b transition, the
relatively small enthalpy of 4.1 kJ mol�1 suggests that the transition is
associated with only modest increase in disorder in the crystal struc-
ture.[97] Although the activation energy of the a and b phases are similar
the conductivities differ considerable. At 300 �C a-LiZr2(PO4)3 has a
conductivity of ca 10�2 S cm whilst that of b-LiZr2(PO4)3 is over an order
of magnitude smaller.[86]

By taking the observations of the conductivities of these phases in
conjunction with the structural findings of the neutron diffraction
experiments it is possible to draw some conclusions concerning the
lithium mobility in these lithium zirconium phosphates. Both of the
phases stable at room temperature (a0 and b0) have lower symmetry
structures that contain an ordered arrangement of lithium. In the case
of b0 the lithium fills a single site whereas in a0 there is a positional
displacement that leads to the presence of partial occupancy in the
crystallographic model but nevertheless each of the voids in the struc-
ture contains exactly one lithium cation. On heating these lower tem-
perature polymorphs above key temperatures of ca 30 to 60 �C for a0 to
a and 300 �C for b0 to b the lithium cations become disordered across
multiple positions and show a considerable extension in the lithium
oxide bonds. The presence of partial occupancy of lithium cations on
multiple positions implies that these sites have similar energies for
lithium occupation and so provide an energetically accessible pathway
for ion migration. Moreover the distortion and expansion of the lithium
coordination environment imply an increased ease of lithium hopping
from the temporally and spatially averaged sites identified by the dif-
fraction experiments. Both of these effects are manifested in the con-
ductivity data. The activation energy undergoes a substantial decrease,
from 0.91 to 0.28 eV for the b0 to b transition indicating that lithium
cations have a lower energy pathway for migration in the higher tem-
perature phase and both a0 to a and b0 to b transitions show a stepwise
increase in the conductivity that would be anticipated to arise from a
sudden increase in the number of energetically accessible vacant sites for
ion transport.
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The NASICON structure is capable of accommodating considerable
compositional variation and a large number of related compounds have
been studied in order to try an improve the lithium ion conducting
properties. There have been two distinct approaches to this. One
approach has been to try and reduce the temperature of the structural
transition and reduce the barrier to ion mobility and so access a com-
pound that shows fast lithium conductivity under ambient conditions. An
alternative strategy is to adjust the number of mobile cations and vacant
sites in order to increase the conductivity of the cations in the higher
temperature, disordered phase. Both approaches have had considerable
success in both illuminating the mechanism for ion motion in the struc-
ture and in changing the physical properties towards those of a useful fast
ion conductor.

3.6 DOPED ANALOGUES OF LiZr2(PO4)3

The replacement of zirconium with other tetravalent cations gives a series
of closely related phases with the NASICON structure that reproduce
many of the features of a- and a0-LiZr2(PO4)3. Crystallographic struc-
tures have been reported for compounds based on tetravalent hafnium,
titanium, germanium and tin and in every case a high temperature phase
has been reported with rhombohedral symmetry that suggests the forma-
tion of phases isostructural with a-LiZr2(PO4)3.

[99–102] Whilst this is
broadly correct there remain some differences in the crystallographic
models used to describe these structures. For example a characterisation
of a sample described as ‘LiHf2(PO4)3’ identified the presence of disor-
dered lithium cations in the elongated octahedral site occupied in the a
LiZr2(PO4)3 structure, but could not identify any additional lithium in
the structure and concluded that the negative charge of the anionic
framework was balanced by a small quantity of extra-framework haf-
nium. This lithium deficit was confirmed by elemental analysis and a
composition for this sample of Li0.87(3)Hf2.032(7)(PO4)3 was pro-
posed.[100] This structure also undergoes a structural transition to a
triclinic phase, although the transition takes place over the subambient
temperature range 221 £ T / (K) £ 256.

Another sample described as LiHf2(PO4)3 shows a structural transi-
tion at 0 �C, although the absence of compositional information on this
phase suggests that the variation in transition temperature may arise
from compositional variations between the two samples.[103]
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The reduction in symmetry is driven by an ordering of lithium cations
and, as for the zirconium analogue, the tetrahedrally coordinated
lithium site undergoes a considerable contraction with the mean
lithium oxide distance reduced from 2.27 Å in the rhombohedral
structure to around 2.0 Å in the triclinic phase. There is some evidence
from NMR studies[104] of LiHf2(PO4)3, and also LiSn2(PO4)3, that the
low temperature distorted phases contain lithium in the larger cavities
occupied in the b- and b0-LiZr2(PO4)3 phases although such a lithium
distribution is not supported by observations from neutron diffraction
studies.

The low temperature polymorph of LiHf2(PO4)3 shows negligible ion
mobility, but the rhombohedral phase shows a total conductivity of
ca 10�7 S cm�1 at room temperature. This value incorporates both
inter- and intra-grain conductivities and so represents an estimate of the
lower boundary for lithium conductivity in this phase. Other reports
suggest that the room temperature conductivity of this compound may
be as high as 5 � 10�6 S cm�1.[96] The conductivity shows an Arrhenius
dependence at temperatures up to at least 600 �C with an activation
energy consistently reported to be around 0.45 eV,[96, 100] that is similar
to the value of 0.39 eV reported for the rhombohedral analogue,
a-LiZr2(PO4)3.

The analogous compound LiTi2(PO4)3 adopts the rhombohedral
NASICON structure and, surprisingly, the lithium is fully localised on
the centre of the elongated octahedral position that is occupied by sodium
cations in the NaZr2(PO4)3 parent. This robust assignment is based on
analysis of high resolution neutron diffraction data and clearly shows
that in this compound the lithium is coordinated to six oxide anions at a
distance of 2.027 Å.[99] Despite the absence of positional and occupa-
tional disorder in LiTi2(PO4)3 the conductivity of this sample is compar-
able with that of the hafnium analogue; s� 10�7 S cm�1 at room
temperature[96] with an activation energy of ca 0.48 eV.[105]

In addition to replacing Zr4þ with elements in the same group it is
possible to stabilise the rhombohedral structure using the d10 cations
Ge4þ and Sn4þ. LiSn2(PO4)3 contains lithium in a filled six-coordinate
site[101] that makes it a direct analogue of LiTi2(PO4)3. However,
LiGe2(PO4)3 contains lithium in the octahedron, but displaced from the
central position onto a partially occupied site[102] in a similar manner to
that reported for a-LiZr2(PO4)3. Despite the strong structural similarities
between these two compounds the room temperature conductivity,
�5 � 10�9 S cm�1 of the germanium compound[105] is exceptionally
low for a NASICON related phase. Moreover the activation energy
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of 0.60 eV suggests that the mechanism for ion mobility is significantly
different from a-LiZr2(PO4)3 and many of the related compounds.

This substantial variation in the activation energy of LiM2(PO4)3 com-
pounds was noted and has been investigated in considerable detail by a
number of research groups. By preparing compounds containing a mix-
ture of tetravalent cations it is possible to adjust the structure continu-
ously between the end members and this adjustment of the nature M4þ

cation can be used to tune the activation energy. Replacement of the Ti4þ

cation with Ge4þ, Sn4þ, Hf4þ or Zr4þ showed that the activation energy
could be reduced to a minimum value of ca 0.30 eV and that this value
was associated with a cell volume of 1310 Å3.[106] This is considerably
smaller than a-LiZr2(PO4)3 (vol.¼1504 Å3)[91] and larger than
LiGe2(PO4)3 (vol.¼ 1214 Å3).[102] Initial discussions of the origin of
this enhancement were hamstrung by an absence of crystallographic
information on the nature of the fast ion conducting phases and particu-
larly the presence of both cation-ordered and cation-disordered phases at
room temperature in some compositional systems. Even when these
subtleties could be appreciated the identification of the origin of this
optimum conductivity remained a considerable challenge. Ion size is a
well quantified concept in structural chemistry and because of this it can
be tempting to regard the tetravalent cations in the anion framework as
hard spheres that merely contribute a steric consideration to the stabilisa-
tion of the crystal structure. However, a more nuanced analysis of these
different compositions would suggest that changing the nature of the
tetravalent cation can have an impact on the size of the cavity that
accommodates lithium and indeed whether lithium is found within one
or two of the possible cavities. Moreover the position and occupancy of
the lithium position along with the strength of the lithium oxide bonds
may be adjusted by the polarisability of the [M2(PO4)3]� framework.
Finally, changes in the size of the MO6 octahedra may have additional
subtle effects on the size of the window for Liþmigration than is formed
by oxide anions.

The crucial aperture, or bottleneck, for lithium migration out of the
elongated octahedron that is consistently favoured in these compounds is
defined by three oxide ions that compose the faces of this cavity. This
cavity is illustrated in Figure 3.14. It should be remembered that although
this is an irregular octahedron it retains a single axis of threefold sym-
metry and a centre of inversion. Consequently the upper and lower faces
of octahedron are identical equilateral triangles and the remaining
four faces are symmetry related. An elegant study of the literature struc-
tures for a number of phases has allowed an interpretation of the
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transport properties of a wide range of compounds from the systems
LiM2�xM0

x(PO4)3 (M, M0 ¼Ge, Ti, Sn, Hf) by examining the radius of
the void between the oxide anions that compose the four, irregular
triangular faces.[105] The results of this analysis are shown in Figure
3.17 and clearly show that for apertures that have a radius of less than
ca 2.1 Å the activation energy increases linearly with the contraction of
the aperture. For compounds, such as LiHf2(PO4)3, where the octahedral
faces are larger than this critical value the activation energy takes a
constant value of ca 0.33 eV. Presumably this energy reflects the barrier
for Liþ migration in another part of the ion pathway and for the larger
structures it is this other effect that limits ion mobility.

There are a number of doping strategies that have been employed to
modify the structure and increase the conductivity of lithium cations in
the NASICON structure. These have focused on increasing the concen-
tration of lithium in the compound and this approach has largely been
successful; the conductivity at room temperature has been increased by
orders of magnitude beyond that of the simple, stoichiometric quaternary
phases discussed in the previous section. The general approach to increas-
ing the room temperature conductivity can be illustrated by the system
Li1þxTi2�xAlx(PO4)3. These compositions use the substitution of triva-
lent aluminium cation for tetravalent titanium to increase the negative
charge on the anionic [M2(PO4)3] framework and rely on the incorpora-
tion of additional lithium cations into the extra-framework volume to
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Figure 3.17 The variation in activation energy for conductivity in various
LiM2(PO4)3 compounds as a function of window size. Filled symbols represent data
extracted from crystallographic studies and empty circles indicate that data were
derived from calculations[105]
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preserve overall charge neutrality. The aluminium and titanium occupy
the oxide octahedra in a disordered fashion with no change in the rhom-
bohedral symmetry of the structure.[107–109]

Similar approaches have been used in sodium-based NASICON phases
and have shown that the concentration of extra-framework cations can
be doubled in a fairly straightforward manner to give compositions such
as Na2TiAl(PO4)3.[110] However, in the analogous lithium-based system
the compositional range of this system is bounded by a limiting composi-
tion that contains considerably less of the alkali metal. A number of
reports exist[109, 111] of the properties of materials that contain a higher
level of aluminium and lithium doping up to ca Li1.7Ti1.3Al0.7(PO4)3, but
there is an absence of structural analysis of these phases and considerable
variation in the reported lattice parameters. For example the c-lattice
parameter of the rhombohedral phases of the series Li1þxTi2�xAlx(PO4)3

has been reported to either undergo a significant decrease[112, 113] or
increase[114] with increasing aluminium content. Moreover an alumi-
nium phosphate impurity has been identified for compositions x � 0.3
and it is probable that the solubility limit for aluminium in the
Li1þxTi2�xAlx(PO4)3 system lies close to this value.[111, 113] Samples
have been prepared using an excess of lithium carbonate or ammonium
hydrogen carbonate and it has been shown that glassy phases, that are
largely undetectable using a typical X-ray diffraction experiment, can
readily form in these systems.[112] These findings suggest that the
reported compositions may depart quite significantly from the actual
contents of the NASICON phases.

Given the potential utility of these phases it is curious that there is a
paucity of the detailed structural characterisation that is necessary to
explain the disparity between the different reports of maximum lithium
content and the variation in lattice parameters. In many cases the com-
position of the sample has been assumed to be homogeneous and to be
constrained to exactly match that of the starting reagents. These assump-
tions, combined with the potential for phase separation signified by the
presence of aluminium phosphate impurity, have made it difficult to
rationalise the lithium conductivity of compounds in this system.
Indeed there is surprisingly limited information available on the lithium
distribution in these compounds. We have seen that in the LiTi2(PO4)3

end member the lithium fully occupies a site in the centre of the elongated
octahedron. Remarkably no comparable structural studies have been
carried out on the lithium-stuffed phases. The most detailed analysis of
the lithium cations in this system is based on a 7Li NMR study of the
composition Li1.2Ti1.8Al0.2(PO4)3 that clearly falls inside the solubility
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range for aluminium in the structure. This identified lithium signals
arising from two different sites with a temperature dependent popula-
tion of these two environments. However, given that in LiM2(PO4)3

(M¼Zr, Ti, Hf, Sn) the lithium cation is found in square planar,
octahedral and a range of tetrahedral coordination environments in a
number of different regions of the structure it is unlikely that it is
possible to identify the lithium distribution from the NMR signals
alone. In order to obtain an insight into likely lithium arrangement in
the Li1þxTi2�xAlx(PO4)3 compounds the most illuminating information
comes from a neutron diffraction study of the compound
Li1.15Ti1.85In0.15(PO4)3.[107] This identified a complex lithium
distribution across three crystallographically distinct positions in the
rhombohedral unit cell. The majority of the lithium is on the octahed-
rally coordinated position observed in LiTi2(PO4)3, and this site is
96.9(6)% occupied. The remaining lithium cations are heavily disor-
dered over two crystallographically distinct positions within the large
cavities occupied in the b-LiZr2(PO4)3 phase.

Whilst there is uncertainty about the location of the lithium in the
structure, there is no doubt that some of these cations are highly mobile.
Studies of the room temperature conductivities of a range of composi-
tions in the Li1þxTi2�xAlx(PO4)3 system show a dramatic effect of alu-
minium doping and increasing lithium content. The conductivity rises
sharply and reaches a maximum value for the composition
Li1.3Ti1.7Al0.3(PO4)3. The measured value of conductivity can vary sub-
stantially with porosity and the addition of a 20% excess of lithium oxide
can increase the conductivity by up to two orders of magnitude.
A separate study of recrystallisation from glasses of composition
Li1.64Ti1.36Al0.64(PO4)3 showed that even above the recrystallisation
temperature of the glass the sintering treatment could give samples with
conductivities that vary over three orders of magnitude.[111] These large
effects are ascribed to alterations in the microstructure of the sample, and
particularly a near elimination of the porosity in the sintered pellet used
for the measurements.[112]

The total conductivity of a crystalline sample of the optimum composi-
tion, Li1.3Ti1.7Al0.3(PO4)3, of 7 � 10�4 S cm�1 at room temperature
shows a similar contribution from the intra-grain conductivity and the
lithium conductivity through the grain boundaries. Interestingly, some
authors have reported non-Arrhenius thermal dependence of the conduc-
tivity behaviour for this composition. Measurements between room tem-
perature and 400 �C show a smooth evolution in apparent activation
energy that reduces from ca 0.35 eV from 25 �C to 200 �C to ca 0.20 eV
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between 200 �C and 400 �C.[108, 112] A study over a smaller temperature
range found a variation of an order of magnitude in the conductivity
between samples prepared by grinding and heating reagents compared to
a sol gel route, but the activation energies for conduction in both samples
was similar at ca 0.40 eV.[114] Given the importance of sample density and
microstructure in this system it could be surmised that the apparent change
in activation energy is a result of evolution in the grain boundary structure
during the conductivity measurements. However, 7Li NMR has been used
to study the local lithium motion and the temperature dependence of
these signals provide a good match to the activation energies derived
from the conductivity measurements carried out on the bulk sample.

It is argued that this temperature dependence of the activation energy
arises from local correlation effects and is intimately involved with the
presence of cation vacancies in the elongated octahedron site. Whilst such
vacancies must remain speculative in the absence of an accurate structure
determination of this composition, the presence of such vacancies in the
closely related phase Li1.15Ti1.85In0.15(PO4)3 suggests that this is the most
likely origin for non-Arrhenius conductivity in the Li1þxTi2�xAlx(PO4)3

system.
A wide range of other trivalent elements can be substituted into the

NASICON structure. There is limited information available on the struc-
ture of these compounds, and in some cases it has not been established the
reported properties arise from a single phase sample. However, for low
doping levels the lattice parameters of the NASICON structure are
adjusted in a linear manner indicative of incorporation of the dopant
atoms into the lattice and so the properties of these samples can be
usefully examined.

The trivalent scandium ion can be substituted for titanium in the
octahedra. Samples have been prepared with bulk compositions up to
Li2TiSc(PO4)3. However, these authors recognised that the lattice para-
meters of the rhombohedral unit cell evolved in a linear manner for
compositions up to Li1.4Ti1.6Sc0.4(PO4)3 but complex diffraction profiles
that could not be indexed were obtained for the compositions that are
richer in scandium.[96] A separate report has identified a similar solubility
limit in the rhombohedral structure and states that a distortion to a
monoclinic structure occurs beyond this scandium content,[112] although
no unit cell dimensions have been reported for monoclinic structures of
this compound, or any other of the doped NASICON phases in these
compositional ranges.

We note here that an extensive body of literature exists on compounds
based on trivalent metals, e.g. Li3Sc2(PO4)3, but as the transport
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behaviour and lithium distribution of these compounds is quite different
to the Li M4þ

2 (PO4)3 phases these will be discussed in subsequent sections.
The room temperature conductivity of the Li1þxTi2�xScx(PO4)3 system
rises to a maximum value of ca 6 � 10�4 S cm�1 for the composi-
tion[96, 112, 115] Li1.3Ti1.7Sc0.3(PO4)3 and shows two distinct regions on
heating to 400 �C. The conductivity occurs via a thermally activated
mechanism with a clear, reversible increase in the activation energy on
heating the sample through a transition around 100 �C.[96] Above this
temperature the activation energy Ea� 0.38 eV is similar to that observed
in the aluminium doped phases.

A similar enhancement of the conductivity of LiTi2(PO4)3 has been
achieved by the substitution of the titanium cations with a wide range of
other trivalent cations including Fe3þ, In3þ and Ga3þ. In all cases the
conductivity reaches a maximum or ca 4 � 10�4 S cm�1 around the
15–20 mol% doping level, but fails to surpass the conductivities achieved
by aluminium or scandium doping.

By contrast the introduction of trivalent cations, such as indium, into
lithium hafnium phosphate gives only a modest increase in the conduc-
tivity of the sample. The room temperature conductivity of
Li1.2Hf1.8In0.2(PO4)3 is 10�5 S cm�1 and this material is only marginally
more conducting that the indium-free composition LiHf2(PO4)3. Both
materials shows a similar temperature-independent activation energy for
conduction of ca 0.44 eV.[96] This modest enhancement in room tem-
perature conductivity is a general observation for a number of other
systems and it should be noted that even attempts to optimise the trans-
port properties by using a mixture of Ge4þ and Ti4þ to adjust the
structure have failed to significantly increase the lithium conductivity.
A detailed study of Li1þxAlxGeyTi2�x�y(PO4)3 system produced a sample
of composition Li1.6Ge0.8Ti1.2(PO4)3 that demonstrated an intra-grain
conductivity of 7 � 10�4 S cm�1 and an activation energy of 0.35 eV
that both match that of the best compositions in the Li1þxTi2�xAlx(PO4)3
system, but fail to surpass them.[116]

Whilst it is clear that introducing trivalent cations into the octahedral
site can modify the transport properties of the material it must be stressed
that a change in lithium ion conductivity cannot be used as a proof of
incorporation of a dopant cation into the structure. A detailed compara-
tive study of the effect of Sc3þ and Y3þ on the properties of LiTi2(PO4)3
showed that both Li1þxScxTi2�x(PO4)3 and Li1þxYxTi2�x(PO4)3 showed
maxima in the room temperature conductivity for dopant levels
ca x¼ 0.3.[117] In the case of the optimum composition in the yttrium
system, Li1.3Y0.3Ti1.7(PO4)3, the conductivity was an order of magnitude
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greater than LiTi2(PO4)3. However, examination of the lattice para-
meters for both systems showed that whilst the introduction of Sc3þ

caused a linear expansion of the unit cell, the lattice parameters of the
NASICON phase were constant and showed no dependence on the
yttrium composition of the sample. Given the large increase in cation
size on replacing Ti4þ with Y3þ it is impossible for the NASICON
structure to incorporate this dopant without considerable expansion of
the lattice. Consequently it was argued that the composition of the
NASICON phase remains fixed at LiTi2(PO4)3 and that the presence of
dopant causes the formation of YPO4. This impurity modifies the micro-
structure of the sample and so causes small, but significant, changes in the
conductivity.[118] Similar effects result from introducing other impurity
phases into the sample as a consequence of doping with La3þ cations.[119]

An alternative strategy to increase the lithium disorder in the
NASICON structure has involved reducing the lithium content by
doping with pentavalent cations to give compositions such as
Li1�xZr2�xNbx(PO4)3. The introduction of the Nb5þ cation onto the
octahedral sites in the framework reduces the negative charge
[Zr2�xNbx(PO4)3](1�x)þ and the reduced quantity of extra-framework
lithium necessary to provide charge neutrality is unable to fill the octahe-
dral sites occupied in the undoped material. This approach stabilises the
conducting rhombohedral phase at lower temperatures, but the reduced
concentration of charge carriers gives a smaller conductivity than the
lithium-rich phases produced by doping with trivalent species.[120, 121]

It should be noted that whilst the sodium conducting NASICON
phases can be modified by partial replacement of the phosphorous
cations with aliovalent species[122–124] that readily form MO4 units,
such as Si4þ or Ge4þ, this approach has not been successful for the lithium
analogues that are of interest here. All reported crystal structures of
lithium NASICON compounds contain framework tetrahedra that are
fully and uniquely occupied by phosphorous.

As well as increasing the lithium content of these systems by introdu-
cing small quantities of trivalent cations in place of Zr4þ or Ti4þ it is
possible to produce compounds based on trivalent metals where the
anion framework carries three times the charge of the titanium or zirco-
nium-based materials. An example is provided by the Fe3þ-based frame-
work [Fe2(PO4)3]3� that can be stabilised by the incorporation of three
lithium cations into the extra-framework space to give a composition
Li3Fe2(PO4)3.[125] Similar compounds can be prepared for a variety of
trivalent transition metal cations and also the d0 cation Sc3þ. The scan-
dium-based material is of particular interest due to the resistance to
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reduction during any charge/discharge processes that occur during bat-
tery operation.

Li3Sc2(PO4)3 can be prepared by heating appropriate metal salts in air
at temperatures up to 1100 �C. This compound contains an ordered
arrangement of oxide tetrahedra and octahedra occupied by phosphor-
ous and scandium respectively. This compound adopts three different
polymorphs, the a polymorph is stable at temperatures up to 187 �C
when it converts to a the b phase. Both of these crystallise in the mono-
clinic space group P21/n with only small adjustments to the framework
structure occurring at the transition. On heating the compound further a
transition to an orthorhombic g phase occurs at 245 �C. All of these are
reversible transitions and single crystals suitable for crystallographic
characterisation can be cycled through the transitions without excessive
degradation.[126] This robustness is probably a result of the modest
structural adjustments that occur at both transitions and these are largely
limited to changes in the arrangement of the lithium cations, with only
relatively small adjustments in the positions of the framework atoms. The
room temperature structure contains a fully ordered arrangement of
lithium across three, fully occupied sites within the large cavity.
Interestingly there is no lithium in the elongated octahedral site favoured
for the LiM2(PO4)3 compounds. The transformation to the b polymorph
appears to be driven by the disordering of the lithium cations as they are
displaced from the fully occupied sites in the room temperature structure
and instead distributed over three crystallographically distinct partially
occupied sites tending to show highly irregular four and five coordina-
tion.[126] This disordering increases further on heating and drives the
change in symmetry at 245 �C.[127]

All three phases show appreciable lithium ion conductivity. Figure 3.18
illustrates the conductivity of Li3Sc2(PO4)3 as a function of temperature
and shows that the g polymorph can be classified as a fast ion conductor
with a conductivity of 10�2 S cm�1 in the high temperature regime that
favours this structure. The Arrhenius plot of the conductivity data shows
an obvious and large change in the activation energy associated with the b
to g transition, but also a more subtle change of gradient arising from the
a to b phase change. The activation energies for lithium conduction in the
a and b phases are relatively large and both of these phases show poor
lithium ion conductivity.

Measurements on the transport properties of a single crystal of the high
temperature g polymorph show that the fast Liþ conduction occurs
preferentially along the z direction of the unit cell and is strongly aniso-
tropic with a variation of over two orders of magnitude between
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orthogonal directions. The activation energy also shows significant ani-
sotropy and varies between 0.38 and 0.62 eV.[126]

The high ionic conductivity of g-Li3Sc2(PO4)3 can be achieved at room
temperature by doping this material with smaller tetravalent cations
Ti4þ and Zr4þ. At room temperature Li2.8(Sc0.9Ti0.1)2(PO4)3 and
Li2.8(Sc0.9Zr0.1)2(PO4)3 both crystallise with the orthorhombic structure
that is stable in the pure scandium phase above 245 �C. The Sc3þ and Ti4þ

or Zr4þ cations are fully disordered over the oxide octahedra of the frame-
work and the lithium cations are disordered over three crystallographic
positions in the cell with similar occupancies to g-Li3Sc2(PO4)3. The cell
volumes of the doped materials are significantly smaller than that of
g-Li3Sc2(PO4)3 and are similar to that of the poor conductor a-Li3Sc2(PO4)3
at room temperature.[127] This reduction in cell volume could be antici-
pated to favour an ordering of the lithium cations that could prevent the
presence of short lithium–lithium separations in the material. The presence
of disorder in the cation occupancy of the framework octahedra will lead
to local variation in the oxide anions that compose the host environments
for the lithium cations and so the mixture of trivalent and tetravalent
cations provides an additional driver that favours occupational and posi-
tional disorder in the lithium positions. In stabilising the g polymorph to
lower temperatures the conductivity of these doped NASICONs is greatly
increased compared with either the b- or a-Li3Sc2(PO4)3 phases observed
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Figure 3.18 The conductivity of Li3Sc2(PO4)3 (shown as solid triangles) as a function
of temperature. The data show three different activation energies for this compound
as it undergoes phase changes at 187 and 245 �C (indicated by arrows). Data collected
from the doped phases Li2.8(Sc0.9Ti0.1)2(PO4)3 and Li2.8(Sc0.9Zr0.1)2(PO4)3 are
shown as empty triangles and squares respectively[127]
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below 245 �C with a conductivity of 3 � 10�3 S cm�1 at 150 �C for
Li2.8(Sc0.9Zr0.1)2(PO4)3 as shown in Figure 3.18.

The compounds Li3Cr2(PO4)3 and Li3Fe2(PO4)3 both show the
same sequence of structural transitions[125, 126] as Li3Sc2(PO4)3. These
compounds form orthorhombic fast lithium ion conducting phases above
265 �C and 312 �C respectively and show conductivities ca 10�2 S cm�1

at these temperatures.[125] These compounds contain trivalent chromium
and iron and so are susceptible to reduction. Whilst this is associated with
an increase in the electronic conductivity that would render these materi-
als unsuitable for use as an electrolyte in lithium batteries it does offer
potential for use as an electrode material for lithium storage. The related
compound Li3V2(PO4)3 has been studied as a possible intercalation host
for lithium cations based on the V3þ/V4þ redox couple and transforma-
tion between Li3V2(PO4)3 and LiV2(PO4)3.[128, 129]

3.7 LITHIUM CONDUCTION IN THE PEROVSKITE
STRUCTURE

The fastest lithium ion conductivity in oxides is found in the perovskite
structure. This structure type is capable of accommodating a remarkable
array of elements and oxidation states and the majority of the periodic
table has been incorporated into this structure on one or more of a
number of different coordination sites.[130] The general stoichiometry,
ABO3 contains a relatively small cation, B, and a larger cation, A, that
approaches the size of the oxide anion. The structure can be described in a
number of different ways but the coordination of the A and B cations can
be most clearly visualised by considering the cubic unit cell of the proto-
typical structure as shown in Figure 3.19. It is noteworthy that the
structure can be considered to be built from the close-packing of layers
containing a mixture of oxide and the large A cations. These AO3 layers
are stacked in a cubic close-packed array and the B cations occupy the
octahedral interstices between the layers.

By considering the relative sizes of the ions in the structure and the
necessity of maintaining cation–anion contacts it can be seen that the
ideal cubic structure will form if the ionic radii are such that the tolerance
factor, t, is equal to unity:

t ¼ ðrA þ rOÞffiffiffi
2
p
ðrB þ rOÞ

LITHIUM CONDUCTION IN THE PEROVSKITE STRUCTURE 175



The reason that perovskites are so widespread is that the structure is
capable of accommodating deviations from ideal ion sizes. By undergoing
one of an array of distortions the structure is capable of adjusting the
coordination environment in order to provide the bond lengths necessary
to stabilise cations that are other than the optimal size. These distortions
can involve tilting of the BO6 octahedra around various axes of
rotation,[131–133] irregularities in the shape of the oxide octahedra and
displacements of the A and/or B cations. In addition to these it is possible
to introduce mixtures of cations onto either the A or B sites and so
introduce the possibility of chemical ordering between the cations.[134, 135]

The structure is named after the mineral perovskite, calcium titanate,
that contains Ti4þ in the octahedrally coordinated positions and Ca2þ in
the large, 12-coordinate site in the centre of the unit cell. Lithium con-
ductivity has been reported in closely related compounds that replace
Ca2þ with various combinations of Liþ, La3þ and cation vacancies
that maintain an overall divalent charge per formula unit.[136, 137] The

Figure 3.19 The structure of a prototypical perovskite ABO3. A and B cations are
shown as large grey and small black spheres respectively
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substitution of a mixture of lithium and lanthanum for cation is a surpris-
ing one; the La3þ and Ca2þ have cations have similar ionic radii in
12-coordination, of 1.34 and 1.36 Å respectively, but 12-coordinate
lithium is sufficiently unusual that there is not a standard definition of
the effective radius of Liþ in such an environment. The size difference
between Liþ and the other cations can be illustrated by considering radii
of the various cations in eight-coordination: 1.16, 1.12 and 0.92 Å for
La3þ, Ca2þ and Liþ respectively. The relative size of Liþ and the con-
siderations involved in the tolerance factor implies the lithium should not
be stable within the 12-coordinate site of the perovskite structure. Indeed
a number of perovskites can be prepared that contain lithium in the
smaller six-coordinate site instead.[138, 139]

The presence of lithium on the large interstitial site in lithium lantha-
num titanate perovskites gives rise to exceptional ionic mobility. The
lithium conductivity in this system can be as high as 10�3 S cm�1 at
room temperature, i.e. several orders of magnitude higher than many
other fast lithium ion conductors. However, it must be noted that this is
the value of conductivity within a crystallite and the presence of grain
boundaries reduces the total conductivity to 2 � 10�5 S cm�1 at room
temperature. The compositions of the conducting phases in these materi-
als have been the subject of some controversy due to the possible presence
of vacancies on both the cation and the anion sites as well as the risk of
lithium loss during the preparation of the sample. The highest conductiv-
ity is reached in compounds that contain La3þ on approximately half of
the A site positions and reaches a maximum value for compositions of
ca Li0.34La0.5TiO2.94.[137]

These compounds have negligible electronic conductivity and very high
intra-grain ionic conductivity up to at least 400 �C. This behaviour is
reproducible over multiple heating and cooling cycles and whilst the
conductivity increases smoothly with temperature it shows non-
Arrhenius behaviour over this temperature range. It is unclear what the
origin of this effect is, it has been argued that it may originate with a
structural transition around 100 �C,[137] or that the rate-limiting window
for Liþ migration may show a thermal dependence due to rocking of the
TiO6 octahedra[140] or that disorder in the position of the lithium cations
could cause an apparent temperature dependence in the activation energy
for conduction.[141]

The data can be fitted using an activation energy ca 0.40 eV for
temperatures between �50 �C and 110 �C and 0.26 eV at higher tem-
peratures up to ca 300 �C.[140, 141] Whilst this material shows high Liþ

conductivity and good chemical and thermal stability it has failed to find
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widespread application. In part this is due to the large grain boundary
resistance but a more serious shortcoming in these compounds is the ease
of reduction of Ti4þ to Ti3þ that causes an increase in the electrical
conductivity. The use of an electrolyte in a rechargeable lithium battery
requires chemical stability in the presence of either elemental lithium or
another highly reducing lithium source. Although the electronic conduc-
tivity of Li0.34La0.5TiO2.94 is negligible, this family of compounds can be
readily reduced by lithium and the associated reduction from tetravalent
to trivalent titanium:

Li0:35La0:55Ti4þO3:00 þ x Li! Li0:35þxLa0:55Ti3þx Ti4þ1�xO3:00

Lithium can be inserted into the material up to at least 0.08 Liþ per
formula unit. This level of intercalation is insufficient for the number of
lithium and lanthanum cations to exceed unity and so the A sites of the
perovskite structure still contain some vacancies at this stoichiometry.
Whilst this intercalation process is reversible, experiments using this
electrolyte in conjunction with a graphite electrode show that an irrever-
sible oxidation process occurs. The reduction of Ti4þ narrows the
band gap and leads to electronic conductivity of 0.01 S cm�1 at room
temperature.[142] This reactivity and electronic conduction would lead to
a rapid discharge via short circuit of a stored battery and so makes these
materials unsuitable for use as an lithium electrolyte in these applications.

The perovskite structure can be adjusted by the introduction of differ-
ent cations to either dope the system, by using aliovalent cations, or
simply by introducing cations of different sizes or polarisabilities in
order to adjust the structure. In the lithium lanthanum titanate system a
large number of cations can be introduced onto the A site in order to
replace lanthanum or lithium[143] and this survey has found that the
combination of lithium and lanthanum is exceptional. The similarities
in the chemistry of the lanthanides are commonly exploited in structural
chemistry by the substitution of one lanthanide cation with another of
slightly different size. In the case of lithium lanthanum titanates this
approach has a spectacular impact on the transport properties.

Compounds, such as Li0.34Nd0.55TiO3.01, that are analogous to the
fast ion conducting phases show intra-grain conductivities that are
between two and four orders of magnitude less than Li0.34La0.51TiO2.94

with room temperature conductivities as low as 10�7 S cm�1 for
Li0.38Sm0.52TiO2.97.[144] These conductivities are associated with lithium
mobility within the crystal structure and so are unaffected by microstruc-
ture, grain boundaries composition, sample history or variation in the
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details of the experimental arrangement. It follows that this large varia-
tion in performance must be linked with some substantive change in the
crystallographic structure of the perovskite when the lanthanum cation is
replaced with other lanthanides. Over a decade after the initial report of
fast ion conduction in the Li3xLa2/3�xTiO3 system, the crystal structure of
the fast ion conducting compounds remains a subject of active, and
sometimes contentious, research.

A key stumbling block in the development of a plausible model for
lithium conduction in these compounds arises from the pseudo close
packed nature of the perovskite structure. If the lithium and lanthanum
cations occupy the same 12-coordinate site in the centre of the
prototypical perovskite cell shown in Figure 3.19, then the structure is
considered to be composed of close packed layers of composition
Li1/2La1/2O3. This presents obvious impediments for lithium mobility
through the structure on two fronts; first there are no vacant lithium
sites for lithium cations to migrate through and secondly, the close
packed structure fills a large amount of the volume enclosed by the
material. Of course there are relatively small interstices between the
layers of close packed atoms, but to make matters even less favourable
for ion transport the octahedral interstitial sites are filled by the Ti4þ

cations. Occupation of the remaining voids between the layers would
lead to a tetrahedrally coordinated cation environment that is too small
to be readily occupied.

The determination of the lithium environment in these phases has been a
long-standing problem that has lagged behind the study of the transport
properties. However, the structures of the poorly conducting analogues
such as Li0.35Nd0.55TiO3 and Li0.38Pr0.54TiO3 were identified relatively
early in the study of these systems.[145] These compounds both adopt a
distorted variant of the perovskite structure that commonly arises due to a
size mismatch between the size of the central, 12-coordinate interstice and
the radii of the cations that occupy the site. The prototypical example of
this distortion, in GdFeO3, is commonly understood to arise from the small
size of Gd3þ leading to a tilting distortion of the TiO6 octahedra in order
to reduce the gadolinium to oxide distance and so maintain a bonding
interaction. The situation in Li0.35Nd0.55TiO3 and Li0.35Pr0.55TiO3 is
complicated by the presence of a mixture of cations in this central
interstice. In both cases the lanthanide cation is found in the centre of
the large interstice. However, the lithium cation is displaced by a con-
siderable distance of some 0.9 Å from the position occupied by the Ln3þ

cation as shown in Figure 3.20. This gives rise to a wide range of
Li–O bond lengths and large reduction in the coordination number;
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there are four oxide anions at a distances in the range 2.0 to 2.3 Å from
lithium and these are arranged in the largely regular manner shown in
Figure 3.20. There is no ordering between the Ln3þ and Liþ cations and the
close proximity of the lanthanide and lithium positions prevent simulta-
neous occupation of both sites within a simple, pseudo-cubic subcell of the
structure. Consequently each large interstitial site contain either a lantha-
nide or lithium cation or, in the case of 10% of the interstices, a large
vacant cavity capable of accommodating either Ln3þ or Liþ.

This structural model suggests that the limited lithium mobility that
does occur in these compounds proceeds via a percolation pathway for
lithium migration. This path is composed of portions of the material that
contain either lithium cations or vacancies in the large interstitial void.
The presence of a lanthanide cation in 55% of the subcells prevents the
occupation of the immediately adjacent tetrahedrally coordinated
lithium positions and so blocks the passage of Liþ. Thus the lithium
conductivity in these structures will be limited first by the ability of
lithium cations to exit the tetrahedrally coordinated site and secondly,
by the availability of an empty interstitial site in an adjacent subcell.
Given these limitations on ion movement through the structure, it
would be surprising if these materials were fast lithium conductors.

It is clear that the fast ion conducting materials Li3xLa2/3�xTiO3��
must contain some unique structural feature that permits the fast lithium
mobility that is absent in the praseodymium and neodymium analogues,
but the precise nature of this has been remarkably elusive. In part this
difficulty arises from the synthetic challenge of obtaining reproducible
samples. These compounds are typically prepared at temperatures of up

(a) (b)

Figure 3.20 (a) The structure of Li0.35Nd0.55TiO3. Titanium and oxygen atoms are
contained in the octahedral units. The Liþ (light grey) and Nd3þ (dark grey) cations
are disordered in the central interstice of the structure. The unusual lithium
tetrahedral coordination environment that results from the displacement of the
lithium from the centre of the interstice is shown in (b)[145]
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to 1350 �C.[146] It is now appreciated that considerable lithium loss may
occur during this process and charge balance can be maintained by the
introduction of relatively small amounts of oxide anion vacancies that are
difficult to detect reliably using the standard X-ray diffraction techniques
that are routinely used. Moreover, the crystal structure of the material
shows a strong dependence on the cooling conditions employed at the end
of the synthesis.[146] A failure to appreciate these points can lead to the
study of ion transport properties of a composition that is significantly
different from that reported. It is likely that a wide variation in cooling
rates has been employed in the preparation of samples for ion-transport
measurements and, in the absence of careful reports of exactly how the
samples were cooled, it is likely that this is responsible for some ambi-
guities in the early research literature on these compounds.

3.7.1 The Structures of Li3xLa2/3�xTiO3

In order to identify the lithium coordination site in these compounds a
number of studies have focused on the most lithium-rich compositions.
These studies identified a cubic perovskite structure that results from
quenching the sample from high temperature.[147] However a detailed
characterisation of the composition Li0.5La0.5TiO3 showed that X-ray
diffraction experiments were unable to detect a reduction from cubic to
rhombohedral symmetry that largely arises from the tilting of the oxide
octahedra and can be clearly detected by neutron diffraction.[148] The
TiO6 octahedra are largely regular and the lanthanide cations occupy
50% of the central interstices in the structure. However, the lithium
cations are displaced towards the faces of the primitive pseudo-cubic
cell to give a square planar environment for the lithium coordination as
shown in Figure 3.21. The Li—O bond lengths are irregular with two
short bonds, 1.81 Å, and two longer bonds, 2.07 Å, but this unusual
arrangement provides a reasonable match for the bonding requirements
of lithium as indicated by the valence of 1.18þ calculated for this set of
interatomic distances.

This structural model has features which can be seen to favour fast
lithium ion conductivity, especially when compared with the relatively
poorly conducting Nd3þ and Pr3þ analogues that contain tetrahedrally
coordinated lithium. The presence of Liþ in pseudo square-planar
coordination in Li0.5La0.5TiO3 provides a large aperture for ion migra-
tion; movement of the Liþ perpendicular to the plane defined by the four
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oxide ions does not involve compression of any of the Li—O bonds and so
will avoid the large energetic costs associated with repulsion between the
electron shells of both species. This should make it relatively easy for the
cations to hop out of an occupied position compared with the case of
Nd0.55Li0.35TiO3 where migration of the cation out of an LiO4 unit will
necessarily require the movement towards oxide anions.

A second feature of the structure of Li0.5La0.5TiO3 that will facilitate
fast ion conductivity is that the displacement of lithium towards the faces
of the unit cell generates a large number of equivalent sites in the structure
that are unoccupied. There are three times as many square-planar coor-
dination sites as there are central interstices and so for a composition
Li0.5La0.5TiO3 the lanthanum fills 1/2 of the central interstices but
lithium occupies only 1/6 of the faces of the subcell. This provides the
large number of vacant sites necessary to ensure a continuous pathway
for lithium hopping exists throughout the structure. Clearly, the presence
of lanthanum in half of the subcells will prevent lithium migration
through these portions of material, but a continuous three-dimensional
pathway is proposed that involves lithium migration through the remain-
ing unoccupied central interstices and the 5/6 of the square planar sites
that are unoccupied in a random manner throughout the structure.

As the lithium content of the system is reduced the structure changes
and the symmetry is reduced. There are a number of reports of samples
exhibiting tetragonal symmetry[147, 149] and also a detailed electron
microscopy study of similar compositions that show a definite orthor-
hombic distortion to the metric unit cell. Given the high resolution

(a) (b)

Figure 3.21 The structure of Li0.5La0.5TiO3 contains a disordered arrangement of
La3þ and Liþ cations represented as dark and light spheres respectively. The Liþ

cations are displaced towards all six faces of the pseudo cubic cell to give a square-
planar coordination environment[148]
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diffraction techniques employed it can be confidently asserted that these
assignments are robust and that the difference in the crystal structures
must arise from the different preparative conditions employed; quench-
ing from 1300 �C gave a tetragonal phase Li0.3La0.567TiO3,[149] whilst
quenching from either 800 or 1000 �C affords an orthorhombically
ordered phase Li0.35La0.55TiO3.[150] A systematic study of the phase
diagram has identified such a tendency for increased distortion at lower
synthetic temperatures.[147] A high resolution neutron diffraction study
of Li0.3La0.567TiO3 identified a similar displacement to that observed in
the Li0.5La0.5TiO3 composition, with Liþ close to the square windows
that link the large central interstitial sites in three dimensions. A sample
that had been quenched from 1300 �C shows a doubling of the unit cell
along a single axis that is lost on annealing the material at 650 �C. The
quenched sample and the structure observed at 650 �C both show a subtle
distortion of the oxide sublattice, but the lanthanum and lithium cations
remain disordered in the material, with no tendency for La3þ or Liþ to
avoid each other. Calculations on similar compositions show that the
tilting of the TiO6 units is dependent on the local mixing of the lithium
and lanthanum cations.[151] These results also confirmed the assignment
that the lithium cations that are more likely to migrate out of their sites
when the adjacent interstices do not contain lanthanum cations.

When the lithium content is reduced further the structure becomes still
more complex. A slow-cooled sample of Li0.16La0.62TiO3 has been exten-
sively studied and shows a distribution of lanthanum cations across two
sites to give a layered structure shown in Figure 3.22. This contains sheets
where the lanthanum site is almost filled which alternate with layers
containing 70% vacancies on the lanthanum position.[152] These
lanthanum-poor layers accommodate the lithium in square-planar coordi-
nation environments similar to the disordered lithium-rich compositions.

(a) (b)

Figure 3.22 The structure of Li0.16La0.62TiO3 contains a layered arrangement of La3þ

and Liþ cations represented as dark and light spheres respectively. The unusual square-
planar lithium coordination environment is shown in (b)[152]
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By applying maximum entropy methods to the diffraction data this
analysis obtained a fuller picture of the lithium distribution than could
be extracted from a conventional refinement of the structure.

The most striking observation to come out of this analysis is the
determination of the pathway for lithium migration between the sites.
This showed a tendency for lithium cations to migrate from a square-
planar site to an adjacent, empty square-planar coordination site by
following an arc that tracks around an oxide anion at an almost constant
radius. This is at odds with the conventional picture of lithium movement
in these perovskites that assumed that the large, central interstices that
are unoccupied by lanthanum would be a key site in any lithium pathway.
Instead it appears that lithium may shun this position simply because it is
too large. Another key component of this structural model is that the
lithium distribution is highly anisotropic, with a strongly two-
dimensional aspect to the lithium distribution in this orthorhombic crys-
tal structure. As well as introducing anisotropy into the properties of this
material, this separation of lanthanum, lithium and vacancies into two
distinct layers has a large impact on the distribution of carriers and carrier
vacancies in the structure. Instead of considering this compound to be a
perovskite of composition &0.22Li0.16La0.62TiO3 (where & represents a
vacant cation site) the layering can be indicated with a formulation such
as (La0.62&0.38)(Li0.160&.09)TiO3 that illustrates the quantity of lithium
sites that are unoccupied. This understanding of the complex cation
distribution is important when considering the percolation path and the
mobility of carriers through the structure. Whilst some features of these
experimental observations are supported by preliminary calcula-
tions,[153] there is a suggestion that the energy barrier for lithium migra-
tion through the lanthanum-rich layers may actually be smaller than the
activation energy for migration within the lanthanum-poor sheets.[154]

Despite the exceptional intra-grain conductivity in these compounds,
the conductivity that can be realised in a sample is severely limited by the
grain boundary resistance; at room temperature the total conductivity,
10�5 S cm�1 is two orders of magnitude less than that indicated by the
intra-grain lithium mobility.[137] The microstructure of these compounds
shows considerable complexity and a strong dependence on the thermal
history of the sample. The distortion of the oxide octahedra does not
propagate readily through the lattice and introduces considerable orien-
tational disorder leading to the formation of domains of variable sizes. In
addition to this there are also local variations in both composition and
lattice strain that are anticipated to have a large effect on the local
lithium conductivity.[150] Indeed, a Raman spectroscopy study has

184 LITHIUM ION CONDUCTION IN OXIDES



shown that lithium ions remain mobile in the related compounds
Li1�xNaxLa0.5TiO3 even when the lithium content is considerably
below the percolation limit. In such a case, there is no continuous con-
nected pathway for lithium ion conduction and the observed mobility
arises from localised lithium movement within finite clusters.[155] Similar
localised regions of cation ordering have been identified in the
Li3xNd1�xTiO3 system where a superlattice ordering of Nd3þ and Liþ

cations occurs over length scales approaching 100 Å.[156] This ordering
can be observed by bulk diffraction techniques, but the information
provided by even high resolution neutron diffraction experiments is
much too limited to control a traditional structural refinement. It is
clear that a full understanding of the structure and lithium ion conduc-
tivity in this family of compounds requires detailed examination of data
from a variety of sources and in some cases may lie beyond the current
limits of powder diffraction techniques.

The scope for application of these materials as solid state electrolytes
is severely limited by both the limited conductivity achieved in
polycrystalline samples and the ease of reduction of Ti4þ and the asso-
ciated increase in electronic conductivity. Attempts to overcome both of
these limitations have resulted in a huge number of compounds being
prepared that have either introduced new cations in order to modify the
microstructure or the inter-grain conductivity or sought to replace
titanium with more electropositive species such as Zr4þ, Hf4þ, Nb5þ

or Ta5þ that will better withstand reducing conditions such as those in a
rechargeable battery.

3.7.2 Doping Studies of Lithium Perovskites

Many attempts have been made to introduce larger cations in place of
La3þ with a view to expanding the lattice and so easing the passage of
lithium in the structure. Monovalent silver cations can be substituted
for lithium to give the series [AgyLi1�y]3xLaxTiO3. Whilst this does
lead to in a reduction in the activation energy for lithium conductivity,
assigned to an increase in size of the bottlenecks that limit ion transport,
the overall conductivity is diminished by the reduction in lithium content
and the increased disruption to the channels for ion mobility that results
from introducing immobile Agþ into the structure.[157] Doping with Naþ

or Kþ has a similar effect.[158] The introduction of Sr2þ also causes an
expansion in the unit cell in the series (La0.5Li0.5)1�xSrxTiO3 and a
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modest increase in the conductivity is observed for x¼ 0.05.[142]

However, for increased dopant levels the conductivity reduces substan-
tially such that the room temperature conductivity, 10�4 S cm�1, of
La0.375Li0.375Sr0.25TiO3 is an order of magnitude less than the stron-
tium-free end member. The arguments of lattice expansion would suggest
that introduction of the larger Ba2þ cation would give the greatest
increase in the lithium ion conductivity. Unfortunately the presence of
barium in the system leads to a rapid reduction in the lithium ion mobility
with barium content. This failure of barium to enhance the lithium ion
conductivity is poorly understood but as the pathway for lithium ion
mobility remains incompletely understood in the simplest Li0.5La0.5TiO3

systems, especially when the complicating microstructural effects are also
considered, it can be recognised that using larger cations to expand the
lattice and ease the passage of lithium relies on a simplified picture of
lithium mobility. It is likely that the contradictory successes and failures
of the use of strontium and barium doping are a reflection of a range of
complex secondary factors that will only be understood when these
compounds receive the same degree of scrutiny as the Li3xLaxTiO3

system.
Replacement of Ti4þ with a range of cations in an attempt to improve

inter-grain conductivity and stability has also led to mixed results. The
introduction of a small amount of Al3þ gives a slight increase in the
conductivity, such that the composition La0.56Li0.36Ti0.97Al0.03O3

shows a room temperature conductivity of 2.95 � 10�3 S cm�1.
Unfortunately this trend does not persist to higher doping levels and the
conductivity is reduced by increasing the aluminium content further.[159]

It appears that the maximum in the conductivity arises from achieving an
optimum number of vacancies on the A site of the perovskite structure. In
the case of the Li3xLaxTiO3 system as well as the strontium and alumi-
nium doped series the conductivity passes through a maximum when the
total stoichiometry of the nominally A-site cations is ca 0.92 per formula
unit. Unfortunately the inter-grain conductivity remains two orders of
magnitude lower than the intra-grain value and the microstructure con-
tinues to play a crucial role in limiting the transport properties of samples
in the La2/3LixTi1�xAlxO3 system.[160]

Alternative doping strategies have yielded a range of compounds con-
taining Zr4þ, Ta5þ and Nb5þ on the octahedrally coordinated position
occupied by Ti4þ in the parent material.[143] Several of these compounds
show a total lithium ion conductivity that is equal to that of the
Li3�xLaxTiO3 parent phases but are likely to show considerably greater
electrochemical stability. Of particular interest is the report of
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conductivity of 1.3 � 10�5 S cm�1 at room temperature for the composi-
tion LiSr1.65Zr1.3Ta1.7O9.[161] The precise structural details of this com-
pound are unknown but given the consistent observations of complicated
cationic displacements combined with partial ordering and microstruc-
tural texture in the parent compounds it is possible that optimisation of
the processing conditions could lead to an increase in this value. Although
this composition does not provide an improvement in the lithium mobi-
lity compared with the titanium-based compounds the Zr4þ and Ta5þ

cations contribute a greatly increased resistance to reduction compared
with Ti4þ. Lithium conductivity has also been identified in a related
layered tantalate phase Li2La2/3Ta2O7 although the intragrain conduc-
tivity of this phase is three orders of magnitude less than that observed in
the Li3�xLaxTiO3 phases and a variable activation energy suggests a quite
different mechanism for lithium mobility.[162]

Despite the problems of inter-grain resistance and reduction of Ti4þ

it is possible that these shortcomings can be overcome by novel
processing of the materials. Indeed it is possible to prepare samples of
Li0.3La0.566TiO3 by relatively low temperature processing to give uni-
form, highly crystalline particles of 100 nm in size.[163] If the microstruc-
ture of such particles differs significantly from the samples prepared using
conventional high temperature routes then the total conductivity of these
materials may be increased by orders of magnitude. Work continues to
reproduce the conductivity of the titatanates using other, more electro-
chemically stable cations, but it may be that application will be found
where the ease of reduction of Ti4þ is not an issue such as pH sensing in a
number of industrial applications, especially where stability at elevated
temperatures is important.[164]

3.8 LITHIUM-CONTAINING GARNETS

One of the most exciting recent developments in fast lithium conducting
oxides has been the identification of high lithium ion mobility in the
garnet structure.[165] The garnet structure is a well studied, and largely
well-understood, structural type that is capable of accommodating a wide
range of cations due to the presence of square antiprismatic, octahedral
and tetrahedral coordination environments in the structure. In the case of
the prototypical material Ca3Al2Si3O12 these sites are filled by Ca2þ,
Al3þ and Si4þ respectively as shown in Figure 3.23.[166]
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The first report of lithium cations being introduced into this structure
related to compounds Li3Ln3Te2O12 and Li3Ln3W2O12 which were iden-
tified as cubic garnet phases on the basis of the stoichiometries and lattice
parameter considerations.[167] The first structural characterisations of
lithium garnets relied on X-ray diffraction techniques and this led to a
debate concerning both the stoichiometry and the lithium coordination
environment of a number of cation-rich garnet phases with unusual stoi-
chiometries such as Li5La3M2O12 (M¼Nb, Ta, Sb).[168–170] As the proto-
type garnet structure fills all of the cation sites using a total of eight cations
per formula unit it follows that in these lithium-rich garnets some addi-
tional sites must be occupied in order to accommodate ten cations per
formula unit. Identification of these sites remained a considerable

Figure 3.23 The complex structure of the garnet phase Ca3Al2Si3O12 contains AlO6

and SiO4 units shown as octahedra and tetrahedra respectively. The relatively large
Ca2þ cations are shown as large black spheres[166]
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challenge and was given additional importance with the report in 2003
of fast lithium conduction in Li5La3Ta2O12 and Li5La3Nb2O12.[165]

These compounds show similar transport properties with room tem-
perature conductivity of the order 10�6 S cm�1 and activation energies
of 0.43 eV and 0.56 eV for Li5La3Nb2O12 and Li5La3Ta2O12

respectively.
Whilst these values of conductivity fall some way short of the lithium

mobility observed in other systems, most notably the lithium lanthanum
titanate perovskites, there are a number of features of the garnets and
particularly the tantalum-based materials, that make them potentially
useful materials. Foremost amongst these is the observation that in
Li5La3Ta2O12 the intra- and inter-grain conductivities are of the same
order of magnitude. This means that although the intra-grain conductivity
is considerably smaller than the observed in the best solid state lithium
electrolytes, the total conductivity through a sample of the material com-
pares well with many other materials as shown in Figure 3.24. It is of only
marginally less importance that Li5La3Ta2O12 is particularly stable and
shows fast lithium conductivity at temperatures up to at least 600 �C. The
Ta5þ cation is also highly resistant to reduction[165] and so tantalum-based
garnets can be used as an electrolyte in the presence of a metallic lithium or
other common electrode materials with no reaction occurring at the elec-
trolyte/electrode interface.[171] Hence, these tantalum-based garnets show
none of the problems of reduction and associated increasing electronic
conductivity, observed in the titanium-based perovskites.
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Figure 3.24 The total conductivity of Li5La3Ta2O12 as a function of temperature.[165]

Data from other important lithium conductors are shown for comparison
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Whilst the fast lithium mobility in these compounds was determined it
was unclear what the mechanism for lithium conduction would be.
Examination of the [La3Ta2O12]5� framework shows that there is a
considerable amount of extra-framework space and that three distinct
interstices that could function as lithium coordination sites are available.
As shown in Figure 3.25 the structure contains six distorted oxide
octahedra and two square prisms in addition to the three tetrahedral
interstices that are fully occupied in the conventional garnet stoichiome-
try. Some initial reports indicated that lithium was found exclusively on
the distorted octahedral site,[172] but a series of neutron diffraction
experiments identified a complex arrangement of lithium across both
the oxide tetrahedra and octahedra.[173]

For both Li5La3Nb2O12 and Li5La3Ta2O12 the tetrahedral site is ca
80% occupied whilst each distorted octahedron contains lithium on three
different positions; near the centre and displaced along the axis defined
by the two triangular faces that are shared with adjacent tetrahedral sites.
The displacement from the centre of the octahedron reduces four and
increases two of the Li-O distances and gives what can be considered as a
distorted tetrahedral coordination environment that is a consistent obser-
vation in these lithium-stuffed compositions.[173–177] By studying these
structures over the temperature range 2 K to 873 K it was established that
the lithium distribution is largely temperature independent indicating
that the time and spatially averaged structural picture represents static
disorder of lithium ions, rather than a dynamic motion of cations inside
the octahedron.

Figure 3.25 The possible coordination environments for Liþ in Li5La3Ta2O12. In
addition to (a) the three tetrahedral sites occupied in conventional garnets there are
(b) two trigonal prismatic and (c) six large octahedral sites per formula unit that are
capable of accommodating Liþ[165, 173]
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The presence of shared polyhedral faces between the oxide tetrahedra
and octahedra necessarily leads to the presence of short Li � � �Li distances
in the structure. It was initially assumed that by locally ordering the lithium
cations these short inter-lithium separations could be minimised and so the
repulsion between cations would be avoided. This would lead to local
regions of the material which contained lithium exclusively in the oxide
octahedra and other regions in which only the tetrahedra are occupied and
so suggested a cluster model for the lithium distribution reminiscent of the
complex cation arrangements observed in LISICON.[67] However, subse-
quent studies of compounds containing a higher concentration of lithium
cations have identified the presence of a distance of only 2.4 Å between two
positions which have a majority occupation.[175] The high occupancy of
these sites means that for a majority of lithium cations in the phase
Li6.6Ba1.6La1.4Ta2O12 there is a neighbouring lithium cation in the adja-
cent polyhedron at a distance of 2.4 Å as shown in Figure 3.26.

The garnet structure has shown itself to be remarkably flexible in
accommodating not only a compositionally diverse range of elements
and oxidation states, but also the ability to incorporate considerable

(a) (b) (c) (d)

Figure 3.26 The lithium positions observed crystallographically in the lithium-
stuffed garnet Li6.6Ba1.6La1.4Ta2O12. Liþ is found in the centre of two tetrahedra,
shown in grey, that are linked via sharing the opposing faces of an octahedron. The
octahedron contains lithium on three positions; close to the centre and displaced
away from one shared face and towards the other showing the short separation
between lithium cations in adjacent octahedral and tetrahedral sites. For this
composition the majority of both the octahedra and the tetrahedra are occupied
indicating that simultaneous occupation of the face-sharing octahedra and
tetrahedra must exist locally.[175] Chemically reasonable distributions of Liþ are
shown with (b) the octahedron occupied with Liþ at the central position, (c) the
octahedron occupied with Liþ displaced away from the occupied tetrahedron and
towards a vacant tetrahedron and (d) both tetrahedra occupied and the octahedron
vacant. These arrangements avoid extremely short Li � � �Li distances, but the Li � � �Li
distance in (c) is only 2.4 Å and must exist locally for most of the lithium in the
material
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excess lithium beyond that anticipated for a conventional garnet
stoichiometry. By doping with alkaline earth cations in place of the
lanthanum cation the lithium content can be readily increased, as in the
series Li5þxBaxLa3�xTa2O12,[171, 175, 178, 179] but more startling still is the
replacement of Ta5þ with Zr4þ to yield a composition, Li7La3Zr2O12,
that contains a remarkable 133% more lithium than could be accommo-
dated in the tetrahedra of a conventional garnet structure.[180] This
compound displays a room temperature total conductivity, of 3 � 10�4

S cm�1, that is higher than any other crystalline lithium ion conductor
and Zr4þ provides excellent stability under reducing conditions.

This wide-range of cation content in the garnet structure may seem
surprising, especially so when it is noted that the vast majority of garnets
crystallise with the same space group, Ia3d. Refinements of the lithium
garnet structures against neutron diffraction data have shown that this
high symmetry is retained for the lithium-rich compositions discussed
above. The cubic structure can be considered to be composed of a con-
tinuous, three-dimensional body centred lattice of LnO8 units linked by
shared edges. However, this substructure does not impose strict demands
on the size of the unit cell and so the lattice can demonstrate considerable
expansion without disrupting the connectivity of the LnO8 sublattice or
introducing distortions that violate the space group symmetry.
Examination of a series of compounds that follow the conventional
garnet stoichiometry, Li3Ln3Te2O12, shows that although the LnO8

units show a reduction in volume expected from the lanthanide contrac-
tion, the tetrahedral interstices that accommodate lithium remain more
regular in size due to alterations in the structure that are compatible with
the Ia3d space group symmetry.[181] Structural adjustments of this kind
are responsible for a large variation in the density of different garnet
phases; Si3Co3Al2O12

[166] and Li5La3Ta2O12
[173] both crystallise in the

space group Ia3d but consideration of the ionic radii[182] shows a con-
siderable variation in the packing efficiency; the unit cells of these
compounds are 71% and 58% filled respectively. This surprising obser-
vation indicates that the lithium-stuffed garnet has a larger amount of
free volume than found in a conventional garnet.

Variable temperature neutron diffraction experiments have shown that
the [La3Ta2O12]5� sublattice is fully ordered and appears typical for a
robust, dense, framework material, thus indicating that a hopping model
for lithium ion mobility is operative in these compounds, rather than a
more cooperative model, as observed in some systems such as Li2SO4.
However, the presence of a complex distribution of lithium cations in
these fast ion conducting phases has made it difficult to identify which
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lithium sites contribute to the lithium conduction pathway. A study of
compounds with the conventional garnet stoichiometry, such as
Li3Nd3Te2O12 found that in these compounds the lithium filled the
tetrahedral interstices and there was no lithium in the oxide octahe-
dra,[181] despite the coordination environment appearing as suitable for
lithium as in the lithium-rich phases where this site is occupied.[173]

In Li3Nd3Te2O12 the lithium on the filled tetrahedral site showed
minimal mobility, with a conductivity several orders of magnitude
less than Li5La3Ta2O12 and an activation energy ca 1.3 eV. Whilst this
suggests that the tetrahedrally coordinated lithium plays no role the fast
lithium conducting phases, it should be remembered that in
Li5La3Ta2O12 the lithium sites contain ca 20% vacancies and so the
behaviour of the tetrahedrally coordinated lithium in Li3Nd3Te2O12

and Li5La3Ta2O12 may be dramatically different. A 7Li NMR study
of Li5La3Nb2O12 observed two distinct lithium signals.[183] However,
the intensity of these resonances showed considerable variation and
did not correlate with the ratio of lithium on the octahedral and
tetrahedral sites derived consistently from a number of neutron dif-
fraction studies on a range of compounds.[173–175, 184] Moreover, the
signals showed a large variation with temperature that does not reflect
the minimal temperature dependence of the lithium distribution
observed crystallographically.[173, 177]

A study of the solid solution that bridges the gap between the insulating
Li3Nd3Te2O12 and the fast ion conducing phase Li5La3Ta2O12 has iden-
tified the pathway for lithium conductivity.[185] On introducing as little
as 2% lithium into the oxide octahedra, the conductivity increases by two
orders of magnitude compared with Li3Nd3Te2O12 as shown in Figure
3.27. This is accompanied by a step change in the activation energy from
ca 1.3 eV to a value, ca 0.6 eV, that is similar to that reported in the fast
ion conducting phases. NMR shows that there is no exchange between
the lithium cations occupying the oxide octahedra and tetrahedra and, as
the tetrahedral lithium has been shown to be relatively immobile in the
Li3Nd3Te2O12 end member of the series, it necessarily follows that the
lithium conductivity in these compounds occurs by cation migration
exclusively through the octahedral interstices. These are linked by edge
sharing to produce the three-dimensional conduction pathway shown in
Figure 3.28.

The identification of the pathway for lithium migration through the
garnet structure provides the necessary information for optimising the
conductivity of these phases. However, a number of additional features
have been observed in some garnets that are incompletely understood and
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may have a considerable impact on the performance of these materials.
Whilst it has been demonstrated that the Ta5þ-based materials show
excellent thermal stability and resistance to reduction it is noteworthy
that the lattice parameters reported for the initial phase, Li5La3Ta2O12,
show a significant variation. In some cases the samples have not been
subjected to structural refinement and so it is possible that this arises from
lithium nonstoichiometry or some other unsuspected departure from the
published composition. But a high resolution neutron diffraction study of
some Sb5þ-based analogues shows these samples contained a mixture of

Figure 3.27 The conductivity at 400 �C and activation energy as a function of
lithium content in the series Li3þxNd3Te2�xSbxO12.[185] The solid symbols indicate
data from the composition Li3Nd3Te2O12 that contains only tetrahedrally
coordinated Liþ cations. The dashed line indicates the average value for the
activation energy for all compositions that contain > 3 Liþ per formula unit
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garnet phases with significantly different lattice parameters but with no
detectable difference in the composition or lithium distribution between
the two phases.[186] It should be noted that this does not appear to be
an intrinsic feature of all garnets and indeed the initial structural
determination of Li5La3Sb2O12 clearly identified a single phase of this
composition.[184]

In addition to showing this unusual structural effect, the compounds
Li5Ln3Sb2O12 (Ln¼La, Pr, Nd, Sm, Eu) also showed a temperature
dependence in the activation energy with a gradual change in gradient
in the Arrhenius plot between 200 �C and 300 �C.[187, 188] It has been
shown that at least in part this nonlinearity is due to experimental
artifacts,[187] but it is possible that the structure of the material is varying
as a function of temperature. A structural analysis of Li6La2SrNb2O12

shows the same complex distribution of lithium across octahedra and
tetrahedra but identified a small reduction in the occupancy of the tetra-
hedra, from 0.59 at room temperature to 0.55 at 350 �C.[177] Whilst this
change is at the detection limits of the structural refinement, conductivity
data show a clear change in the performance of this material depending
on the sample history. If the material is quenched from high temperature
then the low temperature conductivity is increased by a factor of five
compared with a sample that has been slowly cooled to room tempera-
ture as shown in Figure 3.29.

a) b)

Figure 3.28 The Liþ cations found in the oxide tetrahedra (a) that are occupied in
the conventional garnet structure are immobile. The pathway for lithium
conductivity in lithium garnets uses the three-dimensional network of edge-sharing
octahedra shown in (b)[185]
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It is unclear what the origin of this effect is. Clearly it is highly unusual
to kinetically trap a compound in a more mobile state as the mobility
should allow it to relax to the thermodynamically stable configuration. It
may be that this observation of history dependence is related to micro-
structural effects in the sample and that these can trap the lithium cations
in a more mobile configuration. NMR studies of two samples of
Li5La3Nb2O12 have observed substantial differences depending on the
final annealing temperature but it is unclear whether these samples were
quenched or slow cooled and, in any event, the temperatures employed of
850 �C or 900 �C are in a regime considerably higher than the tempera-
tures that lead to recovery in the Li6La2SrNb2O12 system.

Thus it can be concluded that in this ongoing area of research there
remain some substantive aspects of fast ion conductivity that are incom-
pletely understood. There is general agreement that the garnet structure
can realise total lithium ion conductivity that rivals that of the fastest
crystalline lithium ion conducting phases due to small inter-grain resis-
tance. Diffraction studies show a consistent complex distribution of
lithium cations across both oxide tetrahedra and distorted octahedra
and it is the latter, connected through a three-dimensional, edge-sharing
network, that provide the route for fast ion conductivity. Whilst these
points are reasonably well established it is unclear what is the origin of the
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Figure 3.29 The bulk conductivity of Li6ALa2Nb2O12 (A¼Ca, Sr) shows a
significant history dependence below ca 120 �C. Triangles and circles represent
data collected from A¼Ca and Sr respectively. Filled and empty circles indicate
data collected from samples that were quenched or slow cooled from 700 �C[177]
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history dependence of the conductivity in some of these samples. It is
possible that this phenomenon is widespread in the garnets but many of
the reported syntheses do not detail how the sample is cooled from the
final synthesis temperature and so make it difficult to reliably compare
conflicting results. It is also striking that the conductivity does not vary
dramatically in response to quite substantial changes in lithium content
and the number of vacant sites. It may be that in these lithium-rich
materials the high concentration of mobile cations leads to a degree of
local ordering and percolation that is perturbed by the thermal history of
the material.
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[103] M.A. Parı̀s, A. Martı̀nez-Juárez, J.E. Iglesias, J.M. Rojo and J. Sanz, Chem. Mater.,

9, 1430 (1997).

[104] M.A. Parı̀s and J. Sanz, Phys. Rev. B, 55, 14270 (1997).

[105] A. Martinez-Juarez, C. Pecharroman, J.E. Iglesias and J.M. Rojo, J. Phys. Chem.

B, 102, 372 (1998).

[106] H. Aono, E. Sugimoto, Y. Sadaoka, N. Imanaka and G. Adachi, J. Electrochem.

Soc., 140, 1827 (1993).

[107] D.T. Qui, S. Hamdoune, J.L. Soubeyroux and E. Prince, J. Solid State Chem., 72,

309 (1988).

[108] K.Arbi,M.Tabellout,M.G.Lazarraga, J.M.RojoandJ.Sanz,Phys.Rev.B,72,8 (2005).

[109] K. Arbi, J. M. Rojo and J. Sanz, J. Eur. Ceram. Soc., 27, 4215 (2007).

[110] F.E. Mouahid, M. Bettach, M. Zahir, P. Maldonado-Manso, S. Bruque, E.R. Losilla

and M.A.G. Aranda, J. Mater. Chem., 10, 2748 (2000).

[111] J. Fu, Solid State Ionics, 96, 195 (1997).

[112] H. Aono, E. Sugimoto, Y. Sadaoka, N. Imanaka and G. Adachi, J. Electrochem.

Soc., 137, 1023 (1990).

[113] S. Wong, P.J. Newman, A.S. Best, K.M. Nairn, D.R. MacFarlane and M. Forsyth,

J. Mater. Chem., 8, 2199 (1998).

[114] M. Cretin and P. Fabry, J. Eur. Ceram. Soc., 19, 2931 (1999).

[115] K. Ado, Y. Saito, T. Asai, H. Kageyama and O. Nakamura, Solid State Ionics, 53–6,

723 (1992).

[116] P. Maldonado-Manso, E.R. Losilla, M. Martinez-Lara, M.A.G. Aranda, S. Bruque,

F.E. Mouahid and M. Zahir, Chem. Mater., 15, 1879 (2003).

[117] K. Ado, Y. Saito, T. Asai, H. Kageyama and O. Nakamura, in 8th International

Conference on Solid State Ionics (SSI-8), Elsevier Science BV, Lake Louise, Canada,

1991, p. 723.

[118] Y. Saito, K. Ado, T. Asai, H. Kageyama and O. Nakamura, J. Mater. Sci. Lett., 11,

888 (1992).

[119] H. Aono, E. Sugimoto, Y. Sadaoka, N. Imanaka and G.Y. Adachi, J. Electrochem.

Soc., 136, 590 (1989).

[120] B.V.R. Chowdari, K. Radhakrishnan, K.A. Thomas and G.V.S. Rao, Mater. Res.

Bull., 24, 221 (1989).

[121] I.A. Stenina, I.Y. Pinus, A.I. Rebrov and A.B. Yaroslavtsev, in 14th International

Conference on Solid State Ionics, Monterey, CA, 2003, p. 445.

[122] J.P. Boilot, G. Collin and P. Colomban, Mater. Res. Bull., 22, 669 (1987).

200 LITHIUM ION CONDUCTION IN OXIDES



[123] P.J. Squattrito, P.R. Rudolf, P.G. Hinson, A. Clearfield, K. Volin and J.D.

Jorgensen, Solid State Ionics, 31, 31 (1988).

[124] A. Clearfield, Eur. J. Solid State Inorg. Chem., 28, 37 (1991).
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[150] S. Garcı̀a-Martı̀n, M. Á. Alario-Franco, H. Ehrenberg, J. Rodriguez-Carvajal and

U. Amador, J. Am. Chem. Soc., 126, 3587 (2004).

[151] M. Catti, Chem. Mater., 19, 3963 (2007).

[152] M. Yashima, M. Itoh, Y. Inaguma and Y. Morii, J. Am. Chem. Soc., 127, 3491

(2005).

REFERENCES 201



[153] Y. Inaguma, Y. Matsui, J. Yu, Y.-J. Shan, T. Nakamura and M. Itoh, J. Phys. Chem.

Solids, 58, 843 (1997).

[154] M. Catti, J. Phys. Chem. C, 112, 11068 (2008).

[155] M.L. Sanjuán, M.A. Laguna, A.G. Belous and O. I. V’Yunov, Chem. Mater., 17,

5862 (2005).

[156] B.S. Guiton, H. Wu and P.K. Davies, Chem. Mater., 20, 2860 (2008).

[157] O. Bohnke, C. Bohnke, J. O. Sid’Ahmed, M.P. Crosnier-Lopez, H. Duroy, F. Le

Berre and J.L. Fourquet, Chem. Mater., 13, 1593 (2001).

[158] A.G. Belous, Ionics, 4, 360 (1998).

[159] A. Morata-Orrantia, S. Garcı̀a-Martı̀n and M.Á. Alario-Franco, Chem. Mater., 15,
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4
Thermoelectric Oxides

Sylvie Hébert and Antoine Maignan
Laboratoire CRISMAT, UMR6508 CNRS et ENSICAEN, Caen Cedex, France

4.1 INTRODUCTION

The rich properties of oxides have been objects of desire for chemists
and physicists. In 1986, the discovery of high Tc superconductors created
a rush to the layered cuprates for which the low dimensionality of the
structure together with the copper mixed-valency were found to play a
crucial role. From the fundamental physics point of view, this has been
also the beginning of a new era devoted to the strongly correlated sys-
tems. As compared with conventional degenerate semiconductors, in
these oxides the role of electronic correlations has been shown to play a
crucial role. After the hour of glory of cuprates, the possibility to use
magnetic oxides as storage media by using the concept of spintronics
has attracted a lot of researchers, especially after the discovery of the
so-called magneto-resistance in perovskite manganites. More recently,
much effort has been focused on electronic materials (transistors, dielectrics,
superconductors . . .) but also on catalysts, batteries, fuel cells, lumines-
cent materials, photovoltaics and thermoelectrics. For societal impact
reasons, the environmental risk of new materials is again pushing forward
the oxide-based materials. This is especially timely if one considers the
importance of transparent conducting oxides in photovoltaic cells, solid
oxide fuel cells or lithium batteries based on layer cobaltites. In that respect,

Functional Oxides Edited by Duncan W. Bruce, Dermot O’Hare and Richard I. Walton

� 2010 John Wiley & Sons, Ltd



thermoelectricity is one field where oxides are also worth studying.
There exists a large amount of waste-heat on our planet: a majority of
the consumed fossil energies is discharged in the environment as waste-
heat. For instance in a car, it is about 70% of the consumed energy which
is released as waste-heat. In such individual vehicles, the waste-heat
recovery by using classical systems – as vapour turbines – is not possible
and thus, the partial conversion of waste-heat into electricity by using
thermoelectric generators (TEG) has attracted much attention, even if
their efficiency is only of 5–10% (percentage of heat crossing the TEG
that is transformed into electricity). One explanation for this poor
efficiency comes from the poor performance of the thermoelectric mate-
rials, which are qualified by the figure of merit Z (this will be detailed
later on). The most commonly used thermoelectrics are Bi2Te3 and PbTe.
Although these materials exhibit high enough Z values, their use for
waste-heat recovery is limited by their chemical stability at high tempera-
tures as they start to decompose at low T (T>200 �C) precluding the use
of conventional thermoelectrics at higher temperatures. A lot of interest-
ing materials have been identified: clathrates, half-Heusler, Zintl phases,
skutterudites, Re-Te etc.[1] Nonetheless, it appears that most of them are
not molten at 1000 �C, but their surface tends to oxidise in ambient air
applications with sublimation of chemical elements, as Sb in the par-
tially filled skutterudites. The toxicity of elements such as Te or Sb is
also a severe constraint for application. In that context, oxides which
are prepared in air or oxidising conditions at high temperatures are very
attractive candidates (754000 occurrences on Google for thermoelectric
oxides, for example in May 2009).

In this chapter, we report on advances made in the last ten years in the
field of thermoelectric oxides.

4.2 HOW TO OPTIMISE THERMOELECTRIC
GENERATORS (TEG)

4.2.1 Principle of a TEG

Figure 4.1 presents a schematic description of a TEG. n- and p-type
thermoelectric (TE) materials are electrically connected in series, and
thermally connected in parallel between two plates submitted to a tem-
perature gradient DT ¼ Th – Tc.
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To determine the efficiency of such a device, let us first consider
a simpler model, with only one leg (see Figure 4.2), of electrical
resistivity �, thermal conductivity, � and Seebeck coefficient, S.

The efficiency of such a device is defined by the ratio between the
output power generated by the material (P) with the thermal flux through
the bar (Q).

�¼ P=Q ð4:1Þ

When considering the energy balance of the system, one has:

�¼ RloadI2

�DT � STcI �
1

2
RI2

ð4:2Þ

with Rload the resistance of the load and R the resistance of the bar.

n p

Tc

Th

Figure 4.1 Schematic description of a thermoelectric generator with n- and p-type
materials connected, electrically in series and thermally in parallel, between the hot
source (Th) and the heat sink (Tc)

R
(n type)

R load

Th

Tc I

Figure 4.2 A one-leg device, with internal material resistance R, adapted on a load
resistance Rload

HOW TO OPTIMISE THERMOELECTRIC GENERATORS (TEG) 205



By optimising � with respect to Rload, the maximum efficiency is
obtained:[1]

�max ¼
Th � Tc

Th

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZTm

p
� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ZTm

p
þ Th

Tc

¼ �Carnot

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZTm

p
� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ZTm

p
þ Th

Tc

ð4:3Þ

where the dimensionless coefficient ZT has been introduced:

ZTm ¼
S2

��
Tm ð4:4Þ

and

Tm ¼
Tc þ Th

2
ð4:5Þ

ZT is called the figure of merit of the thermoelectric material and should
be as large as possible to optimise �.

In the case of a thermoegenerator as presented in Figure 4.1, with
both n- and p-type materials, it can be shown that the efficiency of the
TEG defined by the ratio:

�¼P=Q ð4:6Þ
with P the power from the TEG and Q the thermal flux through the
TEG, is maximum for:

�max ¼
Th � Tc

Th

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZnpTm

p
� 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZnpTm

p
þ Th

Tc

¼�Carnot

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZnpTm

p
� 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZnpTm

p
þ Th

Tc

ð4:7Þ

where

Tm ¼
Tc þ Th

2
ð4:8Þ

and

Znp ¼
ðSp � Sn Þ2

ð�p�p Þ1=2 þ ð�n�n Þ1=2
� � »

Zn þ Zp

2
ð4:9Þ

if the properties of n- and p-type materials are similar.
The efficiency of the thermogenerator will therefore strongly depend on

three parameters of the materials: the electrical resistivity, �, the thermal
conductivity, � and the Seebeck coefficient, S. These three parameters which
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are strongly interlinked through the carrier density should be optimised for
the two materials, and this is the major challenge for material scientists.

Apart from these fundamental restrictions on the choice of materials,
the major technological limiting factor for the efficiency of
thermogenerators is the quality of electrical and thermal contacts. In
the formulae given above, all the contacts are supposed to be ideal, but
all the equations should be rewritten taking into account thermal and
electrical resistances. When performing such a treatment, the manufac-
turing factor MF which reflects the quality of the contacts, can be intro-
duced.[2] The output power is defined by:

Pout ¼MF � P ð4:10Þ

with

MF¼ Rideal=Rint<1 ð4:11Þ

Rideal being linked to the n- and p-type materials resistances and Rint

including the contact resistances.

4.2.2 The Figure of Merit

The figure of merit is given by

ZT ¼ S2

��
T ¼ S2

�ð�e þ �lÞ
T ð4:12Þ

with �e and �l the electronic and lattice part of the thermal conductivity
respectively. To maximise ZT, a material with a large Seebeck coefficient,
small thermal conductivity and small electrical resistivity is therefore
required. Concerning the electronic part, S, � and �e are strongly inter-
dependent. On the other hand, the lattice part �l can be in principle
minimised independently of the other parameters.

Figure 4.3 presents the evolution of S, � and � as a function of the
carrier density.

S and � are small in metals, leading to small power factors. On the other
hand, S is large for semiconductors or insulators but � is too large, so that
S2/� is again too small. As shown in Figure 4.3, the maximal value for
Z can be obtained for intermediate values of the carrier density, close to
1018�1019 cm�3, typical of semiconductors. Three different families
have been traditionally used: bismuth-based alloys (BiSb, Bi2Te3 . . .) are
used for T ranging from 100 K to 450 K, lead telluride materials are
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used for intermediate T up to 850 K, and for higher T, silicium germa-
nium can be used up to 1300 K (Figure 4.4). The ZT of all these materials
reach maximum values of 1–1.2.

In the presence of an electric field, E and thermal gradient,
rT, the general transport equations can be written in the following
manner:[3]

J ¼ L11Eþ L12rT

U ¼ L21Eþ L22rT
ð4:13Þ

with J the electrical current and U the thermal current. It can be shown
that the three important parameters for thermoelectricity are:

�¼ L11 ð4:14Þ

S¼�L12

L11
ð4:15Þ

and

�e ¼ � L22 �
L12L21

L11

� �
ð4:16Þ

�e represents the electronic part of the total thermal conductivity.
In the case of metals, from these equations, the thermopower can be

written as:

S ¼ p2k2
B

3e
T

"
qln�ðEÞ

qE

#
E ¼ EF

ð4:17Þ

1015

Insulators Semi-
conductors

Semi-metals Metals

S Z
κ

ρ

1016

Carrier density (cm–3)
1017 1018 1019 1020 1021 1022

Figure 4.3 Evolution of S, �, � and the figure of merit Z as a function of the carrier
density[1]
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with s(E) ¼ en(E)m(E) is the electronic conductivity, n(E) the carrier
density and m(E) the carrier mobility. This formula, often referred to as
the Mott formula, shows that S varies linearly with T, and that the
measure of S is a good probe of the density of states at the Fermi level.
The Wiedemann law can also be derived from these equations, with:

�e

�T
¼ p2k2

B

3e2
¼ L0 ð4:18Þ

Taking into account the Wiedemann–Franz law, the following formula is
obtained:

ZT ¼ S2

L0

1

1þ �l

�e

0
B@

1
CA ð4:19Þ

Figure 4.4 ZT as a function of T of the classical thermoelectric materials, after Snyder
and Toberer, Nat. Mater., 7, 105 (2008). Copyright (2008) Nature Publishing Group.
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Considering only the electronic part of the thermal conductivity, the
Seebeck coefficient is described by Equation 4.20:

S¼156
ffiffiffiffiffiffiffi
ZT
p

mV=K ð4:20Þ

For ZT>1, S should be larger than 156 mV/K. As the lattice thermal
conductivity is never zero, this condition is even more drastic.

In the case of semiconducting materials, the thermopower can be
written as:

S ¼ kB

e

Eg

kBT
ð4:21Þ

with Eg the band gap.

4.2.3 Beyond the Classical Approach

4.2.3.1 Nanostructuration

The thermopower strongly depends on the shape of the density of states
(DOS) as shown by the Mott formula:

S ¼ p2k2
B

3e
T

"
qln�ðEÞ

qE

#
E ¼EF

ð4:22Þ

To obtain large values of S, one possibility is therefore to modify the
shape of the DOS at the Fermi level, to induce large derivatives of
s(E). It has been proposed[4] that by reducing the dimensionality of
the materials, as the DOS can be sharpened, large S can be obtained.
A smooth s(E) in 3D could be in principle transformed into spikes
for 0D materials, leading to theoretically infinite Seebeck coeffi-
cients. This approach has been tested by designing superlattices
based in most cases on classical thermoelectrical materials, such as
Bi2Te3 or PbTe. Enhancement of ZT has already been reported,[5, 6] but
the effect is not due to thermoelectric enhancement but rather to a
strong reduction of the thermal conductivity. In these superlattices, the
electrical properties are almost not changed, but the thermal conductiv-
ity can be drastically reduced due to diffusion of the phonons at the
interfaces.

Another way to enhance ZT is by decoupling the electronic and ther-
mal properties to design ‘PGEC’, i.e. a ‘Phonon Glass and Electrical
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Crystal’ as proposed by Slack.[7] The material should have lattice thermal
conductivities close to those of amorphous materials, but electronic
properties associated with crystalline materials. As the characteristic
length scales for phonon and electron diffusion can be different, it
could in principle be possible to independently optimise these two proper-
ties. Some clathrates indeed show a glass-like thermal conductivity.[8]

Also, in the case of skutterudites, it has been proposed that rattling by
introducing one heavy atom in vacant sites could reduce the thermal
conductivity. Thermal conductivity is indeed reduced, even if the rattling
mechanism is not at the origin of this phenomenon as shown recently by
inelastic neutron diffraction.[9]

4.2.3.2 Strong Correlations

As shown in Figure 4.4, ZT is maximal for a carrier density close to
�1018 – 1019 cm�3. However, it has been shown by Terasaki et al.[10] that
a power factor as large as that of Bi2Te3 at 300 K can be obtained in the
metallic cobalt oxide NaxCoO2, for a larger carrier density close to
�1022 cm�3. This family of oxides is part of the so-called ‘strongly
correlated materials’ in which strong correlation effects exist between
the charge carriers, which can drastically modify the physics of the
carriers (mobility, shape of the density of states . . . ). In these strongly
correlated systems, calculations of the Seebeck coefficients have been
derived from the Hubbard model, taking into account these narrow
bands. Using the Kubo formalism, it can be shown that S is composed
of two terms:[11]

S ¼ �Sð2 Þ=Sð1 Þ þ m=e
T

ð4:23Þ

where S(1) and S(2) are integrals depending on velocity and energy flux
operators and m is the chemical potential. When T!1, Equation 4.23
tends to

S! m
eT
¼ �1

jej
q�
qN

� �
¼ �kB

e

q ln g

qN
ð4:24Þ

where � is the system entropy, N the number of particles and g the
degeneracy of the system (s¼ kBlng). The Seebeck coefficient is in this
case a direct measurement of the entropy per carrier of the system. For
these strongly correlated systems, maximising the entropy will induce
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large Seebeck coefficients at high T. In the case of spinless fermions, the
Heikes formula is obtained:

S ¼ �kB

jej ln
x

1� x

� �
ð4:25Þ

with x the carrier concentration.
Extensions of the Heikes formula have been proposed taking into

account the other possible origins of entropy which are linked to the
spins and orbitals. First, by considering a system containing mixed-valent
cations M(n)þ/M(nþ1)þ with spin values Sn and Snþ1, an extra entropy
term coming from spins can be added[12] and:

S ¼ �kB

jej ln �
x

1� x

� �
with � ¼ 2Sn þ 1

2Snþ1 þ 1
ð4:26Þ

More recently, such a calculation has been performed for the NaxCoO2

case, taking into account the orbital and spin degeneracy term.[13] In
these layered cobaltites, Co3þ and Co4þ are supposed to be in low spin
states, i.e. only with t2g orbitals. S would then be equal to

S ¼ �kB

jej ln
g3

g4

x

1� x

� �
ð4:27Þ

with g3 and g4 the spin and orbital degeneracies associated with Co3þ and
Co4þ, respectively, and x the Co4þ concentration. In the low spin states,
this g3/g4 term is very small, equal to 1/6, which leads to huge values of S.
For a given x, an extra term of 154 mV/K is added (Figure 4.5).

The Heikes formula is valid only at high T, and other calculations
including the transport term have been performed at low T (for example,
for NaxCoO2

[14]) which show the dominant part of the Heikes formula
on the measured thermopower.

In the last 15 years, the Dynamical Mean Field Theory (DMFT)
has been developed to investigate the properties for strongly correlated
materials.[15] Using this technique, the thermopower has been calculated,
in particular in the case of a triangular lattice.[16] Starting from the
Hubbard model, the thermopower can be written at low T, as:

S ¼ �kB

jej

"
qD0ðEÞ=qE

D0ðEÞ

#
E¼EF

I21

I01

T

Z
ð4:28Þ
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with I21 / I01 ¼ 2.65, Z is the inverse of the effective mass and D0 is the
density of states with no correlation.

The ratio between S and �, the electronic part of specific heat, can be
written as:

S

�T
¼�1

jej
3

2p2

"
qD0ðEÞ=qE

D0ðEÞ2

#
E¼EF

I21

I01
ð4:29Þ

For a triangular network, the value of ½qD0 Eð Þ=qE
D0 Eð Þ 2 �E¼EF

is large, and as � is
also large,[17] this could explain why large thermopower can be found,
with a large slope at low T, in these strongly correlated oxides.

The link between specific heat and S has been experimentally investigated
in different systems (heavy fermions, oxides . . .).[18] When T !0, the quan-
tity q¼ S

T
NAve
� tends to a constant value with 0:5 < jqj < 2. For free

electrons, q¼�1. This means that this ratio is not strongly modified in
the case of strong correlations. Moreover, the thermopower at low T will
be larger when � is large, i.e. in the case of strong correlations.

4.3 THERMOELECTRIC OXIDES

Until 1997, a few oxides were investigated both for n- and p-type materials.
The best ZT values reported were 0.14 for p-type LaCrO3 at 1600 K[19]

0.0 0.2 0.4 0.6 0.8 1.0
–400
–300
–200
–100

0
100
200
300
400
500
600

Co3+ LS and Co4+ LS : β = 1/6 

S
H

ig
hT

 (
μV

/K
)

x

Figure 4.5 S as a function of the carrier concentration x for the different models in
the case of Co3þ/Co4þwith the Heikes formula (in black), and extra contribution due
to spin degeneracy and spin and orbital degeneracy for low spin states (LS) (in grey)
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and 0.3 for n-type, Al-doped ZnO at 1272 K.[20] The discovery of a large
thermopower in the metallic NaxCoO2

[10] has induced an upsurge of
research on thermoelectric oxides. Figure 4.6 summarises the best ZT
values, as a function of T, which have been obtained, both for p- and
n-type oxides.

In the last few years, ZT has been continuously improved, but a
striking difference is observed between n- and p-type, with a ZT system-
atically smaller in the case of n-type oxides. The origin of this asymmetry
will be discussed in the following sections. First, the results obtained on
semiconducting oxides will be presented and compared with the Heikes
formula, to evaluate the relevancy of this formula. The second part will
focus on the misfit oxides which are metallic oxides with CdI2 type layers
similar to NaxCoO2. In this family, the best p-type oxides can be found,
and the origin of these properties is fascinating from a fundamental point
of view, as one has to take into account both the triangular nature of the
lattice and the strong correlations between carriers. However, only p-type
oxides have been found so far in this family, and the search for new n-type
materials, with enhanced ZT, has to be pursued. The results obtained on
degenerate semiconductors, among which the best n-type oxides can be
found, will thus be detailed, emphasising the recent improvements
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Figure 4.6 The best ZT for oxides. Data taken from Fujita et al., 2001 [21]; Muta
et al., 2003 [22]; Xu et al., 2002 [23]; Funahashi and Shikano, 2002 [24]; Mikami
et al., 2003 [25]; Ohta et al., 2007 [26]; Shikano and Funahashi, 2003 [27];
Androulakis et al., 2004 [28]; Ohtaki et al., 1996 [20]; Guilmeau et al., 2008 [100]

214 THERMOELECTRIC OXIDES



obtained. The possible benefits of nanostructuration in these materials will
be presented. To conclude this part, results obtained with all oxides
modules will be briefly described.

4.3.1 Semiconducting Oxides and the Heikes Formula

For localised carriers, the Heikes formula states that:

S ¼ �kB

jej ln
x

1� x

� �
ð4:30Þ

with x the carrier concentration. As shown previously, large enhancement
of S can be achieved by introducing spin and orbital degeneracies. Also, a
change of the sign of S can be obtained by doping with electrons or holes,
Figure 4.7.

These two properties have been investigated in the case of chromium
and cobalt oxides. For the first family, the aim was to investigate the
possible spin and orbital degeneracy term and its impact on the Seebeck
coefficient, while for cobalt oxides, the purpose of the investigation was
to obtain large Seebeck coefficient, both positive and negative.

4.3.1.1 Pr1�xCaxCrO3

Orthochromites Pr1�xCaxCrO3 with 0 � x � 0:5 crystallise in the orthor-
hombic perovskite GdFeO3 type structure, Figure 4.8.[30] Their properties
are shown in the Figure 4.9.
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Figure 4.7 The Heikes formula for holes and electrons
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They all present semiconducting behaviour with large values of � for
the undoped compound. When introducing Ca2þ, a mixed valency Cr3þ/
Cr4þ is introduced, leading to a decrease in the resistivity, even if
the materials remain semiconductors. Due to the large resistivity values,
S can be measured only down to 100 K. S is positive, large for
the undoped compound (þ1000 mV/K), and decreases as x increases.
For T> 150 – 200 K, a plateau in S is observed, and high T measurements
for x ¼ 0.05 and x¼ 0.3 show that this plateau extends up to 700 K. The

Figure 4.8 The perovskite structure (in the case of Pr1�xCaxCrO3, Pr3þ and Ca2þ,
are the large grey spheres and Cr3þ/Cr4þ are at the centre of the octahedra that share
corners through oxygen atoms, shown by the small spheres)
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Figure 4.9 �(T) (a) and S(T) (b) of Pr1�xCaxCrO3
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values measured for T> 150 K therefore correspond to the high T limit of
S, Figure 4.10.

Theoretical calculations have been performed for these t2g systems,[31]

using the Hubbard model. In this paper, the whole Seebeck coefficient,
and not only the high temperature limit, has been calculated. It was
shown that, taking into account the spin and orbital terms, the Heikes
formula has to be modified by adding an extra contribution:

DSd¼
kB

jej ln GorbGspin

� �
ð4:31Þ

withGorb¼ 3 for Cr4þ (3d2) andGorb¼ 1 for Cr3þ (3d3), and in the case of
weak magnetic coupling, Gspin¼ 2�þ1 (with � is the spin), or, in the case
of strong magnetic coupling , Gspin ¼ 1. For weak magnetic coupling,

DSd¼
kB

jej ln GorbGspin

� �Cr4þ
= GorbGspin

� �Cr3þ� �

¼ kB

jej ln
3� 3

1� 4

� �
¼69:9 mV=K: ð4:32Þ

In Figure 4.11, the values of S at 300 K are reported as a function of x.
Also shown is the evolution of S(x) calculated with the Heikes formula,
and with the spin and orbital degeneracy calculated by Marsh et al.[31]

The data are perfectly fitted by the Marsh and Parris formula,[31] show-
ing that an enhancement of thermopower can be obtained by optimising
the spin and orbital degeneracies. Combining the resistivity and Seebeck
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Figure 4.10 High T measurements of S
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coefficients, a power factor 2�10�4 W/m/K2 is obtained at 300 K, close to
the values obtained in misfit cobaltate polycrystals.

4.3.1.2 LaCoO3

One of the major tasks for the development of thermoelectric materials is
to find and optimise the thermoelectric properties of both n- and p-type
legs. As explained in the Introduction, in the case of oxides, the ZT of
n-type materials are always smaller, and it is therefore important to find
new ways to generate n-type materials. From the simple Heikes formula,
with only the x dependence, and no spin and orbital degeneracy term, it
can be shown that n- and p-type materials should be symmetrically
obtained by doping an insulator with a small amount of carriers or
holes (Figure 4.12).

This strategy has been used in the case of LaCoO3 perovskites.[32] For
this undoped compound, S should be very large (x� 0 in Equation 4.29).
As shown in Figure 4.13, S is equal to þ600 mV/K at 300 K, with S
decreasing as a function of T as expected for semiconductors. Due to
the different oxidation states of Co, it is possible to introduce different
mixed valency, Co2þ/Co3þ (electron doping) with Ti4þ or Ce4þ such as in
La3þ

1�xCe4þ
xCoO3, or Co3þ/Co4þ in La3þ

1�xSr2þ
xCoO3 (hole doping).

As shown in Figure 4.13, with hole doping, the Seebeck coefficient of the
naturally hole-doped LaCoO3 is decreased to þ300 mV/K at 300 K for
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Figure 4.11 S as a function of carrier doping in Pr1�xCaxCrO3, calculated from the
Heikes formula (dashed line) or taking into account the spin and orbital degeneracy
(solid line)
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La0.98Sr0.02CoO3. On the other hand, in La0.99Ce0.01CoO3, S is negative,
with S��300 mV/K at 300 K. By using these values, and considering the
simplest Heikes formula (equation 4.25), a good agreement is obtained
for the p-type between the nominal Sr2þ content (2� 10�2) and the
calculated one (2.2 � 10�2). For n-type, the agreement is not so good
(3.6 � 10�2 from the Heikes formula to be compared with the nominal
10�2).

Nevertheless, as demonstrated in Pr1�xCaxCrO3, the spin and orbital
degeneracy terms should be added to the simple Heikes formula, and this
excess of Seebeck coefficient will shift the x value. A detailed analysis of
the spin and orbital degeneracies in the case of Co2þ/Co3þ or Co3þ/Co4þ

has been performed by Taskin et al.[33] Due to the larger degeneracy of
the high-spin Co2þ compared with the low-spin Co4þ, larger Seebeck
coefficients can be obtained for a given x in the case of electron doped
cobalt oxides.
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Figure 4.12 S calculated from the Heikes formula for electron or hole doping
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Large Seebeck coefficients can therefore be obtained in semiconducting
oxides, both for p- and n-types, by maximising the spin and orbital
degeneracies. However, the power factor of these materials remains
small due to the large resistivity. In Figure 4.14, a strong asymmetry is
observed between p- and n-type doped LaCoO3, the value of � being
much larger for n-type La0.99Ce0.01CoO3.

It was proposed that this difference of resistivity is due to the differ-
ence in the filling of the t2g/eg orbitals, depending on the spin states
of Co.[34] The orbital filling for Co2þ, Co3þ and Co4þ is shown in Figure
4.15. In the case of Co3þ/Co4þ, a hole can hop in the t2g orbitals. On the
other hand, the hopping of an electron through the eg level is forbidden
due to an impossible orbital filling.

Even if the Seebeck coefficient can be larger for n-type materials,
the power factor remains much smaller due to the spin blockade effect.
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Also, a transition to a metallic state associated with a strong decrease of S
is observed in LaCoO3 at � 600 K,[35] whose origin is still a matter of
debate. The LaCoO3 compound will therefore not be used for thermo-
electric applications even if good thermoelectric properties are reported
at room temperature.[28] The results presented here are nevertheless very
interesting as they show that by a simple doping, n- and p-type thermo-
elements can be obtained. Similar results have been obtained in the 1D
compound Ca3Co2O6 where a mixed-valence Co2þ/Co3þ or Co3þ/Co4þ

can be obtained, with, respectively, negative and positive Seebeck coeffi-
cients.[36] The ZT value depends on the square of the Seebeck coefficient,
and due to the large resistivity in these compounds, it is now crucial, as
shown already in Pr1�xCaxCrO3, to maximise the spin and orbital degen-
eracy term in order to enhance S to obtain potential materials for
application.

Finally, it should also be kept in mind that the use of the Heikes
formula is theoretically valid only at high T, in the limit of ‘infinite’
temperature, i.e. when all the relevant energies become negligible with
respect to kT. The calculation has been performed at any temperature
range only for the case of orthochromites[31] and in manganites.[37] This
distinction is important as shown for example, in La1�xCaxMnO3,[37]

where S has been calculated and measured in different temperature
ranges. The calculation of S has to be adjusted depending on the tem-
perature range, the larger values for small doping being obtained at low
T (T< 400 K). High temperature measurements of these semiconducting
oxides are therefore required to compare the S value with the theoretical
value calculated from the Heikes formula.

4.3.2 NaxCoO2 and the Misfit Cobaltate Family

4.3.2.1 NaxCoO2

NaxCoO2 and related compounds such as LixCoO2 have been investi-
gated in detail in the last 30 years due to their potential use in batteries.[38]

NaxCoO2 is a layered oxide, with CoO2 layers of CdI2 type, made of
edge-shared CoO6 octahedra, and separated by a layer filled with Naþ

(Figure 4.16). Compared with the perovskites previously described,
the geometry is completely different as, for example, the angle for
O – Co – O is no longer 180� but 90�. The Co ions are now located on
a triangular lattice.
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In 1997, Terasaki et al.[10] showed that for x ¼ 0.7, a metallic beha-
viour coexists with a large thermopower at 300 K, making this material
interesting for thermoelectric applications. A few years after this report,
the discovery of superconductivity below 30 K in the hydrated phase
Na0.3CoO2�yH2O[39] stimulated a lot of research from a broader solid
state community.

For single crystals, the combination at 300 K of �� 0.2 mO cm together
with S� 80mV/K leads to a power factor of 50� 10�4 W/m/K2, slightly
larger than the one of the classical thermoelectric materials Bi2Te3.
Owing to the lamellar structure of NaxCoO2, the resistivity strongly
depends on the microstructure and a good texturation is required to
obtain small resistivity. For example, Fujita et al. have shown that �
increases from 0.29 mO cm for single crystals to 2 mO cm for polycrys-
tals.[21] The thermal conductivity of this material is small, and NaxCoO2

belongs to the ‘PGEC’ family, i.e. ‘Phonon Glass and Electrical Crystal’
as defined by Slack.[7] For single crystals, ��20 W/m/K at 300 K,
decreases to 5 W/m/K at 800 K, and is reduced to 2 W/m/K for polycrys-
tals between 300 K and 800 K.[40,21] The Seebeck coefficient increases as
T increases. Combining these different values, ZT� 1 is obtained in
single crystals at 800 K.[21]

Figure 4.16 Structure of NaxCoO2 (here the case of x ¼ 0.5, with Naþ as grey
spheres, and the CoO2 layers shown as polyhedra)
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NaxCoO2 could also be used for thermoelectric applications at low T.
For x> 0.70, Z presents a peak at T� 100 K, due to a peak in the Seebeck
coefficient.[41] The values of Z obtained are equal to 1.8� 10�3 K�1 at
100 K, one of the largest Z among thermoelectric materials.

The NaxCoO2 family has been investigated in detail both theoretically
and experimentally due to the large thermopower for x �0.7 and super-
conductivity for x �0.3 in the hydrated phase. Also, charge ordering is
observed for x ¼ 0.5[42] suggesting a strong influence of the Na layer on
the transport properties. One of the most surprising result is that the
correlations are maximum for x �0.7, i.e. for a rather small concentra-
tion of carriers,[42,43] with a Curie-Weiss susceptibility, turning to Pauli
susceptibility for x�0.3. Considering only the thermoelectric properties,
the fascinating coexistence of metallicity and large thermopower for
x �0.7, and this large ZT, has motivated a lot of theoretical investiga-
tions. Two different approaches have first been proposed. As previously
explained in Section 4.2.3.2, the Heikes formula has been extended for
the Co3þ (3d6)/ Co4þ (3d5) low-spin states (t2g

6 and t2g
5).[13] This formula

which takes into account the spin and orbital degeneracies leads to large
values of the Seebeck coefficient, close to 100 mV/K if x�0.6. The correct
value for the Seebeck coefficient is thus obtained, but this model should
be applied only in the case of localised carriers (narrow band systems in
the Hubbard model), and at high T. The metallicity can thus not be
explained in such a framework.

Simultaneously, the band structure of NaCo2O4 has been calculated by
Singh[44] taking into account the rhombohedral symmetry of the CdI2
layers. Due to this symmetry, the t2g orbitals are split in two, the a1g narrow
band, with localised carriers close to the Fermi level responsible for large
Seebeck coefficient, and a broad band of light carriers, e0g, responsible for
metallicity.[44] This band structure has then been experimentally investi-
gated by different techniques. The search for the e0g pockets is a crucial
point, which could play a role also for superconductivity.[45] Since this
calculation by Singh, there is a debate on the existence of these pockets, as
the ARPES experiments and Shubnikov de Haas oscillations have found no
evidence so far for them.[46–48] The difference between the calculations
from Singh and the ARPES results could come from strong correlation
effects,[49] not taken into account in the DOS determination, or from Na
disorder.[50] Beyond this debate, it appears that most of the properties and
calculations for this family of oxides have to be discussed by considering
the coexistence of localised moments and itinerant carriers.[48]

To account for the magnetic properties of these materials, the model of
‘spin polarons’ has been proposed.[51,52] In this model, due to the peculiar
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geometry of the CdI2 like layers, the Co3þ/Co4þ are not only in the t2g

orbitals, but excitations from t2g to the eg levels induce the existence of
‘spin polarons’, with S¼ 1, instead of S¼ 0. As shown later, these
possible spin polarons could explain also the ARPES results in these
materials.

Finally, in this framework of strongly correlated material, the transport
properties of NaxCoO2 have been calculated using the Kubo formalism.
The complexity of the Kubo formalism can be avoided by using certain
limits of this formalism and several quantities such as the Hall coefficient
can be calculated.[53] The Seebeck coefficient, Lorenz number and figure
of merit have been calculated considering this t–J model on a 2D trian-
gular lattice.[14] The values of S for a given T have been compared with
the values extracted from the Heikes formula, and it was shown that the
high T limit where the two curves merge is obtained for T�5 – 6t, with t
the hopping parameter. In NaxCoO2, t, calculated from the Hall constant
was found to be rather small, close to 25 K,[54] which shows that the
thermopower could already be in the infinite T limit at 300 K. In these
conditions, the use of the Heikes formula would thus be justified, even for
these metallic oxides.

One of the major issues in these materials is also the role played
by the separating layer of randomly filled Naþ. The origin of the
magnetic correlations and the paramagnetic susceptibility have been
ascribed to the electrostatic potential associated with the Na
layer.[43] Also, the Na layer, when disordered, could be efficient to
reduce the thermal conductivity. It is therefore very important to be
able to investigate other families of layered cobaltates, with the same
CdI2 layer, but different block layer. This can be done by investigat-
ing the misfit oxide family.

4.3.2.2 The Misfit Cobalt Oxides

NaxCoO2 has been intensively investigated since 1997 due to its thermo-
electric and superconductivity properties. All the properties of this mate-
rial come from the presence of the CoO2 layer of the CdI2 type. Other
systems possess the same kind of CdI2 type layers, as for example the
misfit cobalt oxides, the difference with NaxCoO2 being the separating
layer, which consists of a rock-salt like layer instead of the randomly
filled Naþ layer.[55] Furthermore, the two different monoclinic sublat-
tices have common a, c and � parameters, but two different b parameters
with an incommensurate ratio b1/b2.
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The misfits have been investigated in the sulfur family,[56] and have first
been found in oxides in the CRISMAT laboratory in 1996.[55] The NaCl-
like block can be made of n ¼ 2,[57] 3,[55] or 4[58] separating layers.

The misfit formula of Ca3Co4O9 (Figure 4.17) can be written as
[Ca2CoO3][CoO2]1.62, with the first bracket corresponding to the
NaCl-like block layer, the second bracket the CdI2-type layer and the
b1/b2 parameter linking the two sublattices. As for NaxCoO2, the two
sublattices are electrostatically bound, with a positive charge in the NaCl-
like layers which act as charge reservoir block, and the CoO2 layer with a
Co3þ/Co4þmixed valency. Different substitutions can be made mainly in
the NaCl-like layers, and also in the CdI2-like layer as shown in
[Bi1.95Ba1.95Rh0.1O4][RhO2]1.8.[59,60] The oxygen stoichiometry can
also be tuned.[61] The result of all these substitutions is to modify the
b1/b2 ratio, which is found to lie in the range 1.62–2, with 1.62 in
[Ca2CoO3][CoO2]1.62

[62] and 2 in [Bi2Ba1.8Co0.2O4][CoO2]2 .[63]

Transport Properties The properties of misfit cobaltites are very
close to those of NaxCoO2, with a large, positive thermopower together
with small, metallic-like resistivity at 300 K. Nevertheless, there exist
differences, especially at low T. More precisely, two different behaviours
are observed at T<100 K. In most of the materials, as in
[Ca2CoO3][CoO2]1.62, below T�100 K, a large increase in the resistivity
is observed at low T, together with large negative magnetoresistance.[62]

Strong magnetothermopower, as in NaxCoO2,[64] is also reported for

Figure 4.17 The misfit structure of ‘Ca3Co4O9’. The plane of edge-shared
octahedral corresponds to a CdI2-type CoO2 layer. The second sublattice (in the
centre) is made of three layers, 2 CaO layers surrounding a central layer made of
corner-shared CoO6 octahedral
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example in [Bi1.7Co0.3Ca2O4][CoO2]1.67.
[65] In only two misfits, another

behaviour has been reported so far: down to 2 K, the resistivity is metallic,
following a T2 behaviour characteristic of a Fermi liquid.[66,67] The nega-
tive magnetoresistance is replaced by a small and positive magnetoresis-
tance.[66] For these two metallic misfits, the thermopower is slightly
smaller with S �70–80 mV/K at 300 K. Figure 4.18 presents an example
of this difference with the comparison of S and � between
[Ca2CoO3][CoO2]1.62 and [Tl0.81Co0.2Sr1.99O3][CoO2]1.79, two misfits
with three separating block layers.

One of the most important questions to optimise the figure of merit of
these materials is to understand the evolution of S vs T, correlate the value
of S at 300 K with doping, and compare this value with the Heikes
formula. To investigate the doping effect, several misfit compounds
have been synthesised and characterised.

Optimisation of the Seebeck Coefficient by Doping Following the
Heikes formula or the generalised Heikes formula, S should increase
when the Co4þ concentration decreases. Following the electroneutrality
equation between the two different sublattices, the Co valency in the CdI2

plane can be written as

vCo ¼ 4� a=ðb1=b2Þ ð4:33Þ

with � the positive charge from the block layer, and b1/b2 the misfit ratio.
To decrease the Co valency, it is therefore necessary to increase � and/or
decrease b1/b2.

In the three separating layer [Ca2CoO3][CoO2]1.62, the substitution by
Ti4þ has been attempted. The results are shown in Figure 4.19.
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The introduction of Ti4þ leads to a semiconducting-like behaviour for
the substituted compound. More interestingly, in the Ti4þ substituted
sample, the Seebeck coefficient has been increased from 120 mV/K to
165mV/K. It should be noted that even if the resistivities are strongly
modified by the substitution, the Seebeck coefficients present the same
T dependence, only shifted in magnitude. This enhancement of S at 300 K
shows that the increase in � by the introduction of Ti4þ in the rock-salt
layer has a positive impact as expected from the Heikes formula.

A second proof of this doping effect is by tuning b1/b2. With this aim,
the n¼ 4 Bi-based family is the most interesting family to investigate, as it
spans a large range of b1/b2 from 1.67 for ‘BiCaCoO’ to the commensu-
rate value of 2 for ‘BiBaCoO’. The resistivity and Seebeck coefficients of
these different compounds, for which the major difference is the b1/b2

parameter considering a fixed oxygen stoichiometry, are presented in
Figure 4.20. Note that the resistivities have been measured on single
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crystals, while the thermopower has been measured on polycrystals (the
thermopower measurements performed in the case of BiCaCoO,
BiSrCoO and BiBaCoO on single crystals confirm that the thermopower
is the same as the one of polycrystals).

The modification of b1/b2 has a drastic impact on the transport proper-
ties. The resistivity changes from a metallic behaviour in almost the whole
T range for ‘BiBaCoO’, to a more resistive behaviour for ‘BiCaCoO’,
strongly localised at low T. Together with this metal to insulator transi-
tion, the thermopower increases in the whole temperature range when
b1/b2 decreases from 2 (‘BiBaCoO’) to 1.67 (‘BiCaCoO’). The same
phenomenon is observed in the [Pb0.7Sr2�xCaxCo0.3O3][CoO2]b1/b2

compounds (with b1/b2 ¼ 1.62 for x ¼ 2, and 1.79 for x ¼ 0). The
Seebeck coefficient is strongly enhanced from 120 mV/K for x ¼ 0 to
165 mV/K for x¼ 2, i.e. when b1/b2 decreases.[68]

The oxygen content in [Ca2CoO3][CoO2]1.62 can be modified by dif-
ferent annealing. Using iodometric titration, Karppinen et al. have shown
that oxygen vacancies can be introduced in this compound, and when
using the Ca3Co3.95O9þd formula, 	 can change from 0.07 to 0.29. As 	
decreases, the mean Co valency decreases and the associated Seebeck
coefficient is increased.[61]

Two major conclusions can be derived from all these experiments. First
the Seebeck coefficient temperature dependence is rather insensitive to
the valency of cobalt and to the resistivity curve (d�/dT>0 or d�/dT< 0).
For all the compounds described here, all the S(T) curves present the same
shape, with a plateau from �100 K to 300 K. Second, qualitatively,
all these results show that the evolution of the Seebeck coefficient at
300 K fits with the Heikes formula. As the Co valency decreases through
the b1/b2 parameter, the oxygen content or the cationic substitutions, the
Seebeck coefficient increases. A more quantitative analysis of the Heikes
formula cannot be seriously performed considering the number of
unknown parameters, as for example the oxygen content or the valency
of Co in the RS layer. More experiments are needed to directly correlate
the value of S with the doping parameter ‘x’ of the Heikes formula, and
investigate in particular the importance of the spin and orbital degenera-
cies term. Recently, such an analysis was performed in the case of
‘BiCaCoO’ by combining thermopower, magnetic measurements and
chemical analysis,[69] and it was concluded that, in the case of misfits,
the Heikes formula, should be used with the degeneracy term of ½:

S ¼ �kB

jej ln
1

2

x

1� x

� �
ð4:34Þ
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This factor of two (instead of 6[13]) is due to the special filling of the t2g

orbitals, with the e0g level below the a1g due to electronic correlations.[70]

Before concluding, it should be noted that the Heikes formula should
be used also only if a plateau is reached for the S(T) curve. This is not
always the case as an increase in S can be observed for some misfits[68] or
in NaxCoO2.[21] This increase has not been investigated in detail so far,
and it would be very important to understand if this is really an intrinsic
increase or if it is related to some oxygen reduction as T increases,
depending on the measuring atmosphere.

In the following, we will show that beyond the Heikes formula, other
contributions to thermopower can be added, giving more information on
the nature of the carriers in these materials and the origin of correlations.

Magnetothermopower and Magnetoresistance At high T (T >100 K),
the optimisation of the Seebeck coefficient can be achieved by reducing
the number of carriers. At low T, another source of enhancement of the
Seebeck coefficient has been observed in the case of ‘BiCaCoO’. Below
100 K, S strongly depends on the magnetic field, and the application of a
magnetic field of 9 T leads to a decrease of the Seebeck coefficient by a
factor of 2 (Figure 4.21).[65]

The same effect has been observed in NaxCoO2, with x�0.7.[64] This is
not a universal effect in the case of misfits, as, for example, a flat
dependence of S(H) is observed in the case of ‘BiBaCoO’. In the case of
‘BiCaCoO’, the strong magnetothermopower correlates with the pre-
sence of a very large negative magnetoresistance (Figure 4.22).

The magnetic properties of these misfits are very difficult to measure
macroscopically as the signals related to Co3þ/Co4þ in low-spin states are
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always very small, and can rapidly be polluted by the signal of magnetic
impurities. NMR has been used as a powerful tool to investigate the
microscopic environment of Co, and measure the spin susceptibility.[71]

A clear correlation has been established between NaxCoO2 and the misfit
family, using the thermopower as scaling parameter. Within the Bi-based
misfit family, by going from ‘BiBaCoO’ to ‘BiCaCoO’, it is possible to
span the equivalent x�0.6–0.9 region of NaxCoO2. The NMR measure-
ments show that the susceptibility is maximum, and Curie–Weiss like, for
the ‘BiCaCoO’ compound with a Seebeck coefficient of�140 mV/K when
x� 0.75. This maximum in the susceptibility corresponds to the material
for which the magnetothermopower and negative magnetoresistance are
huge.

The analysis of magnetothermopower has been performed by scaling the
S(H) curves on a single curve, which can be fitted by a Brillouin func-
tion.[72] This was also observed in NaxCoO2

[64] for x�0.7, the x value in
the range of maximal spin susceptibility detected by NMR. This scaling
was attributed to a spin entropy contribution to the thermopower. A
detailed investigation of magnetoresistance has been performed and used
to analyse the magnetothermopower in more detail.[73] A variable range
hopping (VRH) mechanism has been proposed to be at the origin of the
low T upturn and strong increase of resistivity. The VRH mechanism
would be due to the diffusion of carriers on paramagnetic spins S ¼ 1/2.
Due to strong Hund’s coupling, the resistivity is minimum when the spin of
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the carriers and of the localised spins are parallel, this mechanism being at
the origin of the strong negative magnetoresistance.

The difficulty in this model is to be able to define two different types of
carriers, the mobile ones and the localised ones. In a purely ionic model,
with Co3þ and Co4þ both in low spin states (t2g

6 and t2g
5), only localised

carriers are considered, with carriers in the dxy, dxz and dyz orbitals.
Assuming some structural distorsion, the dz2 level could be lower than
the dxy level, therefore enabling the eg orbitals to be filled. In this case, as
schematically depicted in Figure 4.23, a ‘virtual’ spin state ‘S ¼ 1’ could
be realised, and the Hund’s coupling would then be established, justifying
the VRH mechanism at the origin of magnetothermopower and
magnetoresistance.

Following this model, the thermopower has then been analysed
considering two terms. First, a spin entropy term associated with the
paramagnetic S¼ 1/2 localised spins is included, at the origin of the
magnetothermopower. The second term comes from the mobile carriers,
within the eg band, which can be treated as renormalised quasiparticles.
At low T (T<TF, TF being the Fermi energy, here TF �260 K), S is
proportional to T while for T > TF, S saturates and recovers its purely
entropic form, following the Heikes formula.[73]

Figure 4.23 Possible filling of the t2g and eg levels in the CoO2 layers. Reprinted with
permission from Limelette et al., 2008 [73]. Copyright (2008) American Physical
Society
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The origin of the ‘S¼ 1’ state is not clear at present. This possible ‘S¼ 1’
virtual spin state has also been recently proposed in the model of ‘spin
polaron’.[51] A possible transfer from the t2g to eg orbitals can happen, at
the origin of the spin polaron formation. This transfer is due to the fact
that the introduction of Co4þ reduces the cubic symmetry of the 6 Co3þ

centres surrounding it. These spin polarons can explain the unexpectedly
large values of susceptibility obtained in NaxCoO2 for x �0.7 when there
are only a few diluted Co4þ,[51] and can also explain other experimental
results such as the shape of the ARPES spectra.[74,75]

NaxCoO2 and the Misfits: Concluding Remarks The discovery of a
large thermopower in NaxCoO2 is at the origin of an intense experimen-
tal and theoretical investigation of these systems. Twelve years after the
paper by Terasaki et al.[10] the phase diagrams of these materials have
turned out to be very rich, with superconductivity for the hydrated phase
with x �0.3, and strong correlations between Co4þ for x �0.7, i.e.
surprisingly for a small concentration of diluted spins. Also, as for
NaxCoO2, the electronic structure of misfit cobaltates determined by
ARPES experiments seems different from that calculated in NaxCoO2,
with no pockets observed.[74,75] The physical interpretation of these
properties thus requires new approaches, taking into account the pecu-
liarities of these materials: a layered structure of CdI2 type with a trian-
gular symmetry for the Co lattice, a separating block layer acting as
charge reservoir and as a possible source of disorder, and the Co3þ/
Co4þ in low spin states (t2g

5 and t2g
6), with possible excitations to the

eg states. For thermoelectric properties, these unique materials combine a
small, metallic resistivity, together with a thermopower more character-
istic of localised systems. The use of the Heikes formula can be justified
due to the fact that the characteristic energies are small, so that the high-
temperature limit is reached at T� 250 K. The thermopower at high T can
thus be adjusted by doping and optimising the carrier concentration.
Moreover, the localised carriers can induce an extra spin entropy term,
which increases the thermopower at 300 K. Following these conclusions,
and the unique properties coming from these CdI2-type layers, the phy-
sical properties of related compounds have been investigated.

4.3.2.3 Other Materials with the CdI2 Type Layer

Rh Misfits Owing to its isoelectronic configuration (t2g
5/t2g

6 for Rh3þ/
Rh4þ) with cobalt cations, Rh is a good candidate for substitution in the
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misfits. 4d orbitals have to be considered for Rh, instead of 3d and this
could have some influence on the transport properties (the larger exten-
sion of 4d orbitals could favour a better overlap, and thus reinforce
metallicity). The CoO2 layers in cobalt misfits can be partially[76] or
completely substituted by Rh as shown in the Bi-based family.[60] The
transport properties of these rhodates are shown in Figure 4.24.

Due to the larger ionic size of rhodium compared with cobalt, the misfit
ratio is reduced when comparing ‘BiBaRhO’ to ‘BiBaCoO’. Otherwise,
the characteristic results obtained for cobalt misfits are found in the case
of rhodium misfits, with a metallic behaviour (20 mO cm in polycrystals
at 300 K) together with a large thermopower of 95 mV/K at 300 K. Also,
magnetoresistance is reported in these materials below 20 K, positive for
large magnetic fields and negative at low fields,[59] together with a small
negative magnetothermopower. Due to the larger crystal field for 4d than
3d orbitals, Rh is always in low-spin states, and the similarity of results
between the Co and Rh misfits was used as a first clue of the importance
of t2g orbitals to understand the physics of these materials. Moreover,
there exists to our knowledge no report on magnetoresistance and mag-
netothermopower in the case of rhodium oxides, and the CdI2 nature of
the RhO2 layers is most probably again responsible for this, due to a
possible splitting of the carriers into mobile carriers and localised spins.
These results should now be reconsidered and analysed following the
spin polaron model, and related models, which have been developed
since then.

BiSrRhO: A New Layered Structure with a Different Separating Block
Layer Among the different models which have been developed to
understand the transport and magnetic properties of NaxCoO2, one of
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the relevant parameters which has been analysed is the impact of the Naþ

layer and its disorder. The potential created by the Naþ layer could for
example be at the origin of the magnetic correlations.[43] Also, compar-
isons have been performed on the thermal conductivity of these materials,
and a possible reduction in the thermal conductivity induced by the misfit
between the CoO2 and NaCl-like layers has been claimed.[77] The influ-
ence of the block layer is important both from fundamental and experi-
mental points of view. The discovery of new family of compounds is
therefore very stimulating.

By attempting to grow single crystals of BiSrRhO misfits, a new
family of layered rhodates has been discovered. It is composed of the
same RhO2 layers of CdI2 types, but separated this time by wurzite type
layers.[78,79]

Figure 4.25 presents the transport properties of these crystals. A
metallic behaviour is observed from 2 K to 300 K, with � � 1.5 mO cm
at 300 K, and ��T 2 characteristic of a Fermi liquid. A very small
positive magnetoresistance is observed (þ3% at 2.5 and 7 T ). As for
misfits and NaxCoO2, the thermopower presents the same T depen-
dence, with a rather large value of 63 mV/K at 300 K, increasing to
110 mV/K at 800 K.[80] The properties of this material can be compared
with those of ‘TlSrCoO’, with one of the smaller TEP values reported so
far in misfits.

The p-type Delafossite Thermoelectric Oxides The triangular network
of cobalt cations in the CoO2 layers for NaxCoO2 or ‘misfit’ structures
has been the object of intense research in thermoelectricity. Interestingly,
there exists another structure, called delafossite with the AMO2 formula,
which also contains MO2 layers similar to the CoO2 one. The delafossite
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mineral corresponds to CuFeO2. Its rhombohedral structure (space group
R3m) corresponds to the stacking of CdI2-type FeO2 layer separated
by monovalent copper in dumbbell coordination (Figure 4.26).[82] In
fact, there exist numerous compounds of AMO2 formula crystallising in
that layer structure (2H hexagonal delafossites, such as crednerite
CuMnO2, also exist), with monovalent Aþ cation and trivalent M3þ

cations.
Furthermore, depending on the ionic radius of the M cations, the

delafossite structure may incorporate extra oxygen atoms in the
A plane leading to oxygen overstoichiometry AMO2þ	. For example,
this situation is encountered in the CuYO2þd case (see Singh[82] and
references therein), for which the electrical conduction results in the
CuO	 plane and not in the YO2 plane. This is a very different situation

Figure 4.26 Illustration of the CuCrO2 delafossite structure. The CrO6 layers
(shown as polyhedra) are linked through O–Cu–O dumbbells
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as compared with the NaxCoO2 phases. Among the oxygen stoichio-
metric delafossites, those containing cobalt, PdCoO2 and PtCoO2, are
known for their lower electrical resistivities than those of the lamellar
cobaltites (NaxCoO2 or misfit types). From the chemical aspect, the
Co3þ oxidation state of these delafossites is not favourable to charge
delocalisation. However, at room temperature, their electrical resistiv-
ity is only of few mO cm and is associated with low S values (�1 mV/
K) (see Eyert et al.[83] and references therein). In order to understand
the very metallic behaviour of these cobalt-based delafossites, electro-
nic structure calculations are useful. They show that for both PdCoO2

and PtCoO2, the in-plane 4d or 5d orbitals of Pdþ or Ptþ, respec-
tively, are contributing at the Fermi level (EF). In contrast, the CoO2

layers are insulating acting as charge reservoirs for the Pd or Pt metal-
like layers.

Considering that result, the low electrical resistivity (1�10 mO cm at
300 K) in bulk samples of Mg-doped CuCrO2 and CuRhO2 is intri-
guing especially if one considers also the insulating behaviour of the
undoped compound CuCrO2 (�kO cm at room temperature).[81] In
fact, two interpretations were proposed: as Mg2þ is substituted for
Cr3þ, it induces either Cu2þ or Cr4þ, the transport being thus made
either in the Cu or CrO2 planes.[83,84] Both situations supposed a
p-type character consistent with the positive values of the Seebeck
coefficient. But electronic structure calculations show that the most
important contribution at the Fermi level comes from the d-orbitals of
the high-spin Cr3þ (S ¼ 3/2) near EF with a polarisation of the spins.
Such a prediction has been validated by measurements versus applied
magnetic field showing the existence of a negative magnetoresistance
and magnetothermopower (Figure 4.27). Thus, this situation contrasts
with that found in CuYO2þ	 where transport is made in the CuO	

planes.
As shown by the S(T) curves of CuCr1�xMgxO2,[85] for x� 0.02, the S

values are almost unchanged with x, the Mg2þ doping effect increasing
with x for x £ 0.02 (Figure 4.28).

This is explained by inspecting the X-ray diffraction patterns. They
reveal the presence of MgCr2O4 spinel impurities as soon as x� 0.01,
indicating the very limited Mg solubility. The too large cation size mis-
match between Cr3þ (r¼ 0.0615 nm) and Mg2þ (r¼ 0.0720 nm) could
explain this limited range of solubility. Best power factors,
PF� 2� 10�4 W/m/K2, are found for x� 0.02 in CuCr1�xMgxO2.[83,84]

Such low doping levels contrast with the high cobalt oxidation state reach-
able in the NaxCoO2 compounds by varying x. However, considering
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the physical similarity of cobaltates and rhodates with the misfit structures,
the CuRh1�xMgxO2 delafossite series is worth studying. Furthermore,
as the Rh3þ ionic size, r ¼ 0.0665 nm, is closer to that of Mg2þ, up to
12% Mg2þ can be substituted for Cr3þ in CuRhO2.

[86] Also, the starting
material, CuRhO2, is already much more conducting than CuCrO2

(at room temperature, �CuRhO2
� 0.5 O cm and �CuCrO2

� 1 kO cm)
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O2 and (b) enlargement of the S(T) curves for the same compound collected upon
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(Figure 4.29). This could be attributed to the more covalent character of
Rh-O bonds resulting from the more extended d-orbitals.

The magnetism of CuRhO2 and CuCrO2 is also very different
(Figure 4.30), the former exhibiting a Pauli-like paramagnetism contrast-
ing with the antiferromagnetic ordering (TN ¼ 25 K) of the latter.

Electronic structure calculations support the low-spin state of rhodium
in CuRhO2. The t2g 4d orbitals of Rh lie near EF, the eg orbital being
separated by an optical band gap of 0.75 eV. A low-spin state of rhodium
was also observed in the misfit rhodates.[86]

The large Mg2þ solubility and the lack of strong Rh3þ paramagnetism
allow a metal-like behaviour to be induced for all T in the 40�1000 K
range as shown in Figure 4.29 for CuRh0.9Mg0.1O2. At 100 K, the elec-
trical resistivity drops by seven orders of magnitude as one goes from the
CuRhO2 curve to the one of CuRh0.9Mg0.1O2. The �(T) curves exhibit a
metal-to-insulator transition as T decreases from �1000 K. The
characteristic temperature of the � minimum decreases from 800 K down
to 38 K for CuRhO2 and for CuRh0.9Mg0.1O2, respectively. These T depen-
dences differ from the d�/dT < 0 coefficient found in CuCr1�xMgxO2. In
these delafossites chromites, the �(T) curves are fitted with a polaronic
model. The latter is not working in the case of CuRh1�xMgxO2. Instead,
Fermi-liquid behaviours, � / T2, are experimentally observed up to
unusually large T, 900 K in CuRh0.96Mg0.04O2. As expected from the

Figure 4.29 T dependence of the electrical resistivity � for the CuRh1�xMgxO2

series

238 THERMOELECTRIC OXIDES



CuRh3þ
1�2x Rh4þ

xMgxO2 formula, showing the creation of ‘Rh4þ’ holes
with the Mg2þ substitutions for Rh3þ, the Seebeck coefficient values, mea-
sured between 300 K and� 1000 K, are positive with a magnitude that
decreases as x increases (Figure 4.31). The T dependence shows an almost
S/ T linear behaviour for all compositions such as x> 0.01. At 1000 K, S
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decreases from � 320 mV/K to � 170 mV/K as the Mg2þ content increases
from x¼ 0.00 to x¼ 0.10, respectively.

By combining S and �, which depend on T and T2, respectively, one
obtains a S2/� power factor which is rather T-independent. The highest
value is obtained for CuRh0.9Mg0.1O2, with PF �7 � 10�4 W/m/K2 for
all T between 400 K and 1000 K. Such a PF value is much higher than the
highest value of the CuCr1�xMgxO2 series at 800 K, reaching only
PF¼ 1.4� 10�4 W/m/K2. Among the delafossite oxides, this value is
also greater than the value reached in CuFe1-xNixO2 series exhibiting a
maximum of 5.1x10�4 W/m/K2 at 1100 K.[87]

These delafossites, especially those with M¼Cr, Fe, Rh in CuMO2,
exhibit quite large PF values. But their thermal conductivity values are
large, with � values in the range 6 to 10 W/m/K at 300 K.[84] Additionally,
chromium and rhodium are not good candidates for TE applications,
due to their toxicity and high cost, respectively. Of course, delafossites
based on CuFeO2 could be attractive candidates, especially if one
takes into account the promising value ZT¼ 0.14 reported for
CuFe0.99Ni0.01O2.[87] However, a severe reduction of the � values has
to be made. In fact, the excellent fitting between the A and MO2 layers in
these materials of AMO2 formula must favour the phonon propagation.
One possible way to reduce � could be to create some disorder on these
sublattices. With the existence of several kinds of AMO2 delafossites with
the same M trivalent cations but different A monovalent cations (for
instance, fixing M to Co, the following delafossites cobaltites exist:
PtCoO2, PdCoO2, CuCoO2 and AgCoO2), it could be interesting to
prepare AMO2 delafossites containing a mixture of A cations to try to
reduce �.

4.3.3 Degenerate Semiconductors

From the inspection of the ZT(T) graphs showing the data reported for
p- and n-type oxides (Figure 4.6), it is obvious that the p-type layer
cobaltites as the NaxCoO2 or misfist cobaltites exhibit larger ZT values
than the n-type such as the perovskite titanates or the Al-doped ZnO
oxide. Such a difference is linked to the electron-hole asymmetry gener-
ally found in oxides. As mentioned in the case of the layer p-type cobal-
tites, electron correlations create a different physics as compared with the
classical models of degenerate semiconductors. This does not hold in the
case of the n-type oxides mentioned in Figure 4.6.
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4.3.3.1 Perovskite Magnetic Oxides

At first, such an asymmetry can be first explained by the different
electronic configurations of the cations corresponding to electrons and
holes in magnetic oxides. As previously explained in Section 4.3.1, this
can be illustrated by the LaCoO3 or Ca3Co2O6 cobaltites. For both, the
cobalt cations are trivalent (3d6), and at room temperature or below, the
electronic configuration is low spin, with t2g

6eg
0 orbital filling. On the

n-type side, as high-spin state Co2þ cations are created in the Co3þ

matrix, the corresponding t2g
5eg

2 configuration is not favourable to
delocalise an electron from the eg

2 orbital to an eg
0 orbital of a Co3þ

neighbour as this would create two species – a low-spin t2g
6eg

1 Co2þ and
an intermediate spin state t2g

5eg
1 Co3þ – different from the starting

species. In contrast, the process of moving a hole, from low-spin state
Co4þ (t2g

5eg
0) to Co3þ (t2g

6eg
0) can be thermally activated in the t2g

orbitals (Figure 4.15). This explains the lower electrical resistivity
values measured in hole-doped cobaltites as compared with their
n-doped counterparts. Such an effect, called ‘spin blockade’, has been
also used to explain the change of electrical resistivity at the spin-state
transitions of ordered perovskite cobaltites. However, the direct con-
sequence of it for the search for TE candidates is that it is hardly
conceivable to use the same starting compound to form the n- and
p-type pairs of TE legs in all oxide TEG. This would have been of
great technological interest as in that case the respective dilatation
coefficients of n- and p-legs would have been similar, avoiding the
possible crack formation due to thermomechanical strains.

Keeping in mind the problem linked to the cobalt oxidation states on
each side of the trivalent cobalt, it is rather interesting to explore the
oxides in which the dn magnetic cations allow an electron conduction at
the level of the eg orbitals. Such an idea is inspired by the n-type metalli-
city of tetravalent perovskite cobaltite such as SrCoO3�	.

[88] In the latter,
the oxygen nonstoichiometry, 	�0.05, is responsible for the electron
creation (‘Co3þ’) in the Co4þ matrix. The much lower resistivity, �300 K

< 1 mO cm, is explained by the higher cobalt spin states than those in
LaCoO3 or Ca3Co2O6 cobaltites containing trivalent cobalt cations. In
fact, the higher cobalt spin states in SrCoO3�	 are responsible for the
charge delocalisation in the eg orbitals rather than in the t2g ones. In that
respect it was tempting to study the isostructural Ca1�xLnxMnO3 per-
ovskite manganites. Starting from CaMnO3 , the motion of an electron in
this matrix of Mn4þ consists in moving an eg

1 electron in the empty eg

orbitals of the t2g
3eg

0 Mn4þ neighbours.
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Although such a doping is very efficient for instance in the
Ca1�xSmxMnO3 series to decrease the electrical resistivity,[89] we have
to also consider the Jahn-Teller effect of the trivalent manganese cations
in the Mn3þO6 octahedral coordination, which renders the electronic
transport polaronic. Nevertheless, at low doping, when the polaron con-
centration is low enough, the temperature dependence of the electric
resistivity is metal-like and also that of the Seebeck coefficient showing
an S/T behaviour (Figure 4.32).

Accordingly, their physics can be explained by the model used for
classical TE materials, using the Mott formula (Equation 4.17). Such T
dependences contrast with the rather T-independent behaviour observed
for the hole-doped cobaltites, rhodates and ruthenates. Obviously, for the
TE applications, the metal-like behaviour of the electron-doped manga-
nites is interesting. Measurements up to high temperature (>1000 K)
reveal that the linear regimes are sustained, yielding an increasing PF
with T. The highest ZT values for such manganites reach ZT ¼ 0.3 at
1000 K for Ca0.97La0.03MnO3. This explains why dense ceramics of these
compositions have been used as n-legs of TEG[90]as discussed in the last
part of this chapter.

One of the limiting factors for the use of these electron-doped manga-
nites is their too high thermal conductivity values, which is near �¼10
W/m/K at 300 K for the x¼ 0.05 best composition in the Ca1�xSmxMnO3

series.[91] In order to reduce �, several strategies could be used to limit the
phonon propagation, such as creating the electron doping by substitu-
tions at the manganese site by using M cations with oxidation state
greater than four. Examples are given by the two series
CaMn1�xMoxO3 or CaMn1�xNbxO3 in which molybdenum and nio-
bium are hexavalent and pentavalent, respectively.[92] Along such
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substitutions, the oxygen content is kept unchanged so that Mn3þ species
are created. The presence of scattering centres at the metal site is believed
to reduce the phonon propagation. As shown for the Nb-doped series,
this effect can be concomitant to that induced by grain size reduction.[93]

Both factors have been invoked to explain their low thermal conductivity
�� 1 W/m/K at 800 K, leading to ZT values reaching 0.3 at 800 K.

From that study of electron-doped perovskite manganites, we learn
that oxides with empty electronic bands which can be partially filled by
doping are in principle the best candidates as n-type legs. In the following,
several examples among the best n-type oxides have been chosen to
illustrate that point.

4.3.3.2 From Transparent Conducting Oxides to Thermoelectric
Oxides

Doped In2O3 For the development of new display screens or photo-
voltaic cells, the search for conducting and transparent oxides is an
important challenge. Among these materials, indium tin oxide
In2�xSnxO3, crystallising in the bixbyite structure, is one of the most
famous.[94] The key physical property of this class of materials is the
existence of a large bandgap necessary for the optical properties, between
the 5s0 empty conduction band from In3þ and the 2p6 filled valence band
formed by the oxygen anions O2�.[95] Doping In3þ by Sn4þ (the so-called
ITO) creates donors located in an impurity band below the 5s0 conduc-
tion band. This leads to a degenerate semiconductor. Accordingly, such
materials can also be viewed as classical TE materials. A similar doping
effect can be achieved by creating oxygen defects following the formula
In2O3�2x.[94] This is known to induce, at room temperature, an electrical
resistivity reduction by three orders of magnitude from �1 O cm to
�1 mO cm. Nevertheless, one major chemical problem with ITO lies in
the preparation requiring reducing conditions such as treatments in H2

flow. As reduction to the metal state is difficult to avoid by such reducing
conditions, the synthesis reproducibility of these ceramics is made diffi-
cult. This difficulty can be avoided by using solid-state reaction in air
for co-substituted indium oxides, such as In2�xMx/2Snx/2O3 where
the divalent M cations (M¼Zn, Cu, Ni, Mg, Ca) compensate the
tetravalent state of tin.[96] Although such substitution is supposed
to preserve the electroneutrality, the synthesis in air of such
ceramics has been shown to be an efficient way to dope In2O3. At room
temperature, an electrical resistivity as low as 0.4 mO cm has been
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measured for In1.9Cu0.05Sn0.05O3. Such an effect can be explained only
by nonstoichiometry effects: the divalent and tetravalent cations having
different solubility, the larger amount of Sn4þ compared with Cu2þ is
supposed to create the electron doping.

In the following, we will see that the existence of the solubility limit for
the doping cations at the indium site of In2O3 is advantageous to enhance
the thermoelectric properties in air-prepared ceramics. This is particu-
larly true for In2�xGexO3, in which tetravalent germanium is substituted
for trivalent indium.[97] In contrast to the large Sn solubility at the In site
of ITO, the solubility of Ge is limited to x¼0.01. Nevertheless, a sig-
nificant level of doping can be achieved. By increasing x from x¼ 0.000
to x¼ 0.002, the electrical resistivity at 300 K is decreased from 15 mO
cm to 2 mO cm. A lowest value, �� 0.7 mO cm, is even reached for
x¼ 0.015 (Figure 4.33). However, beyond this x value, as the solubility
limit is overshot, � increases with x. This means that for such Ge nominal
contents, the samples are no longer single phase. Thus, they can be
described as composite materials with a secondary phase, In2Ge2O7.

Correspondingly, as the charge-carrier concentration (n) does not
change for x � 0.015, the Seebeck coefficient, which is proportional to
n�2/3, tends to become x independent. As the T dependence of � is linear,
and the jSjmagnitude increases with T, the combination of S2 and �, leads
to power factor values which are increasing linearly with T. The best
composition corresponds to x¼0.01, with PF� 8�10�4 W/m/K at
1000 K against PF�2.2� 10�4 W/m/K for In2O3 prepared in the same
conditions.
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Figure 4.33 T-dependent electrical resistivity of the compounds with nominal
composition In2�xGexO3
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One other important consequence of the composite nature of
In2�xGexO3 for x> 0.01 is the thermal conductivity reduction accompa-
nying the x increase (Figure 4.34).

This has to be compared with the microstructure studied by scanning
electron microscopy. It reveals the existence of microdefects, voids and
In2Ge2O7 inclusions whose amount increases with x, dispersed in the Ge-
doped In2O3 matrix. Such defects limit the phonon propagation and are
responsible for the thermal conductivity decrease at room temperature
from l�10 W/m/K for x �0.01 to l� 3.5 W/m/K for the composite of
nominal composition In1.8Ge0.2O3. Thus, the highest ZT value reaching
ZT¼ 0.46 at 1273 K is obtained for the composite In1.8Ge0.2O3. As
shown in the ZT(T) graphs compiling the data of oxides (Figure 4.6), it
is the highest value reached for a n-type oxide. When compared with the
TE materials of higher ZT, such as skutterudites or ‘LAST’ alloys,
although the ZT values of the indium doped oxides are smaller, their
chemical stability in air at high T (up to 1200 K) makes them attractive.

Doped ZnO ZnO is a simple oxide crystallising in the hexagonal
wurtzite structure. This oxide shows a broad spectrum of properties
and has been the subject of intensive research for applications as a
photocalyst, a magnetic semiconductor and also very recently as a
piezoelectric.[98] For electronic properties, the doped ZnO oxides
exhibit a n-type character. It is also a TCO with a bandgap of �3.5 eV
which is used in applications such as photovoltaic cells or flat
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displays. Basically, its physics can be compared with that of In2O3: Zn2þ

has 3d10 filled orbitals and the pseudogap is in between the O2– 2p
orbitals (valence band) and the empty 4s0 orbitals (conduction band) as
compared with 5s0 for In3þ.

The most famous study of doped ZnO for TE purpose was reported by
Tsubota et al.,[99] who showed that in the Al3þ-doped ZnO series, a ZT�
0.3 at 1273 K is reached for air-prepared ceramics Zn0.98Al0.02O. As
shown in Figure 4.35, the Al3þ doping, expected to create donor levels
(electrons) to the conduction band, strongly reduces the electrical resis-
tivity (�) as compared with ZnO. At RT, � decreases by more than 3
orders of magnitude, the semiconducting behaviour of ZnO being
replaced by almost T independent � values.

Accordingly, the absolute value of jSj decreases from �345mV/K
to �100 mV/K for ZnO and Zn0.98Al0.02O, respectively.[100] As in the
case of ITO, the jSj values increase with T leading to high power factor
values, PF reaching 15� 10�4 W/m/K for Zn0.98Al0.02O at 1273 K.[99]

Focusing on the small x values in Zn1�xAlxO, it can be observed that the
x¼ 0.01 composition exhibits minimum values of � (Figure 4.35) and
S (not shown). This nonmonotonous variation of the properties with x is
related to the Al3þ solubility limit. Indeed, the X-ray diffraction patterns
show the presence of a ZnAl2O4 spinels impurity as soon as x¼ 0.01
(Figure 4.36).

This very reduced Al3þ solubility limit can be compared with the Ge4þ

doping in In2O3.[97] Hall coefficient measurements support this limit of
solubility as the maximum electron concentration, 7.7�1025m�3, is
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reached for Zn0.99Al0.01O.[99] The limiting factor for having a high ZT is
coming from the too high thermal conductivity of these oxides, as high as
�� 40 W/m/K at room temperature for Zn0.98Al0.02O. Nonetheless,
these values decrease as T increases, reaching �� 5 W/m/K at 1273 K.
Combining the power factor and � values of Zn0.98Al0.02O, one obtains
ZT¼ 0.3 at that temperature. It must be emphasised that the Al3þ effi-
ciency to create electrons in ZnO is not unique. A study of doped thin
films showed that in the same group of the periodic table, Ga3þ and In3þ

are also interesting dopants.[101] The comparison of their �(T) and S(T)
curves measured for ceramic samples prepared in air confirms this simi-
larity. As in the In2O3 case, the comparable electronic configurations of
Ga3þ and In3þwith Zn2þ, with empty or filled d-orbitals, but with s or p
empty orbitals, appear to be an important factor. Furthermore, as these
cations can also adopt a tetrahedral coordination as Zn2þ in the wurtzite
structure, their substitution for zinc is, in principle, possible. This doping
effect is much less pronounced for magnetic transition metal elements
such as M¼Cr, Fe, Co (3d) or Rh (4d), these compounds for
Zn0.99M0.01O nominal compositions exhibiting much higher � values
than those induced by M¼Al, Ga and In.

Figure 4.36 Powder X-ray diffraction of samples with Zn1�xAlxO nominal
compositions. The circular symbol corresponds to ZnAl2O4 impurity, the latter is
detected even for x¼ 0.01. From top to bottom, the spectra correspond to x¼ 0.00,
0.01, 0.02, 0.03 and 0.05
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In the future, a special care would have to be taken in order to tune
more finely the doping level in these ZnO oxides. And, as the solubility
limit of these doping elements appears to be very limited, the possibility to
reduce the thermal conductivity by using the composite nature for doping
contents beyond the solubility limit would deserve a special attention in
order to try to enhance the ZT values of doped ZnO.

4.3.3.3 Back to Perovskite 3d Oxides: Doped SrTiO3

As concluded in the section devoted to perovskite magnetic oxides, the use
of empty t2g or eg orbitals to reach both high S value and low electrical
resistivity is an interesting route. This is illustrated by the doped SrTiO3

perovskite titanates.[102] SrTiO3 crystallises in a cubic structure and its
insulating state, characterised by a large dielectric constant, is used in high-
voltage capacitors. This oxide is also extensively used as substrate for
epitaxial growth of superconducting cuprate thin films, as the unit-cell
parameters of the latter fit well with those of the former. It must also
be pointed out that, for charge injection purposes, conductive substrates
obtained by doping SrTiO3 can also be used. For instance, the Nb5þ (4d 0)
cation can be substituted for Ti4þ (3d0) to create ‘Ti3þ’ electrons (3d1), i.e.
to inject electrons in the empty t2g orbitals.[103] Moving to bulk perovskite
titanates, in the series Sr1–xLaxTiO3, the trivalent lanthanum substitution
for divalent strontium has been also shown to be an efficient way to create
‘Ti3þ’ electrons in the threefold degenerated t2g orbitals.[102]

Measurements made on crystals showed that PF values up to 36 � 10�4

W/m/K2 could be reached at room temperature for compositions corre-
sponding to x� 0.08 in Sr1�xLaxTiO3. At such ‘electron’ carrier density
(�1021 cm�3), the resistivity is metallic with �RT�1 mO cm and the
thermopower is S300 K �� 150 mV/K with absolute values that increase
with T. Although the PF values at room temperature of these perovskite
titanates are similar to the classical (non-oxide) TE materials such as
Bi2Te3, their performances are limited by their too high thermal conduc-
tivity values (��12 W/m/K for Sr0.95La0.05TiO3, ZT ¼ 0.09 and 300 K).
As the weak point of these materials is their too high � values, different
strategies have been developed to increase their Seebeck coefficient values.

Following the ideas developed by Dresselhaus and others, which are
based on the fact that the dimension reduction of a TE material induces
an increase of the slope of the density of states at the conduction band
edge responsible for a S increase, nanosize intergrowths of conducting
layers of doped SrTiO3 with insulating layers have been studied. Such
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structures are natural in the case of the Ruddlesden–Popper series
Srnþ1TinO3nþ1 or can be artificially created by layer-by-layer thin film
deposition techniques. Superlattices have been realised by growing inter-
growths of insulating SrTiO3 and conducting Sr0Ti0.8Nb0.2O3 perovskite
layers.[103] When the thickness of the conducting layers was reduced to
the nanoscale (�1.56 nm corresponding to four unit cells thickness of
doped SrTiO3), the absolute value of |S| was enhanced to reach up to
1300 mV/K for a charge carrier concentration of 1021 cm�3 against 200
mV/K in single crystals of SrTiO3 with the same level of doping.

Although very promising, such epitaxial heterostructures cannot be
used in TEG under very large T gradients (DT>> 100 �C) as the T
gradient cannot be set for such thin films. At present, no high ZT values
have been reached in bulk 2D natural structures as in the Ruddlesden-
Popper titanate phases, the latter having ZT� 0.15 at 1000 K as for
Sr2.85La0.05Ti2O7 (see Ohta et al.[103] and references therein).

However, there remain numerous oxide candidates to be studied with
low-dimensional structures where the electron doping can be tuned via
chemical substitutions, as in vanadates, molybdates etc., by adding an
electron in empty d-orbitals of the metal.

4.3.4 All-Oxide Modules

The main goal of the thermoelectric oxides research is their use as pairs of
n- and p-type legs in TEG to convert a part of the waste-heat going
through the module into electricity. As given in Section 4.2.1, the effi-
ciency of a TEG is the ratio of the produced electrical power to the heat
flux entering at the hot side and passing through the TEG. It depends not
only on the figure of merit of the materials, but also on the quality of the
electrical and thermal contacts, the shape of the legs, the properties of the
frames used at the hot and cold side, etc.[104] Knowing the physical
parameters of the legs soldering and frames, one can calculate a theore-
tical efficiency which can be compared with the measured one. Their ratio
allows definition of the manufacturing factor (MF). Thus, MF is the
important quantity qualifying a TEG assembly. Due to the problems
linked to the electrical contacts to be made in between the legs and to
the presence of thermomechemical strains, the manufacturing factors of
home-made TEG are usually not very high (<60%) and also not very
reproducible from module to module, with MF values varying from
�10% to 60%. For instance, a module of 18 pairs with a misfit cobaltite
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Ca2.75Gd0.25Co4O3 (as p-type) and a perovskite manganite
Ca0.92La0.08MnO3 (as n-type), using Pt paste and wire as electrical sol-
dering and connections (Figure 4.37), led to a manufacturing factor of
only 53% due to a too high internal resistance coming from the bad
quality of the electrical contacts. Such a module under a gradient of 390 K
allowed the production of 39 mW.

Other pairs of cobaltite and perovskite nickelate as n-type have been
assembled in modules where the electrical contacts were made by using
silver paste charged with a powder of these oxides to improve the elec-
trical contacts. With one pair of these materials, a power of 80 mW
was delivered for a 500 K gradient. Larger output power values, reaching
340 mW have been also obtained by using more pairs.

At present, the low output power values obtained by using all-oxide TE
modules come first from the too low ZT values of the oxide legs. For
instance ZT values near � 1 can be reached in the case of layered cobal-
tites but such materials need a texturation process to align the crystal-
lographic planes in order to benefit from the superior in-plane properties.
Using such anisotropic materials without grain alignment yield ZT� 0.2
values near 1000 K which strongly reduce the possibilities of electricity
generation. The other important limitation lies in the resistance contacts

Figure 4.37 Picture of an all-oxide module with misfit cobaltite and perovskite
manganite as p- and n-legs. A one euro coin is also shown for sake of size comparison
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at the oxide–metal interfaces which are in the range of several mO cm2 for
the specific resistance of these contacts. Such values are two orders of
magnitude higher than in classical, commercial-based TEG.

Although these points create severe limitations for short-term applica-
tions, the test of all-oxide modules has proved that large DT gradients up
to � 600 K can be applied on such modules, and, interestingly, that the
performances of these TEG are reproducible after several cycles. Many
research groups are putting efforts in this field.

4.4 CONCLUSION

In this chapter, we have tried to give an overview on the emerging field of
thermoelectric (TE) oxides. Dealing with this class of materials,
the first important conclusion lies in the physics difference between the
p- and n-type TE oxides. As a large part of that research has been devoted
to the p-type NaxCoO2 layer cobaltates and derived phases, one major
output lies in the important role played by the electronic correlations.
Usually the physics of conventional TEs is based on models of degenerate
semiconductors and thus strongly correlated materials have opened new
perspectives for the search of TE materials.

The cobaltates behave as mixed-valent heavy fermions, with two
bands, broad and narrow, responsible for the metallicity and large
Seebeck coefficients, respectively. The origin of the coexistence of these
localised spins and itinerant carriers is still under investigation, but this
possible decoupling is very promising to optimise the TE properties.

This situation contrasts with the results obtained for the n-type TE
oxides: their physics is very similar to that of degenerate semiconductors.
Beating the current ZT values of	 0.3 for this class of oxides necessitates
developing new strategies. As for the composites In2�xGexO3, a decrease
in the thermal conductivity can be induced by the presence of nano- or
micro-inclusions that limit the phonon propagation. A second route
consists in using the spin/orbital degeneracy term, working in the p-type
oxides, to add an extra contribution to S. This could be achieved by
mixing the d0 or d10 cations of the n-type with magnetic cations.

Finally, the possibility to create artificial superlattices to control
the thickness of the conducting layer in order to take advantage of the S
increase with the structure dimensionality decrease is also a promising
route to enhance the figure of merit of oxides. This should help the solid
state scientist in designing bulk TE oxides to use in TEG of the future.
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5.1 INTRODUCTION

Transition metal oxides constitute an interesting and widely investigated
class of compounds in solid state and materials chemistry.[1, 2] They form
the basis of solid state chemistry for the study of structure, composition and
various physical and chemical properties[2] that are not only of fundamental
importance, but have technological applications. The important properties
of these materials include superconductivity, ferromagnetism, magnetore-
sistance, half-metallicity, catalysis, nonlinear optical property, ferroelectri-
city and multiferroic property; all are of current immense interest.

This chapter will provide the readers a brief overview of the phenom-
ena of magnetoresistance (MR) and half-metallicity (HM). First, we will
introduce the concepts and development of the phenomenon of MR. In
describing MR more specific terminologies like the giant magnetoresistance,
colossal magnetoresistance and tunnelling magnetoresistance effects will
be introduced. Particular mention will be made of the class of materials
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where the discovery or the prediction of the phenomenon was made for
the first time. The second part of the chapter will outline the first theore-
tical prediction of HM in Heusler alloys and later its occurrence in
various transition metal oxides including the double perovskites. In the
third part of the chapter, the double perovskite family will be emphasised
in the light of their half-metallic and magnetoresistive properties. The
crystal and electronic structure of double perovskites, their half-metallic
property along with ferro/ferrimagnetism (with characteristic Curie tem-
perature, TC) and the relationship of high transition temperature (TC)
with the MR will be discussed. In this section, we also make an attempt to
draw interrelationships between high TC, HM and room temperature
MR with a futuristic view of the field towards potential materials dis-
covery. The chapter concludes with a new emerging field of electronics,
namely, ‘spintronics’[3] where the half-metallic and magnetoresistive
properties are capitalised for the new generation of electronic devices
and technological applications.

5.2 MAGNETORESISTANCE: CONCEPTS AND
DEVELOPMENT

5.2.1 Phenomenon of Magnetoresistance:
Metallic Multilayers and Anisotropic
Magnetoresistance (AMR)

The MR can simply be defined as change in electrical resistance of a
material on application of an external magnetic field. Thus, MR can
broadly be defined as the relative change in resistance of a material on
application of magnetic field according to Equation 5.1:

MR¼ ½�ðHÞ � �ð0Þ�=�ð0Þ ð5:1Þ

where �(H) and �(0) are the resistivities in the presence of a magnetic field
(H) and at zero magnetic field, respectively. It is usually represented as a
percentage ratio. Therefore, the MR in Equation 5.1 is also presented as
MR¼ 100 � [�(H) � �(0)] / �(0). According to this definition the MR
can have a maximum value of 100%.

The MR effect was discovered by Lord Kelvin in 1857,[4] first in iron
and then in nickel. The change in resistance was initially very low, but
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later he showed that the change in resistance can be higher when the
applied magnetic field direction is switched between parallel and per-
pendicular to the direction of electrical current. The respective resistiv-
ities were denoted as �|| and �?. This effect was referred to as
anisotropic magnetoresistance (AMR), while the previously observed
small magnetoresistance was called an ordinary magnetoresistance
effect, which is exhibited by many metals. The name ‘anisotropic’
signifies the directional differences in resistivities (�|| vs �?) for currents
flowing parallel and perpendicular to the direction of magnetisation.
The read head sensors based on the AMR effect were first introduced in
1992 and until 1997[5] it was the most widely used technology in the
fabrication of magnetic read heads of hard disk drives and magnetic
sensors.

5.2.2 Giant Magnetoresistance (GMR) Effect

The discovery of the phenomenon of giant magnetoresistance (GMR)
was made independently by the French scientist Albert Fert and the
German scientist Peter Grünberg at the same time in 1988.[6, 7] In their
experiments with metallic multilayers (Fe/Cr/Fe) they both demonstrated
a huge change in resistance while aligning the magnetisation of adjacent
Fe layers by application of magnetic fields and simultaneously measuring
the transmission of conduction electrons through the thin Cr-layers. Since
the change in resistance was huge in this case, i.e. much greater than what
was previously observed in the AMR effect, it was therefore named the
GMR effect. For this achievement Fert and Grünberg received the 2007
Nobel Prize in Physics.

In their work, Baibich et al.[6] considered spin-dependent transmission
of conduction electrons through the thin Cr-layers between the ferromag-
netically coupled Fe layers as the origin of the GMR effect in the super-
lattice structures (Figure 5.1). The MR as observed in Fe/Cr multilayers is
shown in Figure 5.2. The figure significantly shows the decrease in
resistance as the magnetic field strength is increased and it becomes
almost constant when the field reaches the respective saturation
magnetisation value. At the same time, Binasch et al.[7] investigated the
resistivity behaviour of multilayers made of the same metal combinations
as used by Baibich et al. but with antiferromagnetically coupled
Fe-double layers separated by Cr spacer layer. Figure 5.3 depicts the
relative change of resistivity when the field is scanned throughout the

MAGNETORESISTANCE: CONCEPTS AND DEVELOPMENT 259



hysteresis loop. The resistivity difference,D�, is the (���||), where �|| is the
resistivity for saturation magnetisation parallel to the (100) direction
(which was the long axis of the sample/easy axis of magnetisation for
their film). The figure also shows the AMR effect for a 25 nm thick single
Fe film. While the single Fe film showed only the AMR effect (negative
MR values), the Fe-Cr-Fe film showed MR both due to the AMR (nega-
tive) and antiparallel alignment (positive) of Fe layers. The zero in the
plot indicates the MR at �¼ �||.

Fe

Fe

Cr

x

yz

Fe

Cr

Fe

Figure 5.1 A schematic diagram of ferromagnetic (parallel) and antiferromagnetic
(antiparallel) exchange coupled (Fe/Cr/Fe) multilayer structure. For the application of
field and measurement of current, the x- and y-directions are considered as in-plane
(IP) and z-direction as perpendicular to the plane of the multilayers

R/R (H = 0)

(Fe 30 Å/Cr 18Å)30

(Fe 30 Å/Cr 12Å)35

(Fe 30 Å/Cr 9Å)60
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30 40–40 –30

Hs

Hs

Figure 5.2 Magnetoresistance of Fe/Cr(001) multilayers at 4.2 K. The direction of
current and magnetic field both are along (110) axis in the plane of the layers.
Reprinted with permission from Baibich et al., 1988 [6]. Copyright (1988)
American Physical Society
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Soon after their discovery there was phenomenal development in the
field of magneto-electronics, which revolutionised the field of electronics
especially in the miniaturisation of hard disk drive read heads based on
magnetoresistive effect. In the technological front, the AMR sensor based
read heads of hard disk drives (HDDs) were replaced by GMR sensors in
1997 and paved the way for a huge increase in the areal recording density
by more than two orders of magnitude (from � 1 to � 600 Gbit/in2 in
2007).[3] The discovery and development of the GMR effect introduced
the emerging concept of ‘spintronics’; where the electron spins of the
spintronic material are manipulated for application in new quantum
computers.[8]

5.2.3 Colossal Magnetoresistance (CMR) in Perovskite
Oxomanganates

After the discovery of GMR in metallic multilayers in the late 1980s, MR
effects even larger than GMR were reported in 1993 by von Helmolt
et al.[9] and others[10] and a little later (in 1994) by Jin et al.[11] in a class of
compounds known as the perovskite oxomanganates with the general
formula Ln1�xAxMnO3 (where Ln¼ lanthanide and A¼ alkaline earth

1.5

–1500 –1000 –500 0 500

(d)

Fe 250 Å

1000 1500

B0 (10–4 T)

1.0

0.5

0

R
/R

  (
%

)

Figure 5.3 Magnetoresistance of Fe double layers with antiferromagnetic coupling
compared with the anisotropic MR of a 250 Å thick Fe film. Reprinted with
permission from Binasch et al., 1989 [7]. Copyright (1989) American Physical
Society
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metal). In addition to thin films, these effects are also observed in poly-
crystalline[12] and single crystal[13] materials. This phenomenal increase
of MR in oxomanganates was called colossal magnetoresistance (CMR)
to distinguish it from GMR in granular and metallic multilayered materi-
als. In oxomanganates, this dramatic decrease of resistance when exposed
to magnetic fields gives a negative MR value according to Equation 5.1. It
should be noted that the colossal values of MR reported in the literature
with the MR defined as [�(H)��(0)]/�(H), or 100 � �(0)/�(H) instead of
the equation, MR¼ 100 � [�(H) � �(0)]/�(0) used conventionally for
multilayers, where the MR can never exceed 100%. Although, with the
conventional definition, the MR values in oxomanganates were enor-
mous compared with those in metallic multilayers (GMR materials), such
high MR effects were obtained only with very large applied magnetic
fields [several teslas (T); T¼ 10000 gauss], which limited potential tech-
nological applications of oxomanganates.

Most of the CMR oxomanganates are based on the parent perovskite,
LaMnO3, an antiferromagnetic (AFM) insulator. When LaMnO3 is doped
with alkali metal cations forming La1�xAxMnO3 (A¼Ca, Sr, Ba), x
amount of the Mn3þ(d4) is oxidised to Mn4þ (d3) (considered as holes
containing one less electron than Mn3þ) and the material becomes a ferro-
magnetic (FM) metal (for example, La1�xSrxMnO3 with x� 0.17).[14] One
can also have extensive cation deficiencies of both the A and transition
metal sites that can induce dramatic effects in the electrical and mag-
netic properties. These FM perovskites have been known since 1950.[15]

Their ferromagnetic properties were explained by the so-called double
exchange (DE) mechanism of Zener, de Gennes, and Anderson and
Hasegawa.[16] It was the discovery in 1994 of the very large MR effect
in oxomanganates that created the immediate resurgence of interest in
this class of compounds.[12, 17] Although it was realised that, in both
multilayers and oxomanganates, the spin-polarised transport is respon-
sible for such large MR, the origin of such behaviour in the oxomanga-
nates was entirely different. Subsequently, the field of oxomanganates
turned into a very active and rich area of research where the funda-
mental understanding of the complex interplay between the lattice,
phonons, charge and spin was investigated. In addition the potential
of these compounds for low field magnetoresistance and room tempera-
ture applications is explored. Furthermore, apart from the perovskite
oxomanganates, CMR is also exhibited by other manganese containing
transition metal oxides. For example, the Ruddlesden-Popper layered
perovskites RE1þxSr2�xMn2O7 (where RE¼ rare earth metal) and the
pyrochlore Tl2Mn2O7 systems also show large MR.

262 TRANSITION METAL OXIDES



5.2.4 Tunnelling Magnetoresistance (TMR) and Magnetic
Tunnel Junctions (MTJ)

The discovery of tunnelling magnetoresistance (TMR) dates back to the
1970s when spin-dependent tunnelling experiments were performed by
Tedrow and Meservey,[18] Jullière,[19] and later in the early 1980s by
Maekawa and Gäfvert,[20] but the magnitude of TMR in these experiments
was very small. However, large TMR at room temperature was observed
more recently by Moodera et al.,[21] and Miyazaki and Tezuka.[22] In its
most elementary form a TMR system is obtained when the nonmagnetic
barrier layer of a multilayer GMR stack is replaced by an insulating (IS)
layer between two FM layers. Such a multilayer stack of FM/IS/FM con-
stitutes a magnetic tunnel junction (MTJ) across which the tunnelling
current is measured. The TMR can be defined as a dramatic change in
tunnelling current in MJJ when the relative magnetisations of the two FM
layers change their alignment.

The TMR of a junction is related to the spin polarisation of the two
electrodes. In the simple model of Jullière[19] the TMR ratio, i.e. the ratio
of the resistance change between the antiparallel and the parallel state
(R"# – R"") to the resistance in the parallel state R"", is directly related to
the spin polarisation of the two ferromagnetic electrodes by:

TMR¼½R"# �R "" �=R "" ¼ 2P1P2=½1� P1P2� ð5:2Þ

where P1, P2 are the spin polarisations of the two electrodes. In this
scenario, the spin polarisation, Pi, is related to the difference between
the density of states at the Fermi level (EF) of the majority and minority
spin electrons as:

Pi ¼½N"ðEFÞ �N# ðEFÞ�=½N"ðEFÞ þN#ðEFÞ� ð5:3Þ

According to Equation 5.3, materials with high spin polarisation will lead
to huge TMR ratios.

5.2.5 Powder, Intrinsic and Extrinsic MR

In addition to the above description of MR as AMR, GMR, CMR and
TMR, other types of terminologies are also used. An MR is also called
powder MR (PMR) when measured on a compact pallet of compressed
powders. This is similar to the TMR experiment described above, where
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the contact regions between the grains act as barrier layers (tunnel bar-
riers). The magnetic orientations of individual grains are random in the
absence of an applied magnetic field (H) leading to a high resistance.
With application of an external magnetic field the magnetic domains of
the grains are oriented in the field direction, leading to a decrease in
resistance in accordance with the tunnelling process. This is also known
as grain-boundary MR and occurs in many conducting oxides like, CrO2,
Tl2Mn2O7 and Fe3O4; including the ordered double perovskite,
Sr2FeMoO6.

Moreover, in case of the CMR of polycrystalline bulk ceramics, the MR
originates from intrinsic and extrinsic effects. The intrinsic MR arises due
to intragrain effects (related to the intrinsic interactions in the material)
and is maximised close to a ferromagnetic-paramagnetic transition tem-
perature (TC). The extrinsic MR occurs due to transport through barriers
(intergrain effect) and higher MR is observed in a wide range of tempera-
tures below TC and at low fields. Materials that show extrinsic MR are, in
general, highly spin polarised, i.e. the carriers are either mainly of up-spin,
or down-spin character. This extrinsic MR is believed to be due to spin-
polarised tunnelling (SPT) or spin-dependent scattering (SDS) processes at
grain boundaries.[23] The extrinsic MR appears in polycrystalline materials
as well as in artificial structures. According to Equation 5.3, when the spin
polarisation, P¼1, the material becomes fully spin-polarised and a com-
pletely new type of material appears known as a half-metal.

5.3 HALF-METALLICITY

5.3.1 Half-Metallicity in Heusler Alloys

The concept of half-metallicity was first introduced by de Groot and co-
workers in the early 1980s based on their band structure calculations on
Mn based Heusler alloys NiMnSb.[24] Figure 5.4 shows the band struc-
tures of NiMnSb, where the majority-spin electrons are conducting,
while the minority-spin electrons are semiconducting. This leads to a
situation where the conduction electrons are 100% spin-polarised at
the Fermi level (EF). At the same time, Kübler et al. also recognised nearly
vanishing minority-spin densities at the EF and suggested peculiar trans-
port properties in Heusler alloys.[25] However, 100% spin-polarisation
was not observed in the initial spin-polarised photoemission studies on
NiMnSb.[26]
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The phenomenon of half-metallicity has gained much interest in order
to understand the unusual band structures in various classes of materials
and their potential applications in future electronic devices. For example,
zinc blend pnictides and chalcogenides (e.g. CrAs) are another class of
non-oxide materials (apart from Heuslers) in addition to the many oxide
classes that are potentially half-metallic materials. Alkali metal doped
rare earth oxomanganates, (RE1�xAxMnO3), rutile-CrO2, spinel-Fe3O4

and Sr2FeMoO6 double perovskite oxide are examples of important half-
metallic oxides.

5.3.2 Half-Metallic Ferro/Ferrimagnets, Antiferromagnets

Similar to the prediction of half-metallic ferromagnetism (HMF)[24] in
Heusler alloys with integer magnetic moments and 100% spin polarisa-
tion, another new class of materials known as half-metallic antiferro-
magnets (HMAFM) were also predicted (in V7MnFe8Sb7In)[27] where
the half-metallicity is retained with a zero net magnetic moment. These
HMAFM should not be confused with the conventional antiferromag-
nets. The antiferromagnetism in this class of materials is of a truly new
nature in the sense that in normal antiferromagnets the electronic
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minority-spin direction (left). The middle panel shows the density of states curve
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structure in the two spin direction are identical by symmetry with no
polarisation of conduction electrons, whereas in HMAFM, the half-
metallic nature (band gap in one spin channel while the other channel
is conducting) prevents such symmetry criteria between the spin-up and
spin-down states due to the presence of a band gap in one spin chan-
nel.[27] Moreover, due to the gap at EF for one spin channel, the spin
magnetic moment is an integer, which results in zero macroscopic
magnetisation when the up and down spin moments cancel exactly.
Thus, the HMAFM is a nonmagnetic metal, but its conduction electrons
are perfectly spin-polarised. In addition, half-metallic ferrimagnetism
was also predicted in a full Heusler compound, Mn2VAl, with the
minority-spin channel being responsible for conduction.[28] The HMF
and HMAFM also have been predicted in the double perovskites that
are discussed in detail in Section 5.5. The HMAFM is of interest due to
its possible application as a probe in spin-polarised scanning tunnelling
microscopes (SP-STM) without disturbing the spin character of sam-
ples. The HMAFMs are also expected to play a major role in the
realisation of spintronic devices that utilise the spin polarisation of the
conduction electrons.

5.4 OXIDES EXHIBITING HALF-METALLICITY

5.4.1 CrO2

Chromium dioxide (CrO2) was long known and widely used in industry
for the manufacture of magnetic recording tapes.[29] It is one among very
few oxides that exhibit both metallic conductivity and ferromagnetism
(FM). It crystallises in the tetragonal rutile structure[30] (Figure 5.5) and
has a high Curie temperature (TC¼ 395 K). The structure is made of
parallel chains of edge-shared CrO6 octahedra with two short apical
bonds and four longer equatorial bonds. The chromium is in 4þ state
(Cr4þ: 3d2) in CrO2.

Due to its metallic and FM property, similar to double perovskites (see
later), CrO2 is of great interest to material scientists and physicists.
A computed band structure of CrO2 is shown in Figure 5.6. The Fermi
level crosses the majority-spin band while it lies in a gap of the minority-
spin density of states (DOS). Therefore, CrO2 is half-metallic on the basis
of electronic structure calculations.[32] The same band structure has been
reproduced by several groups[33] since it was first demonstrated by
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Schwarz.[33] Moreover, this half-metallicity leads to an integral magnetic
moment of 2 mB/f.u. (f.u.¼ formula unit), the same as predicted by
Hund’s rule for the spin moment of Cr4þ (3d2) ion. This agrees with the
measured saturation moment of 2 mB/f.u.[34]

a
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Figure 5.5 The rutile structure of CrO2
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The high TC of half-metallic CrO2 prompted further exploration of its
properties, especially TMR. Intergrain TMR studies on as grown poly-
crystalline CrO2 films showed significant low-field spin-polarised TMR
at low temperatures.[35] This low-field MR can be significantly enhanced
by high temperature annealing treatments of the films. The enhanced MR
is caused by variation of the effective intergrain tunnelling barrier by
surface decomposition of CrO2 into insulating Cr2O3. X-ray and trans-
port measurements show that systematic annealing of CrO2 films lead to
an ideal half-metallic system, where the intergrain barrier can be system-
atically tuned.[35] Further studies showed CrO2 to exhibit complex mag-
netotransport properties.[36] However, a series of Andreev reflection
experiments with CrO2-superconductor point contacts, demonstrated
very high degree of spin-polarisation, P � 80–97% for CrO2 in the 1 K
temperature range.[37]

5.4.2 Fe3O4 and Other Spinel Oxides

Fe3O4, also known as the mineral magnetite, is a ferrimagnet with a high
TC of 860 K. Its strong magnetic properties were valued by the
ancients and today finds many applications including magnetic record-
ing. Fe3O4 shows a metal–insulator transition (MIT) at 120 K, which has
fascinated the experimentalists and theoreticians for many years. The
MIT of Fe3O4 is known more famously as the Verwey transition[38]

after Verwey who first correlated the transition to be associated with
the electron localisation–delocalisation effects. Fe3O4 forms in the spinel
structure[30] with the general formula AB2O4. The spinel structure is
formed by cubic close-packed array of oxide anions where 1/8 of the
tetrahedral holes are occupied by the A and half of the octahedral holes
are filled by the B cations in an ordered fashion. The spinel structure is
considered to be a ‘normal spinel’, after the mineral spinel, MgAl2O4,
where the divalent Mg occupies the tetrahedral site and the trivalent
Al occupy the octahedral sites. In contrast, Fe3O4 is an ‘inverse spinel’
where the Fe2þ and Fe3þ switch positions between the tetrahedral and
octahedral sites. In Fe3O4, the tetrahedral site (A) is occupied by one Fe3þ

and the octahedral sites (B) are occupied by equal numbers of Fe2þ and
Fe3þ, which can be represented as (Fe3þ)A[Fe2þFe3þ]B(O2�)4. The Fe3O4

spinel structure is shown in Figure 5.7.
Electronic structure calculations of Fe3O4 in its high temperature cubic

form have been carried out with the self-consistent spin-polarised
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augmented plane wave method with the local spin density approximation
(LSDA).[39] The calculations show that Fe3O4 is a half-metallic ferri-
magnet with the minority spin t2g orbitals forming the conduction band
while the majority spin band shows a gap at the Fermi level. Similar band
structures are also produced by other methods.[40, 41]

Negative MR with a maximum at coercive field is observed in thin films
and compact powders of Fe3O4, but not in single crystals.[42] This result is
due to PMR, where the magnetisations in the grains are aligned on applica-
tion of a magnetic field and the MR is related to the intergranular transport
of spin-polarised electrons.[42] An MR of 43% at 4.2 K and 13% at room
temperature are observed in cobalt-alumina-iron oxide tunnel junc-
tions.[42] The large MR was attributed to the presence of a phase with
Fe3�xO4 composition close to that of half-metallic Fe3O4 as identified by
electron diffraction. The spin-dependent electronic structure of epitaxial
thin films of Fe3O4 (111) at room temperature was investigated by spin,
energy and angle-resolved photoemission spectroscopy.[43] Near the Fermi
energy a spin-polarisation of 80 – 5% was observed evidencing the half-
metallic ferromagnetic state of Fe3O4.

The diverse structural, electronic and magnetic properties of Fe3O4

have attracted interest to other spinel oxides. LiMn2O4 is a geometrically
frustrated compound with a spinel structure.[44] The magnetisation and

Fe + 2

b
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c

Fe + 3

O–2

Figure 5.7 The spinel structure of Fe3O4
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MR studies[45] near the charge ordering temperature (T¼ 280 K) show a
large negative MR of�20% at 7 T. The MR also exhibits field hysteresis,
which is not reflected in the magnetisation; a behaviour very different
from the CMR oxomanganates.

A half-metallic character has been proposed in another spinel oxide,
LiCr2O4,[46] by spin-polarised first principles density functional calcula-
tions (Figure 5.8). Both full potential linearised augmented plane-wave
(FP-LAPW) and the LMTO methods were used to calculate the band
structures. The lattice and other internal parameters for the cubic spinel
structure were optimised with FP-LAPW calculations and subsequently
the optimised parameters were used in the band structure calculations.
However, the experimental realisation of Li(Cr3þ/4þ)2O4 is still a chal-
lenge to confirm its predicted electronic and magnetic properties.

5.4.3 Perovskite Oxomanganates

Perovskite oxomanganates have already been introduced in the previous
section with regard to their CMR properties.[9–13] The electronic band
structure calculation of magnetoresistive oxomanganates established that
they are half-metallic at low temperature,[47, 48] which led to the idea of
close association of half-metallicity (HM) and magnetoresistance (MR). As
it was already mentioned for a half-metal, the electronic density of states is
completely spin-polarised at the EF and the conductivity is solely given by
single-spin (one type) charge carriers. Despite the theoretical prediction of
the HM property of oxomanganates, it was in doubt until recently, when it
was demonstrated for the first time by spin-resolved photoemission spec-
troscopy (SRPES) in the perovskite, La0.7Sr0.3MnO3.

[49] Several methods
are available to measure the spin polarisations of HM materials. For
example, ferromagnet–insulator–ferromagnet (FIF) tunnelling, ferromagnet–
insulator–superconductor (FIS) tunnelling and two-dimensional angular
correlation of electron–positron radiation (2D-ACAR) are among other
methods, in addition to Andreev reflection (AR) at a superconductor–
ferromagnet interface and SRPES.[50] An 80% spin-polarisation is obtained
by Andreev reflection measurements on a single crystal of La0.67Sr0.33

MnO3.[37] Moreover, TMR ratios as high as 1850% are observed, corre-
sponding to a nearly complete spin polarisation of 95%.[51] Many excellent
reviews are available on the properties of CMR oxomanganates.[14, 52]

Half-metallic materials, with only one spin direction at the EF and
consequently a spin polarisation of 100%, are potentially attractive for
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obtaining huge TMR ratios (Section 5.2.4). However, their low
TC (� 360 K for La2/3Sr1/3MnO3) renders their integration into devices
for applications at room temperature problematic. This has motivated the
search for half-metallic compounds with high TCs, well above room
temperature.

Figure 5.8 Density of states for (a) LiCr2O4 and (b) CrO2 by LMTO calculations.
Black lines indicate Cr d states and grey lines indicate O p-states. Reprinted with
permission from Lauer et al., 2004 [46]. Copyright (2004) American Physical Society
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5.4.4 Double Perovskites

Search for HMF and HMAFM properties in other classes of materials led
to the emergence of double perovskite oxides as potential candidates.[53]

Computational searches based on density functional theory predicted
several new double perovskites[54–56] with HMAFM properties (details
on structure and properties of double perovskites are in Section 5.5).

5.4.4.1 Half-Metallic Antiferromagnetic (HMAFM) Double
Perovskites

HMAFM in oxides with double perovskite structure was proposed by
Warren Pickett for the first time in 1998.[53] Band structure calculations
based on local spin-density approximations (LSDA), predicted
La2MnVO6 double perovskite as a promising candidate for exhibiting
HMAFM. The calculations were based on the assumption that both Mn
and V ions are trivalent and more importantly, that the Mn3þ (d4)
occurs in a low spin configuration (t2g

4eg
0). The band structure of

La2MnVO6 show that only the minority t2g bands of both V and Mn
contribute to the DOS near the EF.[53] The antiparallel alignment of low
spin Mn3þ (t2g

3"t2g
1#) and V3þ (t2g

2#) states would yield a net zero
moment. However, low spin Mn3þ in oxides is unlikely.

Subsequent to La2MnVO6, many other double perovskites containing
mixed cations both at the A and B sites have been investigated for possible
HMAFMs.[54–56] For example, LaAVRuO6,

[54] LaAVMoO6,[55]

LaAVOsO6
[56] and LaAMoYO6 (A¼Ca, Sr, Ba; Y¼Re, Tc)[56] were all

predicted to show HMAFM properties. It is shown that the HMAFM
nature of LaAVRuO6 is very robust regardless of divalent A-cation repla-
cements and cation disorder, in addition to Coulomb correlation.[54]

Nevertheless, attempts to realise the predicted HMAFM in the above
compounds have not been successful so far. Androulakis et al.[57] prepared
La2MnVO6, which is not an HMAFM due to the absence of complete
B-site order and apparent presence of high-spin Mn3þ and V3þ.
Considering the negligible size difference between Mn3þ (0.645 Å) and
V3þ (0.64 Å), their ordering in the double perovskite structure is unex-
pected.[58] Recently, it was shown that even with a more reduced Mn than
Mn3þ (Mn(3��)þ) and oxidised V than V3þ (V(3þ�)þ), which would
enhance the size and charge difference, La2MnVO6 does not form in an
ordered double perovskite structure.[58] An experimental investigation of
the physical properties of LaAVMoO6 (A¼Ca, Sr, Ba) was carried out, but
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a HMAFM state has not been established thus far.[59] Therefore, despite
several theoretical predictions, an experimental realisation of HMAFM in
double perovskites remains a challenge.

5.4.4.2 Half-Metallic Ferro-/Ferrimagnetic (HMF) Double Perovskites

Double perovskites with ferro/ferrimagnetic and metallic properties have
been known from the 1970s. For example, Sr2FeMoO6 and Sr2FeReO6

are known to show both metallic and ferromagnetic properties.[60]

However, it is the half-metallic nature of their band structure and magne-
toresistive properties that has drawn extensive attention recently.[61, 62]

The details of their half-metallicity and magnetoresistance are discussed
in the following section.

5.5 MAGNETORESISTANCE AND HALF-METALLICITY
OF DOUBLE PEROVSKITES

5.5.1 Double Perovskite Structure

Before we describe the double perovskite structure, a basic understanding
of its parent structure, i.e. the perovskite structure is essential. The gen-
eral composition of perovskite is given by the formula ABO3, where A is
typically an alkali, alkaline earth or rare earth metal and B is a transition
metal. The ABO3 perovskite structure[30, 63] consists of a three-dimen-
sional (3D) network of corner-sharing BO6 octahedra in which the
A cation resides on the dodecahedral sites surrounded by twelve oxide
ions (Figure 5.9a). The ideal structure is cubic, but undergoes symmetry
lowering distortions when the relative sizes of the two cations are not
perfectly matched and the distortion can be quantified in terms of the
Goldschmidt’s tolerance factor, t.[64] The tolerance factor, t, is defined as
t¼ (rA þ rO)/ {

p
2(rB þ rO)} where rA, rB and rO are the ionic radii of the

respective A, B and oxide ions. An ideal cubic perovskite structure (as in
case of SrTiO3) is obtained when the sizes of the A and B cations are such
that the A�O and B�O bond distances are perfectly matched i.e.
d(A—O)¼p2 d(B—O), and t becomes unity.

With small A cations for which t < 1, the cubic structure becomes
unstable because the 12-coordinate site is too large for the A cation. The
structure adjusts the size of the 12-coordinate site by cooperatively tilting
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the BO6 octahedra and bending the B�O�B bridges.[65] The resulting
structure deviates from the ideal cubic structure and adopts lower sym-
metries, e.g. rhombohedral, orthorhombic or monoclinic.[65] For exam-
ple, LaAlO3 adopts a rhombohedral structure and GdFeO3 forms an
orthorhombically distorted perovskite structure, where the tolerance
factors are less than unity. Another consequence of octahedral distortion
is A-site polyhedron distortion that effectively results in a decrease in the
coordination number of the ion.

Besides the octahedral distortions of the perovskite structure due to size
effects of A and B cations, other types of distortions solely originating
from electronic effects are possible. For example, the first-order
Jahn-Teller (FOJT) distortion, which occurs for octahedrally coordinated
B-cations with unsymmetrical filling of d-electrons in t2g and eg

orbitals (FOJT is particularly strong for high-spin d4 and in d9 config-
uration), gives rise to elongation, or compression of the octahedra. The
orthorhombic distorted structure of LaMnO3 is the manifestation of
FOJT distortion of individual MnO6 octahedra that function in a co-
operative manner.[66] Moreover, other structural distortions due to the
second-order Jahn-Teller (SOJT) can also occur. For example, the out-of-
centre distortion of the d0 cations at the octahedral B site (e.g. BaTiO3) is a
consequence of electronically driven SOJT distortion. Another electronic
off-centring mechanism, often referred to as the inert-pair effect, operates
in perovskites with A cations with ns2 valence electronic configuration
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Figure 5.9 (a) A simple perovskite (ABO3) structure. (b) The rock-salt ordered
double perovskite (A2BB0O6) structure
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(e.g. Pb2þ, Bi3þ).[67] Thus in BiMnO3 or BiFeO3, the energy of the system is
lowered by off-centring of the Bi3þ with respect to the surrounding oxy-
gens, which leads to a localisation of the lone pair on one side of the Bi ion
through hybridisation of the Bi 6s and 6p states with O 2p orbitals.[68] The
presence of such stereochemically active lone pairs in BiFeO3 and BiMnO3

are responsible for the ferroelectricity in these multiferroic materials.[68, 69]

The tolerance of the perovskite structure for a wide variety of substitu-
tions both at the A and B sites gives rise to a very large number (several
hundreds) of perovskite derivatives with subtle variations in structure.
For example, the presence of more than one cation at A and B sites results
in compositions such as AA0B2O6, A2BB0O6 and A3BB02O9

[65, 70] where
A, A0 or B, B0 cations order at the respective sublattices. They are
commonly known as double perovskites. Ordering of cations at the
A and B sites of double perovskites is an important phenomenon.
Various B cation arrangements[71] are known for A2BB0O6 double perov-
skites: (i) random distribution resulting in a cubic structure (e.g.
Ba2FeNbO6) or an orthorhombic structure (e.g. SrLaCuRuO6), (ii)
ordered arrangements of B and B0 in a ‘rock salt’ fashion (Figure 5.9b)
in all the three crystallographic directions (e.g. Ba2FeMO6; M¼Mo, Re)
and (iii) a unique layered ordering of B and B0 cations (e.g. La2CuSnO6).[72]

A double perovskite with a random ordering of B cations have cell
parameters similar to that of undistorted cubic perovskites (denoted as
ap) and symmetry lowering structures arise as a result of octahedral
tilting distortions as it occurs in simple perovskites.[73] However, the
double perovskites originating from undistorted cubic perovskites
(space group Pm�3m) with rock salt ordering of B cations have a unit
cell twice the size of the perovskite cell and correspondingly the space
group changes to Fm�3m. As with the simple perovskite structure, the
octahedra in the double perovskite structure also undergo tilting distor-
tions due to small A cation sizes. The consequences of collective effects
of octahedral tilting and cation ordering on the double perovskite
structure have been extensively descried in the literature.[73] However,
extreme care must be taken in assigning space groups for double per-
ovskites. Sometimes the possible space groups cannot be determined
with certainty with the data available. For example, the difference
between a random orthorhombic and a rock salt monoclinic (with
monoclinic angle � close to 90�) double perovskite are very subtle.
A common situation occurs in distinguishing orthorhombic Pnma
and monoclinic P21/n with identical systematic absences. The only
reflection condition that justifies a rock salt arrangement with
P21/n symmetry is the presence of 0kl: k¼2nþ1. It is also possible
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that the monoclinic angle is 90�, but the monoclinic symmetry will be
revealed by careful examination of the reciprocal lattice.

Among the A2BB0O6 ordered double perovskites, the compounds with
rock salt ordered B and B0 cations are noteworthy. Besides the novelty of
their structures, new materials properties ensue depending on the identity
of the B and B0 atoms as well as the extent of ordering. Thus, rock salt
type B cation ordered double perovskite oxides, such as Sr2FeMoO6 and
Sr2FeReO6, give rise to metallic ferrimagnetism and tunnelling magne-
toresistance properties.[60–62]

It has been realised that the extent of cation ordering is an important
issue in the synthesis of double perovskites where both thermodynamic
and kinetic considerations are involved.[74–76] The degree of cation order
is crucial for the occurrence of unique magnetic and electrical properties.
For example, magnetoresistive properties of Sr2FeMoO6 vary depending
on the extent of ordering of Fe and Mo.[77]

5.5.2 Ordering and Anti-Site (AS) Disorder in Double
Perovskites

As previously mentioned the degree of ordering of the B-site cations of
A2BB0O6 is crucial to their electronic properties. It has been established
long ago by Anderson et al. that the difference of size and charge of the
cations are the major driving force for their ordering.[71] When a certain
fraction of B cations occupy the wrong site, i.e. the B0 site, the same
amount of B0 cation occupies the B site to maintain the 1:1 proportion of
the B and B0 in a stoichiometric A2BB0O6. The percentage of misplaced
cations is referred to as anti-site (AS) disorder. The AS disorder and the
percentage of ordering are related by the relation: x¼ (100�2y), where x
is the percentage of ordering and y is the percentage of AS disorder. For
example, with 5% AS disorder, the degree of ordering is 90% by this
relation. Similarly, a 50% AS disorder will lead to a completely disor-
dered double perovskite. The degree of order is also calculated from the
occupation factor as:

pð%Þ ¼ðq� 0:5Þ � 2� 100 ð5:4Þ

Here, p is degree of order and q is the occupation factor of B or B0 on the B
or B0 site, respectively, with q(B) (on B) þ q(B0) (on B)¼ 1.

AS disorder has a direct influence on the magnetic properties of the
double perovskites. It is observed in FM double perovskites that the
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saturation magnetisation (MS) decreases with increasing AS disorder.
We discuss this point here by considering the electronic and magnetic
structure of Sr2FeMoO6 with an ordered arrangement of Fe and Mo
ions. The localised magnetic moments of Fe and Mo are 5 mB (3d5) and 1
mB (4d1), respectively. There is one itinerant electron per formula unit and
its magnetic moment direction is opposite to the localised Fe moments,
which results in the ionic valences of 2.5þ and 5.5þ for the Fe and Mo,
respectively and an AFM coupling of the Fe and Mo moments is expected
to result in a MS of 4 mB/f.u.[78] However, the reported MS values are always
considerably smaller than 4 mB. This is attributed to AS defects[61, 79–81] or
anti-phase boundaries[82] present in the compound. Evidence for AS Fe
atoms from the Mössbauer spectra[78, 83] in corroboration with Monte
Carlo simulations[79] and band structure calculations[84] suggests that the
AS disorder effects are responsible for the considerable MS reduction. For
example, systematically lower MS values of 3.1 mB/f.u. and 3.5 mB/f.u. are
reported for bulk Sr2FeMoO6.[61, 85] However, a magnetisation study on
Sr2FeMoO6 with various degrees of cation ordering reveals MS to follow
an almost linear dependence with respect to the AS defect concentration
(Figure 5.10).[81] The linear dependence compares very well with models
based on ferrimagnetic arrangements (FIM) and superexchange (SE). In an
FIM model, the net magnetisation is given by MS¼mB�mB0, where mB and
mB0 are the magnetisations of the B and B0 sublattices, which are antiferro-
magnetically coupled.[81] With an AS defect concentration of x, the net
magnetisation, MS¼ (1 �2x)mFe � (1 �2x) mMo, where mFe and mMo are
the magnetic moments of the Fe and Mo ions, respectively. When consider-
ing a spin-only contribution, mFe (Fe3þ)¼ 5 mB and mMo (Mo5þ)¼ 1 mB, the
value of net magnetisation leads to:

MS ¼ ð4� 8xÞmB ð5:5Þ

Alternatively, in the SE model, the predicted MS is given by (4 �10x)mB

with local superexchange interactions between 3d5-3d5, 4d1-4d1 and
3d5-4d1. A simple FIM shows a remarkable agreement with the experi-
mental curve (Figure 5.10). The above analysis is also valid with non-
integral ionic charges on Fe and Mo, namely, Fe(3��)þ and Mo(5þ�)þ.[81]

Moreover, the observed variation of MS with AS provides a
unique experimental confirmation of the ferrimagnetic ordering in
Sr2FeMoO6.

On the other hand, to explain the magnetisation and a reduced MS in n-
type metallic double perovskite system, Sr2�xCaxFeMoO6 (0 £ x £ 2),
Goodenough and Dass invoked the idea of anti-phase boundaries (APB).
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In ordered Sr2FeMoO6, different B-site ordered domains can exist. In
one domain, the Fe can be sitting on the B site, while on a B0 site in
another. An APB is created where two such domains meet, and this leads
to AFM Fe�O�Fe interactions across the interface (Figure 5.11). In
explaining the observed smaller MS, an APB scenario is contested with
the ‘AS disorder’ picture on the grounds that the latter is unable to
explain additional unusual features of magnetisation, namely, the
small coercivity and low remanence.[82] At a zero magnetic field, the
FM domains on opposite sides of the APB will align antiparallel to each
other. Due to the unequal volumes of the domains, there will be a
residual magnetisation that gives rise to a small finite remanence.
Moreover, a small field is required to align the ferromagnetic domains
and upon removal of the field, the exchange forces across the APB
realign the domains antiparallel to each other again with a small remnant
magnetisation.[82]

It is apparent that correct estimation of the percentage order is important
for precisely understanding the magnetic properties. The extent of ordering
(or AS disorder) can be determined by the Rietveld refinement of the
structure employing powder neutron or X-ray diffraction. In a cubic
double perovskite with Fm�3m space group symmetry, a new set of
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Figure 5.10 Dependence of saturation magnetization (MS) on anti-site defect
concentration, AS of Sr2FeMoO6. Solid line is the linear fit to the data. Dotted/
dashed lines represent expected MS dependence according to ferrimagnetic
exchange (FIM) and superexchange (SE) models. Reprinted with permission from
Balcells et al., 2001 [81]. Copyright (2001) American Institute of Physics
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superstructure reflections (hkl) for all odd h, k and l appear in the X-ray
diffraction patterns.[63] For example, (111), (311) and (331) are the first
three characteristic superstructure reflections and their intensity gradually
decreases with increasing order of the reflection. Moreover, the super-
structure peak intensities also decrease with decreasing degree of B-site
order, or increase of AS disorder, leading to complete disappearance of
superlattice lines with a fully disordered cation arrangement.[63] In addi-
tion, an ordered double perovskite with B cations of nearly equal atomic
numbers often show weak or almost vanishing superstructure reflections in
the powder X-ray diffraction (XRD). Therefore, it is difficult to assess the
degree of order from powder XRD in such cases. However, such issues
often can be resolved with the help of neutron diffraction studies.

As mentioned in Section 5.5.1, apart from the intrinsic effect of size and
charge difference on B-cation ordering in double perovskites, the synth-
esis condition plays a pivotal role on the degree of ordering.[74–76, 81]

Mo
Fe

Ferromagnetic

Ferromagnetic

Antiphase
 boundary

(antiferromagnetic)

Figure 5.11 Schematic of an anti-phase boundary in an (001) plane of Sr2FeMoO6.
Reprinted with permission from Goodenough and Dass, 2009 [82]. Copyright (2000)
Elsevier Ltd
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While Balcells et al.[81] reported progressive increase of cation order with
rise in sintering temperature, according to Shimada et al.,[76] a kinetic or
thermal equilibrium dictates the cation order in Sr2FeMoO6. Figure 5.12
depicts the degree of B-cation order (S) as a function of synthesis tem-
perature, Tsyn, for samples fired at Tsyn ranging from 900 to 1300 �C.
Below 1150 �C, S increases with temperature indicating a kinetic control
of ordering.[76] A thermodynamic equilibrium is reached in the vicinity of
1150 �C, where the maximum in S is achieved. Beyond 1150 �C, the
ordering is limited by thermodynamics and the S corresponds to thermal
equilibrium values at respective temperatures. A highest S of 0.95 was
obtained for samples prepared at 1150 �C for 150 h.[76] This suggests that
long synthesis periods and moderate temperatures are essential for opti-
mising the degree of order in Sr2FeMoO6. Based on these considerations
highly ordered samples with record high MSs up to 3.9 mB were synthe-
sised. The optimal condition of synthesis varies from perovskite to per-
ovskite and generally needs to be determined empirically for every
composition.
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Figure 5.12 B-cation order parameter, S versus synthesis temperature (Tsyn) for
samples of Sr2FeMoO6 fired at various Tsyn for 50 h. The dotted lines are guide
for the eye. Reprinted with permission from Shimada et al., 2003 [76]. Copyright
(2003) American Chemical Society
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5.5.3 Electronic Structure and Magnetic Properties of Double
Perovskites

5.5.3.1 General Considerations

The electronic properties of transition metal oxides are dictated by the
electronic band structure near the Fermi energy.[86] The position of the
band energy, bandwidth and band gaps determine their physical proper-
ties. The bandwidth is a crucial parameter that controls the conductivity
and the band gap of a material. While, the bandwidth depends on the
nature of chemical bonding, e.g. type of orbitals; core s, p or valence s, p
and the extent of orbital overlap (covalency); it is a general trend that in
the 3d transition metal oxides, the orbitals are narrower and the overlap
is weaker leading to smaller bandwidths as compared with the 4d and 5d
metals.[86] In 4d and 5d metals the large orbital extension leads to greater
overlap and wider bandwidth.[86] These general qualitative trends of
band features are applicable for the transition metal perovskites and
double perovskites.

In the perovskites (ABO3) or double perovskites (A2BB0O6), the electro-
nic structure near the Fermi energy is dominated by the states primarily
derived from the transition metal d orbitals and oxygen 2p orbitals. It is the
corner sharing octahedral framework connected by B�O�B or B�O�B0

linkages that form the basis of its electronic structure. The A-site cations do
not contribute to the DOS near the Fermi level; the bands associated with
the A cations are generally situated deep in the valence bands away from the
Fermi energy. However, the nature of the A-site cation (mainly size) has an
indirect effect on the band structure; a change in the A-cation size can have
significant effect on the tolerance factor leading to octahedral tilting distor-
tions,[73] which affect the bond angles of the B�O�B or B�O�B0 linkages.
A change in bond angle can alter the effective orbital overlap (covalency)
and bandwidth significantly, and thereby, the electronic structure. Other
factors, such as, ligand field splitting of d orbitals and exchange splitting
(Hund’s coupling) also play vital roles for the electronic band structure
alterations of double perovskites.

5.5.3.2 Electronic structures of Double Perovskites

Electronic structure calculations for Sr2FeMoO6 and Sr2FeReO6 with the
full-potential augmented plane-wave (FLAPW) method based on the
generalised gradient approximation (GGA) produce a half-metallic
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band structure.[61, 62] In Sr2FeMoO6, the up-spin (majority) band has an
energy gap of about 1 eV at the Fermi level between the occupied Fe eg

and the unoccupied Mo t2g levels (Figure 5.13). The down-spin (minor-
ity) DOS is finite and continuous across the Fermi level with a hybridised
Fe (3d) and Mo (4d) character of the charge carriers.[61] Moreover, the
important consequence of the band structure is that the electrons are fully
spin-polarised, i.e. only the down-spin electrons are involved in the
charge transport of Sr2FeMoO6.

The effect of AS disorder on the electronic structure of Sr2FeMoO6 has
been studied by ab initio electronic structure calculations.[84] It is found
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[61]. Reprinted with permission

from Sarma, 2001 [98]. Copyright (2001) Elsevier Ltd.
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that the presence of AS disorder destroys the HMF state of the ordered
compound and consequently reduces the MS. However, the reduction in
MS is attributed to the strong diminution of individual magnetic moments
at each Fe site due to correlation effects, while maintaining the magnetic
coupling between various Fe sites ferromagnetic also in the disordered
configuration.[84] This is in contrast to the proposition based on domi-
nant antiferromagnetic Fe�O�Fe interactions that grow with AS
defects.[79]

As it was already mentioned, the ordered double perovskite Sr2FeReO6

is also predicted to have a half-metallic ground state. The observed MS of
2.7 mB/f.u. at 4.2 K is smaller than expected (3 mB/f.u.) for an antiferro-
magnetic coupling between Fe3þ(d5) and Re5þ(d2).[62] Subsequent to the
report of the above two compounds with HMF property, an extensive
body of research was devoted to double perovskites involving synthesis,
structure and electronic, magnetic and magnetoresistive properties, in
addition to first principles electronic structure calculations. It should be
mentioned that many of these double perovskites have been known since
the 1960s.[87] Various cation substitutions at the A site as well as at the
B site produced numerous double perovskites with a wide spectrum of
structures and properties.[85, 88–92] For example, the A2FeMoO6 series
with A¼Ca and Ba are also reported to show ferromagnetic and metallic
behaviours with MS ranging from 3.5 to 3.9 mB/f.u.[85]

The Recontaining double perovskites, A2FeReO6 and other A2MReO6

(A¼Ca or Sr or Ba; M¼Cr and Mn) are relatively less studied as com-
pared with the Mo compounds. However, one of the Re containing double
perovskites, Sr2CrReO6, has gained some interest recently due to its HMF
property and a very high TC (620 K).[93] Electronic structure calculations
on Sr2CrReO6 in the absence of spin-orbit coupling results in a HM ground
state with a total magnetic moment of 1.0 mB/f.u.[94] However, a recent
experimental study shows that the system is not half-metallic in the true
sense, due to a large orbital contribution to the magnetisation.[95] The
measured MS of 1.38 mB for Sr2CrReO6, obtained only at a very high
field of �20 T, is close to the value previously predicted.[96] Therefore,
more critical analysis is required in the Re containing double perovskites
before a real half-metallic state can be assigned.

5.5.3.3 Magnetic properties of Double Perovskites

The magnetic properties of half-metallic Sr2FeMoO6 and related double
perovskites cannot be explained on the basis of conventional DE[16] and
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SE[97] mechanisms. In particular, the high magnetic transition tempera-
ture (TC¼415 K) of Sr2FeMoO6 is unusual on account of the SE
mediated via oxygens between the widely separated magnetic Fe3þ ions
in this ordered double perovskite. This suggested a novel origin of mag-
netism in this compound. Sarma et al. invoked a mechanism where the
localised spins are ferromagnetically coupled along with an antiferro-
magnetic interaction operating between the localised spins and the delo-
calised electrons.[98] The reduction in MS with AS disorder can also be
explained by this mechanism.[99]

5.5.4 Magnetoresistance and Half-Metallicity in Double
Perovskites

Sr2FeMoO6 was first reported by Patterson et al.[100] in 1963 as a ferri-
magnetic semimetal. After the discovery of TMR[61] in this compound the
double perovskites attracted great experimental and theoretical attention
due to their possible applications in magneto-electronic devices.[60, 62, 101]

Due to its high Curie transition temperature (TC¼ 415 K), Sr2FeMoO6

exhibits a large low-field TMR not only at low temperature but even at
room temperature, and its MR at 4.2 K (7 T) and 300 K (7 T) reach values
as large as 42% and 10%, respectively.[61] As mentioned in the previous
section, the band-structure calculations of Sr2FeMoO6 show a mixing of
the spin-down O 2p, Fe 3d and Mo 4d bands at the EF that are responsible
for the conducting channel while the EF falls in a gap for the up-spin
bands resulting in a half-metallic material. It is the HM nature of
Sr2FeMoO6 that gives rise to completely spin-polarised charge carriers,
which by virtue of an intergranular tunnelling process results in low-field
TMR.[61] Subsequently, isostructural Sr2FeReO6 was reported to exhibit
intergrain TMR as well, similar to that of Sr2FeMoO6.[62]

Magnetoresistive properties of other A2FeMoO6 (A¼Ca, Ba) double
perovskites also have been reported.[88] Ba2FeMoO6 has shown large
intragrain MR above room temperature (near the TC). Beside intragrain
MR, large values of low-field TMR (37% at 7 T) at 4.2 K are observed in
annealed samples. Moreover, an MR of 4% was obtained at 290 K with a
small field of 0.1 T. Interestingly, Ca2FeMoO6 showed an MR of 30% at
room temperature for 9 T. This is significantly larger than reported for
other A2FeMoO6 double perovskites (A¼ Sr, Ba).[88]

In addition to the macroscopic magnetisations, the magnetoresis-
tive property crucially depends on the extent of B-cation ordering.
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While an ordered sample (�91%) of Sr2FeMoO6 showed a sharp low-
field MR response, it was much lower in a partially disordered
(�31%) sample.[77] Therefore, its absence in the disordered phase
indicates the obliteration of HMF property due to large AS disor-
der.[77] Thus, ordering in double perovskite is crucial for the true
nature of the half-metallic ground state and the intrinsic properties
of the material.

An investigation of the effect of disorder on the magnetisation of
Sr2Fe1þxMo1�xO6 (�1 < x < 0.25) shows the depolarisation of the
conduction band.[102] Moreover, the TMR is strongly reduced by disor-
der and suppressed in highly disordered samples.[77, 103] Thus, disorder
again appears to be detrimental to the half-metallic character giving rise
to up-spin states at the EF and depolarising the conduction band, which
eventually reduces the TMR. Apart from these extensively investigated
Fe-based double perovskites, a Cr-based double perovskite Sr2CrWO6

has also been found to exhibit a large low-field MR and a high TC of
390 K.[104] Although the MR approached 100% at 5 K in this material, it
was drastically diminished to 2% at room temperature in polycrystalline
specimens.

5.5.5 High Curie Temperature (TC) Double Perovskites and
Room Temperature MR

It is believed that HM materials, with TCs much higher than room

temperature (RT) will give high spin-polarisations at RT and will be

suitable for magnetoresistive devices. Therefore, double perovskites

with high TCs are potentially attractive for applications. There is contin-

uous search for new double perovskites with high TCs and also various

strategies are adopted to enhance the TCs among the already known

compounds.
An early study investigated the effect of bond distances on TC in the

A2FeMoO6 (A¼Ca, Sr, Ba) system.[105] It showed that maximum TC was

achieved in Sr2FeMoO6 and the TC was found to decrease, when Sr was

replaced by either Ca or Ba. The observed variation in TC has been

investigated with the evolution of TC and crystal structure as a function

of average cation radius in A2FeMoO6.[106] It was observed that the

TC correlated with the electronic bandwidth (W); the maximum TC for

Sr2FeMoO6 corresponded with the largest estimated W.[106]
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Similarly, the substitution of Sr by Ca or Ba in A2CrWO6 results in a

strong reduction of TC from 458 K (Sr) to 161 K (Ca) and 141 K (Ba).

A comparison of the A2CrWO6 series to other double perovskites clearly

indicates the suppression of TC with the deviation of tolerance factor, t,
from its ideal value of 1. It is found to be a general trend that the compound

with t close to 1 has the maximum TC in a series. However, the suppression

of TC seems to be weak for the A2FeMoO6 series [85, 105–108] (TC varies

between 310 and 420 K) as compared with A2CrWO6 (A¼Ca, Sr, Ba).

Moreover, the large size of Ba in Ba2CrWO6 causes t to deviate well above

1, which eventually causes a structural transition to a hexagonal structure

and strong suppression of the FM interactions.[91]

Among the double perovskites the Re-containing compounds are note-

worthy in terms of their high TCs [62, 89, 108–111]. However, the suppres-

sion of TC as a function of t is also quite strong in the A2CrReO6 series

with a TC of 635 K for Sr2CrReO6 and 360 K for Ca2CrReO6.[62]

Strikingly, the (Sr1�xCax)2FeReO6
[109] is an exception of the trend with

Ca2FeReO6 having the highest TC (538 K) although the t decreases con-

tinuously from 0.997 for Sr2FeReO6 to 0.943 for Ca2FeReO6 on sub-

stituting Sr by Ca. However, Ca2FeReO6 is considered to be a unique

material; it is a FM insulator and there may be a different mechanism

responsible for the high ordering temperature.[89] Another Cr-based

double perovskite, Sr2CrOsO6,[87] with a record high TC of 725 K has

been reported, but recently the compound was shown to be an insulator

due to the completely filled 5d t2g metallic band.[112] It is interesting to

note that with increasing number of valence electrons the TC increases

along the series: Sr2CrWO6 (450 K), Sr2CrReO6 (635 K) and Sr2CrOsO6

(725 K). Recently, such an increasing trend in the experimental TC with

increasing number of total valence electrons of the transition metals in

selected A2BB0O6 (A¼Ca, Sr, Ba; B¼Cr, Fe, Mn; B0 ¼Mo, W, Re, Os)

was demonstrated, and has been reproduced by ab initio calculations

(Figure 5.14).[94]

5.6 SPINTRONICS – THE EMERGING
MAGNETO-ELECTRONICS

Present-day electronic devices are based on the manipulation of the
charge of the electron. The electronic spin (which can be up or down) is
not involved in any electronic input–outputs or signal processing.
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However, with the emergence of new exotic materials and their fascinat-
ing physical properties it will be possible to manipulate the spins of the
electrons. The manipulation of spin analogous to that of the charge
would give rise to a new era of magneto-electronics, which with analogy
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to the electronics is termed as ‘spintronics’ (spin-based electronics).[3] The
discovery of the GMR effect and large TMR ratios at room temperature
laid the foundation stone for development of spin-based electronics.

The challenging task for technical advancements of half-metals is to
maintain high spin polarisation at room temperature. Therefore, ferro-
magnets with higher Curie temperature and wider gap are desirable. It is
also interesting to discover highly anisotropic uniaxial half-metals (higher
than CrO2) where, in principle, a large barrier could exist between domain
walls facilitating efficient spin-polarised tunnelling. To achieve the full
potential of spintronics, exploration of new materials, especially the half-
metallic ferromagnets are essential. The HMFs fulfill all the requirements
of spintronics due to their characteristic electronic structure.

The HMAFM[27] are still an unexplored area of materials. There is no
real HMAFM compound synthesised as yet. Since, these materials also
are half-metals, i.e. their carriers are 100% spin-polarised without any
macroscopic magnetisation and they will be relatively insensitive to
applied fields and can even lead to a new sub-area of spintronics.

5.7 SUMMARY

This chapter summarises the fundamental concepts and phenomenon
associated with magnetoresistance. The giant and colossal magnetore-
sistance effects are important for technological applications. In addi-
tion, the intrinsic half-metallic property of magnetoresistant materials
is characterised by spin-polarised charge carriers. The spin polarisation
is crucial for large tunnelling magnetoresistance. Transition metal
oxides with different structure types are considered for half-metallicity
and magnetoresistance effects. However, in view of current research
trends, the double perovskites are emphasised for their excellent half-
metallic properties and high Curie temperatures that are required for
large room temperature magnetoresistance. In the double perovskites
the pivotal role played by the crystal structure, degree of cation order
and electronic configuration of the transition metals constitute the
major area of research. Other material classes, for example, com-
pounds with the spinel structure are relatively unexplored. Despite
significant advances in understanding the electronic and magnetic
properties of double perovskites, major challenges remain for synthe-
sising new oxides with half-metallic property and higher Curie
temperatures.
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[25] J. Kübler, A.R. William and C.B. Sommers, Phys. Rev. B, 28, 1745 (1983).

[26] G. Bona, F. Meier, M. Taborelli, E. Bucher and P.H. Schmidt, Solid State Commun.,

56, 391 (1985).

[27] H. van Leuken and R. A. de Groot, Phys. Rev. Lett., 74, 1171 (1995).

[28] R. Weht and W.E. Pickett, Phys. Rev. B, 60, 13006 (1999).

[29] B.L. Chamberland, CRC Crit. Rev. Solid State Sci., 7, 1 (1977).

[30] A.F. Wells, Structural Inorganic Chemistry, 5th Edn, Clarendon Press, Oxford,

1984.

[31] J.M.D. Coey and M. Venkatesan, J. Appl. Phys., 91, 8345 (2002).

[32] K. Schwarz, J. Phys. F: Met. Phys., 16, L211 (1986).

[33] S.P. Lewis, P.B. Allen and T. Sasaki, Phys. Rev. B, 55, 10253 (1997); M.A. Korotin,

V.I. Anisimov, D.I. Khomskii and G.A. Sawatzky, Phys. Rev. Lett., 80, 4305 (1998).

[34] T.J. Swoboda, P. Arthur Jr, N.L. Cox, J.N. Ingraham, A.L. Oppegard, and

M.S. Sadler, J. Appl. Phys., 32, 374S (1961); H. Brändle, D. Weller, S.S.P. Parkin,
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new types 105–8
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titanate 80–6

pyroelectric charge 26–7
pyroelectric coefficient 25, 26, 27
pyroelectric current 26
pyroelectric devices 25
pyroelectric effect 17, 25
pyroelectricity 17, 25–6

measurement techniques 26–7
PZT see lead zirconate titanate

quantum spin states 46
quasi-static method 23

radiation heating 26
rare earths 45, 84, 265; see also

lanthanides
crystal field in ions of 87
in iridate polychlores 96–8
in molybdate pyrochlores 94–6
in stannate pyrochlores 86–7
in titanate pyrochlores 51–2, 80–6

rattling 211
Rb2Cu3SnF12 64–5
read heads 259, 261
resonance method 23
Resonating Valence Bond (RVB)

50–1
Rietveld refinement 90, 278
RKKY see Ruderman, Kittel, Kasuya,

Yosida interaction
Rochelle salt 25, 27

‘rock salt’ ordering 224, 274, 275–6
Ruderman, Kittel, Kasuya, Yosida

interaction 50
Ruddlesden-Popper perovskites 249,

262
RVB see Resonating Valence Bond

salt-inclusion solids 10–11
SAW devices see surface acoustic wave

devices
Sawyer–Tower circuit 18, 28–9
SBUs see secondary building units
scattering 3, 121–2, 134; see also

diffraction experiments
scattering experiments 134
SDS see spin-dependent scattering
Se2(B2O7) 7
secondary building units (SBUs) 10
second-harmonic generation (SHG)

2–3, 16–17, 18–19
measurement techniques 19–21

Seebeck coefficient 205–7, 210,
217–20, 222–4

in strongly correlated
materials 211–13

optimization by doping 226–9
SE mechanism see superexchange

mechanism
semiconductors 11; see also degenerate

semiconductors
LaCoO3 compounds 218–21
Pr1–xCaxCrO3 compounds 215–18

SHG see second-harmonic generation
short range ordered (SRO) state 43
Shubnikov de Haas oscillations 223
Si3Co3Al2O12 192
silicon germanium 209
sintering 169
�-SiO2 2, 20–1
skutterudites 211, 245
Sm2Ir2O7 93
Sm2Mo2O7 96
sodium ion superionic conductivity see

NASICON
sodium oxide 126
SOJT effect see Jahn-Teller effect, second

order
Solovyev approach 94
spherical neutron polarimetry 85
spin blockade 220, 241
spin clusters 100
spin-dependent scattering (SDS) 264
Spin Dimer Model 56–7

302 INDEX



spinels 67
aluminate 104–6
A-site magnetic 103–6
B-site magnetic 98–103, 109
chromate 100
cobaltate 98–100
half-metallicity of 266–7
manganate 102–4
rhodate 11, 105
structure 97–8, 268

spin entropy 231
spin glasses 48–50, 89–91, 105–6
spin ices 51–2, 82, 84–5, 87, 96
spin liquids 50–1, 53, 62, 81,

83–4, 87
spin-polarised scanning tunnelling

microscope (SP-STM) 266
spin-polarised tunnelling (SPT) 264
‘spin polarons’ 223–4, 232
spin-resolved photoemission

spectroscopy (SRPES) 270
spin quantum number 44–5
spintronics 203, 261, 286–8
SP-STM see spin-polarised scanning

tunnelling microscope
SPT see spin-polarised tunnelling
SQUID see Superconducting Quantum

Interference Device
Sr2Be2B2O7 12
Sr2CrOsO6 286
Sr2CrReO6 283, 286
Sr2CrWO6 285, 286
Sr2FeMoO6 72, 264, 265, 273,

276–7
Sr2FeReO6 273, 276, 281, 283,

284, 286
SRO state see short range ordered state
SRPES see spin-resolved photoemission

spectroscopy
SrTiO3 248–9
SSE see super-super exchange pathway
static method 23, 26–7
strongly correlated materials

211–12
‘stuffed spin ice’ materials 84
sulfates 132–44
Superconducting Quantum Interference

Device (SQUID) 98
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