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Preface

The aim of a molecular theory of solutions is to explain and to predict the

behavior of solutions, based on the input information of the molecular

properties of the individual molecules constituting the solution. Since Prigo-

gine’s book (published in 1957) with the same title, aiming towards that target,

there has been considerable success in achieving that goal for mixtures of gases

and solids, but not much progress has been made in the case of liquid mixtures.

This is unfortunate since liquid mixtures are everywhere. In almost all indus-

tries and all biological sciences, we encounter liquid mixtures. There exists an

urgent need to understand these systems and to be able to predict their

behavior from the molecular point of view.

The main difficulty in developing a molecular theory of liquid mixtures, as

compared to gas or solid mixtures, is the same as the difficulty which exists in

the theory of pure liquids, compared with theories of pure gases and solids.

Curiously enough, though various lattice theories of the liquid state have failed

to provide a fair description of the liquid state, they did succeed in char-

acterizing liquid mixtures. The reason is that in studying mixtures, we are

interested in the excess or the mixing properties – whence the problematic

characteristics of the liquid state of the pure components partially cancel out. In

other words, the characteristics of the mixing functions, i.e., the difference

between the thermodynamics of the mixture, and the pure components are

nearly the same for solids and liquid mixtures. Much of what has been done on

the lattice theories of mixture was pioneered by Guggenheim (1932, 1952). This

work was well documented by both Guggenheim (1952) and by Prigogine

(1957), as well as by many others.

Another difficulty in developing a molecular theory of liquid mixtures is the

relatively poor knowledge of the intermolecular interactions between molecules

of different species. While the intermolecular forces between simple spherical

particles are well-understood, the intermolecular forces between molecules of

different kinds are usually constructed by the so-called combination rules, the

most well-known being the Lorentz and the Berthelot rules.

In view of the aforementioned urgency, it was necessary to settle on an

intermediate level of a theoryy. Instead of the classical aim of a molecular theory

y By intermediate level of theory, I do not mean empirical theories which are used mainly by
chemical engineers.



of solutions, which we can write symbolically as

I: Molecular Information ! Thermodynamic Information

An indirect route has been developed mainly by Kirkwood, which involves

molecular distribution functions (MDF) as an intermediate step. The mole-

cular distribution function approach to liquids and liquid mixtures, founded in

the early 1930s, gradually replaced the various lattice theories of liquids. Today,

lattice theories have almost disappeared from the scene of the study of liquids

and liquid mixturesy. This new route can be symbolically written as

II: Molecular Information + MDF ! Thermodynamic Information

Clearly, route II does not remove the difficulty. Calculation of the molecular

distribution functions from molecular properties is not less demanding than

calculation of the thermodynamic quantities themselves.

Nevertheless, assuming that the molecular distribution functions are given,

then we have a well-established theory that provides thermodynamic infor-

mation from a combination of molecular information and MDFs. The latter are

presumed to be derived either from experiments, from simulations, or from

some approximate theories. The main protagonists in this route are the pair

correlation functions; once these are known, a host of thermodynamic quan-

tities can be calculated. Thus, the less ambitious goal of a molecular theory of

solutions has been for a long time route II, rather route I.

Between the times of Prigogine’s book up to the present, several books have

been published, most notably Rowlinson’s, which have summarized both the

experimental and the theoretical developments.

During the 1950s and the 1960s, two important theories of the liquid state

were developed, initially for simple liquids and later applied to mixtures. These

are the scaled-particle theory, and integral equation methods for the pair

correlation function. These theories were described in many reviews and books.

In this book, we shall only briefly discuss these theories in a few appendices.

Except for these two theoretical approaches there has been no new molecular

theory that was specifically designed and developed for mixtures and solutions.

This leads to the natural question ‘‘why a need for a new book with the same

title as Prigogine’s?’’

To understand the reason for writing a new book with the same title, I will

first modify route II. The modification is admittedly, semantic. Nevertheless,

it provides a better view of the arguments I am planning to present below.

y Perhaps liquid water is an exception. The reason is that water, in the liquid state, retains much
of the structure of the ice. Therefore, many theories of water and aqueous solution have used some
kind of lattice models to describe the properties of these liquids.
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We first rewrite route II as

III: Microscopic Properties ! Thermodynamic Properties

Routes II and III are identical in the sense that they use the same theoretical

tools to achieve our goals. There is however one important conceptual dif-

ference. Clearly, molecular properties are microscopic properties. Additionally,

all that has been learned about MDF has shown that in the liquid phase, and

not too close to the critical point, molecular distribution functions have a local

character in the sense that they depend upon and provide information on local

behavior around a given molecule in the mixture. By local, we mean a few

molecular diameters, many orders of magnitude smaller than the macroscopic,

or global, dimensions of the thermodynamic system under consideration. We

therefore rewrite, once again, route II in different words, but meaning the same

as III, namely

IV: Local Properties ! Global Properties

Even with this modification, the question we posed above is still left unan-

swered: Why a new book on molecular theory of solutions? After all, even along

route IV, there has been no theoretical progress.

Here is my answer to this question.

Two important and profound developments have occurred since Prigogine’s

book, not along route I, neither along II or III, but on the reverse of route IV.

The one-sided arrows as indicated in I, II, and III use the tools of statistical

thermodynamics to bridge between the molecular or local properties and

thermodynamic properties. This bridge has been erected and has been perfected

for many decades. It has almost always been used to cross in a one-way

direction from the local to the global.

The new development uses the same tool – the same bridge – but in reversed

direction; to go backwards from the global to the local properties. Due to its

fundamental importance, we rewrite IV again, but with the reversed directed

arrow:

�IV: Global Properties ! Local Properties

It is along this route that important developments have been achieved

specifically for solutions, providing the proper justification for a new book

with the same title. Perhaps a more precise title would be the Local Theory of

Solutions. However, since the tools used in this theory are identical to the tools

used in Prigogine’s book, we find it fitting to use the same title for the present

book. Thus, the tools are basically unchanged; only the manner in which they

are applied were changed.
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There are basically two main developments in the molecular theory of

solutions in the sense of route �IV: one based on the inversion of the

Kirkwood–Buff (KB) theory; the second is the introduction of a new measure

to study solvation properties. Both of these use measurable macroscopic, or

global quantities to probe into the microscopic, or the local properties of the

system. The types of properties probed by these tools are local densities, local

composition, local change of order, or structure (of water and aqueous solu-

tions) and many more. These form the core of properties discussed in this

book. Both use exact and rigorous tools of statistical mechanics to define and to

calculate local properties that are not directly accessible to measurements,

from measurable macroscopic quantities.

The first development consists of the inversion of the Kirkwood–Buff theory.

The Kirkwood–Buff theory has been with us since 1951. It was dormant for

more than 20 years. Though it is exact, elegant and very general, it could only

be applied when all the pair correlation functions are available. Since, for

mixtures, the latter are not easily available, the theory stayed idle for a long

time. It is interesting to note that both Prigogine (1957) and Hill (1956)

mentioned the KB theory but not any of its applications. In fact, Hill (1956), in

discussing the Kirkwood–Buff theory, writes that it is ‘‘necessarily equivalent to

the McMillan–Mayer (1945) theory, since both are formally exact.’’ I disagree

with the implication of that statement. Of course, any two exact theories must

be, in principle, formally equivalent. But they are not necessarily equivalent in

their range and scope of applicability and in their interpretative power. I believe

that in all aspects, the Kirkwood–Buff theory is immensely superior to the

McMillan–Mayer theory, as I hope to convince the reader of this book. It is

somewhat puzzling to note that many authors, including Rowlinson, com-

pletely ignored the Kirkwood–Buff theory.

One of the first applications of the Kirkwood–Buff theory, even before

its inversion, was to provide a convincing explanation of one of the most

mysterious and intellectually challenging phenomenon of aqueous solutions of

inert gases – the molecular origin of the large and negative entropy and

enthalpy of solvation of inert gases in water. This was discussed by Ben-Naim

(1974, 1992). But the most important and useful application of the KB theory

began only after the publication of its inversion. A search in the literature shows

that the ‘‘KB theory’’ was used as part of the title of articles on the average, only

once a year until 1980. This has escalated to about 20–25 a year since 1980, and

it is still increasing.

Ever since the publication of the inversion of the KB theory, there had

been an upsurge of papers using this new tool. It was widely accepted and
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appreciated and used by many researchers as an efficient tool to study local

properties of mixtures and solutions.

The traditional characterization and study of the properties of liquid

mixtures by means of the global excess thermodynamic functions has been

gradually and steadily replaced by the study of the local properties. The latter

provides richer and more detailed information on the immediate environment

of each molecule in the mixture.

The second development, not less important and dramatic, was in the theory

of solvation. Solvation has been defined and studied for many years. In fact,

there was not only one but at least three different quantities that were used to

study solvation. The problem with the traditional quantities of solvation was

that it was not clear what these quantities really measure. All of the three

involve a process of transferring a solute from one hypothetical state in one

phase, to another hypothetical state in a second phase. Since these hypothetical

states have no clear-cut interpretation on a molecular level, it was not clear

what the free energy change associated with such transfer processes really

means. Thus, within the framework of thermodynamics, there was a state of

stagnation, where three quantities were used as tools for the study of solvation.

No one was able to decide which the preferred one is, or which is really the right

tool to measure solvation thermodynamics.

As it turned out, there was no right one. In fact, thermodynamics could not

provide the means to decide on this question. Astonishingly, in spite of their

vagueness, and in spite of the inability to determine their relative merits, some

authors vigorously and aggressively promoted the usage of one or the other

tools without having any solid theoretical support. Some of these authors have

also vehemently resisted the introduction of the new tool.

The traditional quantities of solvation were applicable only in the realm of

very dilute solutions, where Henry’s law is obeyed. It had been found later that

some of these are actually inadequate measures of solvationy. The new measure

that was introduced in the early 1970s replaced vague and hazy measures by

a new tool, sharply focusing into the local realm of molecular dimensions.

The new quantity, defined in statistical mechanical terms, is a sharp, powerful,

and very general tool to probe local properties of not only solutes in dilute

solutions, but of any molecule in any environment.

The new measure has not only sharpened the tools for probing the

surroundings around a single molecule, but it could also be applied to a vastly

larger range of systems: not only a single A in pure B, or a single B in pure A,

y In fact using different measures led to very different values of the solvation Gibbs energy. In one
famous example the difference in the Gibbs energy of solvation of a small solute in H2O and D2O even
had different signs, in the different measures.
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but the ‘‘double infinite’’ range of all compositions of A and B, including the

solvation of A in pure A, and B in pure B, which traditional tools never touched

and could not be applied to.

Specifically for liquid water, the solvation of water in pure water paved the

way to answer questions such as ‘‘What is the structure of water’’ and ‘‘How

much is this structure changed when a solute is added?’’ The details and the

scope of application of the new measure were described in the monograph by

Ben-Naim (1987).

While the inversion of the KB theory was welcomed, accepted, and applied

enthusiastically by many researchers in the field of solution chemistry, and

almost universally recognized as a powerful tool for studying and under-

standing liquid mixtures on a molecular level, unfortunately the same was far

from true for the new measure of solvation. There are several reasons for that.

First, solvation was a well-established field of research for many years. Just as

there were not one, but at least three different measures, or mutants, there were

also different physical chemists claiming preference for one or another of its

varieties. These people staunchly supported one or the other of the traditional

measures and adamantly resisted the introduction of the new measure. In the

early 1970s, I sent a short note where I suggested the use of a new measure of

solvation. It was violently rejected, ridiculing my chutzpa in usurping old and

well-established concepts. Only in 1978 did I have the courage, the conviction –

and yes, the chutzpa – to publish a full paper entitled ‘‘Standard Thermo-

dynamics of Transfer; Uses and Misuses.’’ This was also met with hostility and

some virulent criticism both by personal letters as well as published letters

to the editor and comments. The struggle ensued for several years. It was clear

that I was ‘‘going against the stream’’ of the traditional concepts. It elicited the

rage of some authors who were patronizing one of the traditional tools. One

scientist scornfully wrote: ‘‘You tend to wreck the structure of solution che-

mistry . . . you usurp the symbol which has always been used for other pur-

poses . . .why don’t you limit yourself to showing that one thermodynamic

coefficient has a simple molecular interpretation?’’ These statements reveal

utter misunderstanding of the merits of the new measure (referred to as the

‘‘thermodynamic coefficient’’, probably because it is related to the Ostwald

absorption coefficient). Indeed, as will be clear in chapter 7, there are some

subtle points that have evaded even the trained eyes of practitioners in the field

of solvation chemistry.

Not all resisted the introduction of the new tool. I wish to acknowledge the

very firm support and encouragement I got from Walter Kauzmann and John

Edsal. They were the first to appreciate and grasp the advantage of a new tool

and encouraged me to continue with its development. Today, I am proud,
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satisfied, and gratified to see so many researchers using and understanding the

new tool. It now looks as if this controversial issue has ‘‘signed off.’’

The struggle for survival of the different mutants was lengthy, but as in

biology, eventually, the fittest survives, whereas all the others fade out.

The second reason is more subtle and perhaps stems frommisunderstanding.

Since the new measure for the solvation Gibbs energy looks similar to one of the

existing measures, people initially viewed it merely as one more traditional

measure, even referring to it as Ben-Naim’s standard state. As will be discussed

in chapter 7, one of the advantages (not the major one) of the new measure is

that it does not involve any standard state in the sense used in the traditional

approach to the study of solvation.

There is one more development which I feel is appropriate to mention here.

It deals with the concepts of ‘‘entropy of mixing’’ and ‘‘free energy of mixing.’’ It

was shown in 1987 that what is referred to as ‘‘entropy of mixing’’ has nothing

to do with the mixing process. In fact, mixing of ideal gases, in itself, has no

effect on any thermodynamic quantity. What is referred to as ‘‘entropy of

mixing’’ is nothing more than the familiar entropy of expansion. Therefore,

mixing of ideal gases is not, in general, an irreversible process. Also, a new

concept of assimilation was introduced and it was shown that the deassimilation

process is inherently an irreversible process, contrary to the universal claims

that the mixing process is inherently an irreversible process. Since this topic

does not fall into the claimed scope of this book, it is relegated to two

appendices.

Thus, the main scope of this book is to cover the two topics: the Kirkwood–

Buff theory and its inversion; and solvation theory. These theories were

designed and developed for mixtures and solutions. I shall also describe briefly

the two important theories: the integral equation approach; and the scaled

particle theory. These were primarily developed for studying pure simple

liquids, and later were also generalized and applied for mixtures.

Of course, many topics are deliberately omitted (such as solutions of

electrolytes, polymers, etc.). After all, one must make some choice of which

topics to include, and the choices made in this book were made according to

my familiarity and my assessment of the relative range of applicability and

their interpretive power. Also omitted from the book are lattice theories. These

have been fully covered by Guggenheim (1952, 1967), Prigogine (1957), and

Barker (1963).

The book is organized into eight chapters and some appendices. The

first three include more or less standard material on molecular distribution

functions and their relation to thermodynamic quantities. Chapter 4 is devoted

to the Kirkwood–Buff theory of solutions and its inversion which I consider as
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the main pillar of the theories of mixtures and solutions. Chapters 5 and 6

discuss various ideal solutions and various deviations from ideal solutions; all

of these are derived and examined using the Kirkwood–Buff theory. I hope that

this simple and elegant way of characterizing various ideal solutions will

remove much of the confusion that exists in this field. Chapter 7 is devoted to

solvation. We briefly introduce the new concept of solvation and compare it

with the traditional concepts. We also review some applications of the concept

of solvation. Chapter 8 combines the concept of solvation with the inversion of

the Kirkwood–Buff theory. Local composition and preferential solvation are

defined and it is shown how these can be obtained from the inversion of the KB

theory. In this culminating chapter, I have also presented some specific

examples to illustrate the new way of analysis of the properties of mixtures on a

local level. Instead of the global properties conveyed by the excess function, a

host of new information may be obtained from local properties such as sol-

vation, local composition, and preferential solvation. Examples are given

throughout the book only as illustrations – no attempt has been made to review

the extensive data available in the literature. Some of these have been recently

summarized by Marcus (2002).

The book was written while I was a visiting professor at the University of

Burgos, Spain. I would like to express my indebtedness to Dr. Jose Maria Leal

Villalba for his hospitality during my stay in Burgos.

I would also like to acknowledge the help extended to me by Andres Santos

in the numerical solution of the Percus–Yevick equations and to Gideon

Czapski for his help in the literature research. I acknowledge with thanks

receiving a lot of data from Enrico Matteoli, Ramon Rubio, Eli Ruckenstein,

and others. I am also grateful to Enrico Matteoli, Robert Mazo, Joaquim

Mendes, Mihaly Mezei, Nico van der Vegt and Juan White for reading all or

parts of the book and offering important comments. And finally, I want to

express my thanks and appreciation to my life-partner Ruby. This book could

never have been written without the peaceful and relaxing atmosphere she had

created by her mere presence. She also did an excellent job in typing and

correcting the many versions of the manuscript.

Arieh Ben-Naim

January 2006
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ONE

Introduction

In this chapter, we first present some of the notation that we shall use

throughout the book. Then we summarize the most important relationship

between the various partition functions and thermodynamic functions. We

shall also present some fundamental results for an ideal-gas system and small

deviations from ideal gases. These are classical results which can be found in

any textbook on statistical thermodynamics. Therefore, we shall be very brief.

Some suggested references on thermodynamics and statistical mechanics are

given at the end of the chapter.

1.1 Notation regarding the microscopic
description of the system

To describe the configuration of a rigid molecule we need, in the most general

case, six coordinates, three for the location of some ‘‘center,’’ chosen in the

molecule, e.g., the center of mass, and three orientational angles. For spherical

particles, the configuration is completely specified by the vector Ri¼ (xi, yi, zi)

where xi, yi, and zi are the Cartesian coordinates of the center of the ith par-

ticles. On the other hand, for a non-spherical molecule such as water, it is

convenient to choose the center of the oxygen atom as the center of the

molecule. In addition, we need three angles to describe the orientation of

the molecule in space. For more complicated cases we shall also need to specify

the angles of internal rotation of the molecule (assuming that bond lengths

and bond angles are fixed at room temperatures). An infinitesimal element of

volume is denoted by

dR ¼ dx dy dz: ð1:1Þ
This represents the volume of a small cube defined by the edges dx, dy, and dz.

See Figure 1.1. Some texts use the notation d3R for the element of volume to



distinguish it from the vector, denoted by dR. In this book, dR will always

signify an element of volume.

The element of volume dR is understood to be located at the point R. In

some cases, it will be convenient to choose an element of volume other than a

cubic one. For instance, an infinitesimal spherical shell of radius R and width

dR has the volumey

dR ¼ 4pR2dR: ð1:2Þ
For a rigid nonspherical molecule, we use Ri to designate the location of the

center of the ith molecule and �i the orientation of the whole molecule. As an

example, consider a water molecule as being a rigid body. Let � be the vector

originating from the center of the oxygen atom and bisecting the H–O–H

angle. Two angles, say f and y, are required to fix the orientation of this
vector. In addition, a third angle c is needed to describe the angle of

rotation of the entire molecule about the axis �.

In general, integration over the variable Ri means integration over the whole

volume of the system, i.e.,Z
V

dRi ¼
Z L

0

dxi

Z L

0

dyi

Z L

0

dzi ¼ L3 ¼ V ð1:3Þ

where for simplicity we have assumed that the region of integration is a cube of

length L. The integration over �i will be understood to be over all possible

orientations of the molecule. Using for instance, the set of Euler angles, we have

y Note that R is a scalar; R is a vector, and dR is an element of volume.

dy
dx

dz

R

z

y

x

Figure 1.1 An infinitesimal element of volume dR¼ dxdydz at the point R.
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Z
d�i ¼

Z 2p

0

dfi

Z p

0

sin yi dyi

Z 2p

0

dci ¼ 8p2: ð1:4Þ
Note that for a linear molecule, we have one degree of freedom less, thereforeZ

d�i ¼
Z 2p

0

dfi

Z p

0

sin yi dyi ¼ 4p: ð1:5Þ
The configuration of a rigid nonlinear molecule is thus specified by a six-

dimensional vector, including both the location and the orientation of the

molecule, namely,

X i ¼ ðRi,�iÞ ¼ ðxi, yi, zi,fi, yi,ciÞ: ð1:6Þ
The configuration of a system of N rigid molecules is denoted by

XN ¼ X 1,X2, . . . ,XN : ð1:7Þ
The infinitesimal element of the configuration of a single molecule is denoted by

dX i ¼ dRi d�i, ð1:8Þ
and, for N molecules,

dXN ¼ dX 1dX 2, . . . , dXN : ð1:9Þ

1.2 The fundamental relations between statistical
thermodynamics and thermodynamics

The fundamental equations of statistical thermodynamics are presented in the

following subsections according to the set of independent variables employed

in the characterization of a macroscopic system.

E, V, N ensemble

We consider first an isolated system having a fixed internal energy E, volume V,

and number of particles N. Let W (E, V, N ) be the number of quantum

mechanical states of the system characterized by the variables E, V, N. That is

the number of eigenstates of the Hamiltonian of the system having the

eigenvalue E. We assume for simplicity that we have a finite number of such

eigenstates. The first relationship is between the entropy S of the system and the

number of states, W (E, V, N ). This is the famous Boltzmann formulay

SðE,V ,NÞ ¼ k lnW ðE,V ,NÞ ð1:10Þ

y This formula in the form S¼ k log W is engraved on Boltzmann’s tombstone.
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where k¼ 1.38� 10�23 J K� 1 is the Boltzmann constant.
The fundamental thermodynamic relationship for the variation of the

entropy in a system described by the independent variables E, V, N is

TdS ¼ dE þ PdV � mdN ð1:11Þ
from which one can obtain the temperature T, the pressure P, and the chemical

potential m as partial derivatives of S. Other thermodynamic quantities can be

obtained from the standard thermodynamic relationships. For a summary of

some thermodynamic relationships see Appendix A.

In practice, there are very few systems for which W is known. Therefore

equation (1.10), though the cornerstone of the theory, is seldom used in

applications. Besides, an isolated system is not an interesting system to study.

No experiments can be done on an isolated system.

Next we introduce the fundamental distribution function of this system.

Suppose that we have a very large collection of systems, all of which are

identical, in the sense that their thermodynamic characterization is the same,

i.e., all have the same values of E, V, N. This is sometimes referred to as a

microcanonical ensemble. In such a system, one of the fundamental postulates

of statistical thermodynamics is the assertion that the probability of a specific

state i is given by

Pi ¼ 1

W
: ð1:12Þ

This is equivalent to the assertion that all states of an E, V, N system have equal

probabilities. Since
P

Pi ¼ 1, it follows that each of the Pi is equal to W�1.

T, V, N ensemble

The most useful connection between thermodynamics and statistical thermo-

dynamics is that established for a system at a given temperature T, volume V,

and the number of particlesN. The corresponding ensemble is referred to as the

isothermal ensemble or the canonical ensemble. To obtain the T, V, N ensemble

from the E, V, N ensemble, we replace the boundaries between the isolated

systems by diathermal (i.e., heat-conducing) boundaries. The latter permits the

flow of heat between the systems in the ensemble. The volume and the number

of particles are still maintained constant.

We know from thermodynamics that any two systems at thermal equilibrium

(i.e., when heat can be exchanged through their boundaries) have the same

temperature. Thus, the fixed value of the internal energy E is replaced by a fixed

value of the temperature T. The internal energies of the system can now fluctuate.
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The probability of finding a system in the ensemble having internal energy E is

given

PrðEÞ ¼ W ðE,V ,NÞ expð�bEÞ
Q

ð1:13Þ
where b¼ (kT )�1 and Q is a normalization constant. Note that the probability

of finding a specific state having energy E is exp(�bE)/Q. Since there areW such

states, the probability of finding a state having energy E is given by (1.13). The

normalization condition is X
E

PrðEÞ ¼ 1, ð1:14Þ

the summation being over all the possible energies E. From (1.13) and (1.14),

we have

QðT ,V ,NÞ ¼
X
E

W ðE,V ,NÞ expð�bEÞ ð1:15Þ

which is the partition function for the canonical ensemble.

The fundamental connection between Q(T, V, N ), as defined in (1.15), and

thermodynamics is given by

AðT ,V ,NÞ ¼ �kT lnQðT ,V ,NÞ ð1:16Þ
where A is the Helmholtz energy of the system at T, V, N. Once the partition

function Q (T, V, N) is known, then relation (1.16) may be used to obtain the

Helmholtz energy.y This relation is fundamental in the sense that all

the thermodynamic information on the system can be extracted from it by the

application of standard thermodynamic relations, i.e., from

dA ¼ �SdT � PdV þ mdN : ð1:17Þ
For a multicomponent system, the last term on the right-hand side (rhs) of

(1.17) should be interpreted as a scalar product � � dN ¼Pc
i¼1 mi dNi. From

(1.17) we can get the following thermodynamic quantities:

S ¼ � qA
qT

� �
V ,N

¼ k lnQ þ kT
q lnQ
qT

� �
V ,N

ð1:18Þ

P ¼ � qA
qV

� �
T ;N

¼ kT
q lnQ
qV

� �
T,N

ð1:19Þ

m ¼ qA
qN

� �
T ,V

¼ �kT
q lnQ
qN

� �
T,V

: ð1:20Þ

y We use the terms Helmholtz and Gibbs energies for what has previously been referred to as
Helmholtz and Gibbs free energies, respectively.
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Other quantities can be readily obtained by standard thermodynamic

relationships.

T, P, N ensemble

In the passage from the E, V, N to the T, V, N ensemble, we have removed the

constraint of a constant energy by allowing the exchange of thermal energy

between the systems. As a result, the constant energy has been replaced by a

constant temperature. In a similar fashion, we can remove the constraint of a

constant volume by replacing the rigid boundaries between the systems by

flexible boundaries. In the new ensemble, referred to as the isothermal–isobaric

ensemble, the volume of each system may fluctuate. We know from thermo-

dynamics that when two systems are allowed to reach mechanical equilibrium,

they will have the same pressure. The volume of each system can attain any

value. The probability distribution of the volume in such a system is

PrðV Þ ¼ QðT ,V ,NÞ expð�bPV Þ
DðT ,P,NÞ ð1:21Þ

where P is the pressure of the system at equilibrium. The normalization con-

stant D(T, P, N ) is defined by

DðT ,P,NÞ ¼
X
V

QðT ,V ,NÞ expð�bPV Þ

¼
X
V

X
E

W ðE,V ,NÞ expð�bE � bPV Þ: ð1:22Þ

D(T, P, N ) is called the isothermal–isobaric partition function or simply the T,

P, N partition function. Note that in (1.22) we have summed over all possible

volumes, treating the volume as a discrete variable. In actual applications to

classical systems, this sum should be interpreted as an integral over all possible

volumes, namely

DðT , P,NÞ ¼ c

Z 1

0

dV QðT ,V ,NÞ expð�bPV Þ ð1:23Þ

where c has the dimension of V�1, to render the rhs of (1.23) dimensionless.

The partition function D(T, P, N ), though less convenient in theoretical work

than Q (T, V, N ), is sometimes very useful, especially when connection with

experimental quantities measured at constant T and P is required.

The fundamental connection between D(T, P, N ) and thermodynamics is

GðT , P,NÞ ¼ �kT lnDðT , P,NÞ ð1:24Þ
where G is the Gibbs energy of the system.
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The relation (1.24) is the fundamental equation for the T, P, N ensemble.

Once we have the function D(T, P, N ), all thermodynamic quantities may be

obtained by standard relations, i.e.,

dG ¼ �SdT þ VdP þ mdN : ð1:25Þ
Hence

S ¼ � qG
qT

� �
P,N

¼ k lnDþ kT
q lnD
qT

� �
P,N

ð1:26Þ

V ¼ qG
qP

� �
T,N

¼ �kT
q lnD
qP

� �
T,N

ð1:27Þ

m ¼ qG
qN

� �
T , P

¼ �kT
q lnD
qN

� �
T, P

: ð1:28Þ

Other thermodynamic quantities may be obtained by standard thermodynamic

relationships.

T, V, m ensemble

An important partition function can be derived by starting from Q (T, V, N )

and replacing the constant variable N by m. To do that, we start with the

canonical ensemble and replace the impermeable boundaries by permeable

boundaries. The new ensemble is referred to as the grand ensemble or the T, V,

m ensemble. Note that the volume of each system is still constant. However, by

removing the constraint on constant N, we permit fluctuations in the number

of particles. We know from thermodynamics that a pair of systems between

which there exists a free exchange of particles at equilibrium with respect to

material flow is characterized by a constant chemical potential m. The variable
N can now attain any value with the probability distribution

PrðNÞ ¼ QðT ,V ,NÞ expðbmNÞ
XðT ,V ,mÞ ð1:29Þ

where X(T, V, m), the normalization constant, is defined by

XðT ,V ,mÞ ¼
X1
N¼0

QðT ,V ,NÞ expðbmNÞ ð1:30Þ

where the summation in (1.30) is over all possible values of N. The new par-

tition function X(T, V, m) is referred to as the grand partition function, the

open-system partition function, or simply the T, V, m partition function.
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In equation (1.30), we have defined the T, V, m partition function for a

one-component system. In a straightforward manner we may generalize the

definition for a multicomponent system. Let N¼N1, . . . ,Nc be the vector

representing the composition of the system, where Ni is the number of

molecules of species i. The corresponding vector �¼ m1, . . . , mc includes the
chemical potential of each of the species. For an open system with respect to all

components we have the generalization of (1.30)

XðT ,V ,�Þ ¼
X
N1

. . .
X
Nc

QðT ,V ,NÞ exp½b� � N � ð1:31Þ

where � � N ¼Pi miNi is the scalar product of the two vectors � and N.

An important case is a system open with respect to some of the species but

closed to the others. For instance, in a two-component system of A and B we

can define two partial grand partition functions as follows:

XðT ,V ,NA,mBÞ ¼
X
NB

QðT ,V ,NA,NBÞ expðbmBNBÞ ð1:32Þ

XðT ,V ,NB, mAÞ ¼
X
NA

QðT ,V ,NA,NBÞ expðbmANAÞ: ð1:33Þ

Equation (1.32) corresponds to a system closed with respect to A, but open

with respect to B. Equation (1.33) corresponds to a system closed to B, but

open to A.

The fundamental connection between the partition function defined in

(1.30) and thermodynamics is

PðT ,V , mÞV ¼ kT lnXðT ,V ,mÞ ð1:34Þ
where P(T, V, m) is the pressure of a system characterized by the independent

variables T, V, m.
The fundamental relation (1.34) may be used to obtain all relevant thermo-

dynamic quantities. Thus, using the general differential of PV we obtain

dðPV Þ ¼ S dT þ P dV þ N dm ð1:35Þ

S ¼ qðPV Þ
qT

� �
V ;m

¼ k lnXþ kT
q lnX
qT

� �
V ;m

ð1:36Þ

P ¼ qðPV Þ
qV

� �
T ;m

¼ kT
q lnX
qV

� �
T ;m

¼ kT
lnX
V

ð1:37Þ
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N ¼ qðPV Þ
qm

� �
T ;V

¼ kT
q lnX
qm

� �
T ;V

: ð1:38Þ

Other quantities, such as the Gibbs energy or the internal energy of the system,

may be obtained from the standard relations

G ¼ mN ð1:39Þ

E ¼ G þ TS � PV : ð1:40Þ

1.3 Fluctuations and stability

One of the characteristic features of statistical mechanics is the treatment of

fluctuations, whereas in thermodynamics we treat variables such as E, V, or N

as having sharp values. Statistical mechanics acknowledge the fact that these

quantities can fluctuate. The theory also prescribes a way of calculating the

average fluctuation about the equilibrium values.

In the T, V, N ensemble, the average energy of the system is defined by

hEi ¼
X
E

E PrðEÞ ¼
P

E EW ðE,V ,NÞ expð�bEÞ
QðT ,V ,NÞ : ð1:41Þ

Using the definition of Q(T, V, N ) in (1.15), we find that

hEi ¼ kT 2 q lnQðT ,V ,NÞ
qT

� �
V ,N

: ð1:42Þ

Note that the average energy of the system, denoted here by hEi, is the same as

the internal energy denoted, in thermodynamics, by U. In this book, we shall

reserve the letter U for potential energy and use hEi for the total (potential and
kinetic) energy. Sometimes when the meaning of E as an average is clear, we can

use E instead of hEi.
An important average quantity in the T, V, N ensemble is the average

fluctuation in the internal energy, defined by

s2E ¼ hðE � hEiÞ2i: ð1:43Þ
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Using the probability distribution (1.13), we can express s2E in terms of the

constant-volume heat capacity, i.e.,

hðE � hEiÞ2i ¼
X
E

ðE � hEiÞ2 PrðEÞ

¼
X
E

½E2 PrðEÞ � 2EhEiPrðEÞ þ hEi2 PrðEÞ�

¼ hE2i � hEi2: ð1:44Þ
On the other hand, by differentiation of hEi in (1.41) with respect to T, we

obtain the heat capacity at constant volume,

CV ¼ qhEi
qT

� �
V ;N

¼ hE2i � hEi2
kT 2

: ð1:45Þ

Thus the heat capacity CV is also a measure of the fluctuation in the energy of

the T, V, N system.

Similar relationships hold for the enthalpy in the T, P, N ensemble. Thus,

using (1.22), we obtain

hHi ¼ kT 2 q lnD
qT

� �
P;N

¼ hEi þ PhV i: ð1:46Þ

Here h i denotes averages in the T, P, N ensemble, using the probability dis-

tribution function

PrðE,V Þ ¼ W ðE,V ,NÞ expð�bE � bPV Þ
DðT ,P,NÞ : ð1:47Þ

The constant-pressure heat capacity is obtained from (1.46) and from the

definition of D. The result is

CP ¼ qhHi
qT

� �
P;N

¼ hH2i � hHi2
kT 2

ð1:48Þ

where the average quantities in (1.48) are taken with the probability dis-

tribution (1.47).

In the T, P, N ensemble there exists fluctuations in the volume of the system,

defined by

hðV � hV iÞ2i ¼ hV 2i � hV i2 ¼ kThV ikT ð1:49Þ
where the isothermal compressibility is defined by

kT ¼ � 1

hV i
qhV i
qP

� �
T ;N

: ð1:50Þ
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Another quantity of interest in the T, P, N ensemble is the cross-fluctuations

of volume and enthalpy. This is related to the thermal expansivity, aP , by

hðV � hV iÞðH � hHiÞi ¼ hVHi � hV ihHi ¼ kT 2hV iaP ð1:51Þ
where

aP ¼ 1

hV i
qhV i
qT

� �
P;N

: ð1:52Þ

Of foremost importance in the T, V, m ensemble is the fluctuation in the

number of particles, which, for a one-component system, is given by

hðN � hNiÞ2i ¼ hN 2i � hNi2 ¼ kT
qhNi
qm

� �
T ;V

¼ kTV
qr
qm

� �
T

: ð1:53Þ

In (1.53), all average quantities are taken with the probability distribution

Pr(N ) given in (1.29). The fluctuations in the number of particles in the T, V,

m ensemble can be expressed in terms of the isothermal compressibility, as

follows.

From the Gibbs–Duhem relation

�S dT þ V dP ¼ N dm ð1:54Þ
we obtain

qP
qm

� �
T

¼ N

V
¼ r: ð1:55Þ

Using the chain rule of differentiation, we have

qr
qm

� �
T

¼ qr
qP

� �
T

qP
qm

� �
T

¼ kTr2: ð1:56Þ

Combining (1.53) and (1.56), we obtain the final result

hN 2i � hNi2 ¼ kTVr2kT : ð1:57Þ
Further relations involving cross-fluctuations in the number of particles in a

multicomponent system are discussed in chapter 4. Note that in (1.54)–(1.56)

we used the thermodynamic notation for V, N, etc. In applying these relations

in the T, V, m ensemble, the density r in (1.57) should be understood as

r ¼ hNi
V

ð1:58Þ

where the average is taken in the T, V, m ensemble.
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Note that (1.57) can be written as

hN 2i � hNi2
hNi2 ¼ kTkT

V
:

This should be compared with equation (1.49). Thus, the relative fluctuations

in the volume in the T, P, N ensemble have the same values as the relative

fluctuations in the number of particles in the T, V, m ensemble, provided that

hV i in the former is equal to V in the latter.

We have seen thatCV ,Cp , kT , and (qm/qr)T can be expressed as fluctuations in
E, H, V, and N, respectively. As such, they must always be positive. The posi-

tiveness of these quantities is translated in thermodynamic language as the con-

dition of stability of the system. Thus, CV> 0 and Cp> 0 are the conditions for

thermal stability of a closed system at constant volume and pressure, respectively.

kT> 0 expresses the mechanical stability of a closed system at constant tem-

perature. Of particular importance, in the context of this book, is the material

stability. A positive value of (qm/qr)Tmeans that the chemical potential is always a

monotonically increasing function of the density. At equilibrium, any fluctuation

which causes an increase in the local density will necessarily increase the local

chemical potential. This local fluctuation will be reversed by the flow of material

from the higher to the lower chemical potential, hence restoring the system to its

equilibrium state. In chapter 4, we shall also encounter fluctuations and cross-

fluctuations in multicomponent systems.

1.4 The classical limit of statistical
thermodynamics

In section 1.2, we introduced the quantum mechanical partition function in the

T, V, N ensemble. In most applications of statistical thermodynamics to pro-

blems in chemistry and biochemistry, the classical limit of the quantum

mechanical partition function is used. In this section, we present the so-called

classical canonical partition function.

The canonical partition function introduced in section 1.2 is defined as

QðT ,V ,NÞ ¼
X
i

expð�bEiÞ ¼
X
E

W ðE,V ,NÞ expð�bEÞ ð1:59Þ

where the first sum is over all possible states of the T, V, N system. In the second

sum all states having the same energy E are grouped first, and then we sum over
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all the different energy levels.W(E, V, N ) is simply the degeneracy of the energy

level E (given V and N ), i.e., the number of states having the same energy E.

The classical analog of Q(T, V, N) for a system of N simple particles (i.e.,

spherical particles having no internal structure) is

QðT ,V ,NÞ ¼ ð1=h3NN !Þ
Z

� � �
Z

dpNdRN expð�bHÞ: ð1:60Þ

Here, h is the Planck constant (h¼ 6.625� 10� 27 erg s) and H is the classical

Hamiltonian of the system, given by

HðpN ,RN Þ ¼
XN
i¼1

ðp2i =2mÞ þ UN ðRN Þ: ð1:61Þ

Here pi is the momentum vector of the ith particle (presumed to possess only

translational degrees of freedom) and m is the mass of each particle. The total

potential energy of the system at the specified configuration RN is denoted by

UN(R
N).

Note that the expression (1.60) is not purely classical since it contains two

corrections of quantum mechanical origin: the Planck constant h and the N!.

Therefore, Q defined in (1.60) is actually the classical limit of the quantum

mechanical partition function in (1.59). The purely classical partition function

consists of the integral expression on the rhs of (1.60) without the factor

(h3NN!). This partition function fails to produce the correct form of the che-

mical potential or of the entropy of the system.

The integration over the momenta in (1.60) can be performed straightfor-

wardly to obtain

h�3N

Z 1

1
dpN exp �b

XN
i¼1

p2i =2m
� �" #

¼ h�1

Z 1

�1
dp exp �bp2=2m

� �� �3N

¼ h�1 2m=bð Þ1=2
Z 1

�1
exp �x2
� �

dx

� �3N
¼ 2pmkTð Þ3=2=h3
h iN

¼ L�3N : ð1:62Þ
In (1.62) we have introduced the momentum partition function, defined by

L ¼ h

ð2pmkTÞ1=2
: ð1:63Þ

This is also referred to as the thermal de Broglie wavelength of the particles at

temperature T. Another important quantity is the configurational partition

function, defined by

ZN ¼
Z

� � �
Z

dRN exp �bUN RN
� �� �

: ð1:64Þ
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The canonical partition function in (1.60) can be rewritten as

QðT ,V ,NÞ ¼ ZN

N !L3N
: ð1:65Þ

The condition required for the applicability of the classical partition func-

tion, as given in (1.60), is

rL3 � 1 ð1:66Þ
i.e., when either the density is low, or the mass of the particles is large, or the

temperature is high. Indeed, for most systems of interest in this book, we shall

assume the validity of the condition (1.66), hence the validity of (1.60).

For a system of N nonspherical particles, the partition function (1.60) is

modified as follows

QðT ,V ,NÞ ¼ qN

ð8p2ÞNL3NN !

Z
� � �
Z

dXN exp½�bUN ðXN Þ�: ð1:67Þ

The integration on the rhs of (1.67) extends over all possible locations and

orientations of the N particles. We shall refer to the vector XN¼X1, . . . , XN as

the configuration of the system of the N particles. The factor q, referred to as the

internal partition function, includes the rotational, vibrational, electronic, and

nuclear partition functions of a single molecule. We shall always assume in this

book that the internal partition functions are separable from the configura-

tional partition function. Such an assumption cannot always be granted,

especially when strong interactions between the particles can perturb the

internal degrees of freedom of the particles involved.

In the classical T, V, N ensemble, the basic distribution function is the

probability density for observing the configuration XN,

PðXN Þ ¼ exp½�bUN ðXN Þ�R � � � R dXN exp½�bUN ðXN Þ� : ð1:68Þ

In the classical T, P, N ensemble, the basic distribution function is the prob-

ability density of finding a system with a volume V and a configuration XN, i.e.,

PðXN, V Þ ¼ exp½�bPV � bUN ðXN Þ�R
dV
R � � � R dXN exp½�bPV � bUN ðXN Þ� : ð1:69Þ

The integration over V extends from zero to infinity. The probability density of

observing a system with volume V, independently of the configuration, is

obtained from (1.69) by integrating over all configurations, i.e.,

PðV Þ ¼
Z

� � �
Z

dXNPðXN ,V Þ: ð1:70Þ
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The conditional distribution function defined byy

PðXN=V Þ ¼ PðXN ,V Þ
PðV Þ

¼ exp½�bPV � bUN ðXN Þ�R � � � R dXN exp½�bPV � bUN ðXN Þ�

¼ exp½�bUN ðXN Þ�R � � � R dXN exp½�bUN ðXN Þ� ð1:71Þ

is the probability density of finding a system in the configuration XN, given that

the system has the volume V.

In the classical T, V, m ensemble, the basic distribution function defined by

PðXN ,NÞ ¼ ðqN=N !Þ exp½bmN � bUN ðXN Þ�P1
N¼0 ðqN=N !Þ½expðbmNÞ� R � � � R dXN exp½�bUN ðXN Þ�

ð1:72Þ
is the probability density of observing a system with precisely N particles and

the configuration XN. The probability of finding a system in the T, V, m
ensemble with exactly N particles is obtained from (1.72) by integrating over all

possible configurations namely,

PðNÞ ¼
Z

� � �
Z

dXNPðXN ,NÞ ð1:73Þ

which can be written as

PðNÞ ¼ QðT ,V ,NÞ expðbmNÞ
XðT ,V , mÞ : ð1:74Þ

The conditional distribution function, defined by

PðXN=NÞ ¼ PðXN ,NÞ
PðNÞ ¼ exp½�bUN ðXN Þ�R � � � R dXN exp½�bUN ðXN Þ� , ð1:75Þ

is the probability density of observing a system in the configuration XN, given

that the system contains precisely N particles.

y We use the slash sign for the conditional probability. In some texts, the vertical bar is used instead.
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1.5 The ideal gas and small deviation
from ideality

Theoretically, an ideal gas is a hypothetical system of noninteracting molecules, i.e.,

UN ðXN Þ � 0 ð1:76Þ
for any configuration XN. Of course, there is no real system that obeys

equation (1.76).

In practice, the ideal-gas behavior is obtained in the limit of very low den-

sities or pressure, where interactions between the (real) molecules are on the

average negligible. One should be careful, however, to distinguish between

these two conditions for ideality. The two systems are not identical, as we shall

see later in the book.

Using (1.76) in the classical partition function (1.67), we immediately obtain

QðT ,V ,NÞ ¼ qN

ð8p2ÞNL3NN !

Z
� � �
Z

dXN

¼ qN

ð8p2ÞNL3NN !

Z
V

dR

Z 2p

0

df
Z p

0

sin ydy
Z 2p

0

dc
� �N

¼ qNVN

L3NN !
: ð1:77Þ

For simple spherical particles, sometimes referred to as ‘‘structureless’’ particles,

equation (1.77) reduces to

QðT ,V ,NÞ ¼ VN

L3NN !
: ð1:78Þ

Note that q and L depend on the temperature and not on the volume V or on

N. An important consequence of this is that the equation of state of an ideal gas

is independent of the particular molecules constituting the system. To see this,

we derive the expression for the pressure. Differentiating (1.77) with respect to

volume, we obtain

P ¼ kT
q lnQ
qV

� �
T ;N

¼ kTN

V
¼ rkT : ð1:79Þ

This equation of state is universal, in the sense that it does not depend on

the properties of the specific molecules. This behavior is not shared by all

thermodynamic quantities of the ideal gas. For instance, the chemical

potential obtained by differentiation of (1.77) and using the Stirling
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approximationy is

m ¼ �kT
q lnQ
qN

� �
T ;V

¼ kT lnðL3q�1Þ þ kT ln r

¼ m0gðTÞ þ kT ln r ð1:80Þ

where r¼N/V is the number density and m0g(T) is the standard chemical

potential. The latter depends on the properties of the individual molecules in

the system. Note that the value of m0g(T) depends on the choice of units of r.
The quantity rL3, however, is dimensionless. Hence, m is independent of the

choice of the concentration units.

Another useful expression is that for the entropy of an ideal gas, which can be

obtained from (1.77):

S ¼ k lnQ þ kT
q lnQ
qT

� �
V ;N

¼ 5
2
kN � Nk lnðrL3q�1Þ þ kTN

q ln q
qT

: ð1:81Þ

Clearly, the entropy in (1.81) depends on the properties of the specific gas. For

simple particles, this reduces to the well-known Sackur–Tetrode equation for the

entropy:

S ¼ 5
2
kN � Nk ln rL3: ð1:82Þ

The dependence of both m and S on the density r through ln r is confirmed by

experiment. We note here that had we used the purely classical partition

function [i.e., the integral excluding the factors h3NN! in (1.60)], we would not

have obtained such a dependence on the density. This demonstrates the

necessity of using the correction factors h3NN! even in the classical limit of the

quantum mechanical partition function.

Similarly, the energy of an ideal-gas system of simple particles is obtained

from (1.78) and (1.82), i.e.,

E ¼ Aþ TS ¼ kT ln rL3 � kTN þ Tð5
2
kN � Nk ln rL3Þ ¼ 3

2
kTN ð1:83Þ

which in this case is entirely due to the kinetic energy of particles.

The heat capacity for a system of simple particles is obtained directly

from (1.83) as

CV ¼ ðqE=qTÞV ¼ 3
2
kN ð1:84Þ

y In this book, we always use the Stirling approximation in the form ln N!¼N ln N�N. A better
approximation for small values of N is ln N!¼N ln N�Nþ 1

2
ln (2pN).
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which may be viewed as originating from the accumulation of k/2 per trans-

lational degree of freedom of a particle. For molecules having also rotational

degrees of freedom, we have

CV ¼ 3kN ð1:85Þ
which is built up of 3

2
kN from the translational, and 3

2
kN from the rotational

degrees of freedom. If other internal degrees of freedom are present, there are

additional contributions to CV.

In all of the aforementioned discussions, we left unspecified the internal

partition function of a single molecule. This, in general, includes contributions

from the rotational, vibrational, and electronic states of the molecule.

Assuming that these degrees of freedom are independent, the corresponding

internal partition function may be factored into a product of the partition

functions for each degree of freedom, namely,

qðTÞ ¼ qrðTÞqvðTÞqeðTÞ: ð1:86Þ
We shall never need to use the explicit form of the internal partition function in

this book. Such knowledge is needed for the actual calculation, for instance, of

the equilibrium constant of a chemical reaction.

The equation of state (1.79) has been derived theoretically for an ideal gas for

which (1.76) was assumed. In reality, equation (1.79) is obtained when the

density is very low, r� 0, such that intermolecular interactions, though

existing, may be neglected.

We now present some corrections to the ideal-gas equation of state (1.79).

Formally, we write bP as a power series in the density, presuming that such an

expansion exists,

bP ¼ r
qðbPÞ
qr

� �
T , r¼0

þ 1
2
r2

q2ðbPÞ
qr2

� �
T , r¼0

þ � � �

¼ rþ B2ðTÞr2 þ B3ðTÞr3 þ � � � ð1:87Þ
where the coefficients Bk(T ) are evaluated at r¼ 0, and hence are functions of

the temperature only.y

One of the most remarkable results of statistical mechanics is that it provides

explicit expressions for the coefficients in (1.87). The first-order coefficient is

B2ðTÞ ¼ � 1

2V ð8p2Þ2
Z

fexp½�bUðX 1,X 2Þ� � 1g dX1dX 2

¼ � 1

2ð8p2Þ
Z

fexp½�bUðXÞ� � 1g dX : ð1:88Þ

y The coefficients B2(T), B3(T), etc., are sometimes denoted by B, C, D, etc.
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This is known as the second virial coefficient. In the second step on the rhs of

(1.88), we exploit the fact thatU(X1, X2) is actually a function of six coordinates,

not twelve as implied in X1, X2; i.e., we can hold X1 fixed, say at the origin, and

view the potential functionU(X1, X2) as depending on the relative locations and

orientations of the second particle, which we denote by X. Thus integrating over

X1 produces a factor V8p
2 and the final form of B2(T ) is obtained.

Note also that since the potential function U(X) has a short range, say of a

few molecular diameters, the integral over the entire volume is actually over

only a very short distance from the particle that we held fixed at the origin. This

is the reason why B2(T) is not a function of the volume.

Expression (1.88) can be further simplified when the pair potential is a

function of the scalar distance R¼ jR2�R1 j . In this case, the integration over

the orientations produce the factor 8p2 and the integration over the volume can

be performed after transforming to polar coordinates to obtain

B2ðTÞ ¼ �1
2

Z 1

0

fexp½ð�bUðRÞÞ� � 1g4pR2dR: ð1:89Þ

Note that we chose infinity as the upper limit of the integral. In practice, the

integration extends to a finite distance of the order of a few molecular dia-

meters, i.e., the effective range of the interaction potential. Beyond this limit,

U(R) is zero and therefore the integrand becomes zero as well. Hence, the

extension of the range of integration does not affect the value of B2(T).

Of the virial coefficients, B2(T) is the most useful. The theory also provides

expressions for the higher order corrections to the equation of state. We cite

here the expression for the third virial coefficient,

B3ðTÞ ¼ � 1

3ð8p2Þ2
Z

fexp½�bU3ðX 1,X 2,X 3Þ�

� exp½�bUðX 1,X2Þ � bUðX2,X 3Þ�
� exp½�bUðX 1,X2Þ � bUðX1,X 3Þ�
� exp½�bUðX 1,X3Þ � bUðX2,X 3Þ�
þ exp½�bUðX 1,X2Þ� þ exp½�bUðX1,X 3Þ�
þ exp½�bUðX 2,X3Þ� � 1gdX2dX3: ð1:90Þ

We see that this expression is fairly complicated. If the total potential energy is

pairwise additive, in the sense that

U3ðX 1,X2,X 3Þ ¼ UðX1,X 2Þ þ UðX 1,X3Þ þ UðX 2,X 3Þ ð1:91Þ
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the integrand in (1.90) simplifies toy

B3ðTÞ ¼ � 1

3ð8p2Þ2
Z

f ðX1,X 2, Þf ðX1,X 3Þf ðX 2,X3ÞdX 2dX3 ð1:92Þ

where f, the so-called Mayer f-function, is defined by

f ðX i,X jÞ ¼ exp½�bUðX i,X jÞ� � 1: ð1:93Þ
Extending the same procedure for mixtures, say of two components, A and B

will give us the second virial coefficient for a mixture. The first-order correction

to the ideal-gas behavior of the mixture is

bP ¼ rA þ rB þ BAAr2A þ BBBr2B þ 2BABrArB þ � � � ð1:94Þ
In terms of the total density rT¼ rAþ rB, and the mole fraction xA¼ rA/rT
(1.94) can be written as

bP ¼ rT þ ½BAAx
2
A þ BBBx

2
B þ 2BABxAxB�r2T þ � � � ð1:95Þ

where the term in the square brackets may be interpreted as the average second

virial coefficient of the mixture. Bab is related to Uab by the same relation as B2
to U in (1.88) or (1.89).

1.6 Suggested references on general
thermodynamics and statistical mechanics

There are many good textbooks on thermodynamics: Denbigh (1966, 1981),

Prigogine and Defay (1954) and Callen (1960).

Books on the elements of statistical thermodynamics: Hill (1960),

McQuarrie (1976) and Ben-Naim (1992).

Advanced books on statistical thermodynamics: Hill (1956), Münster

(1969,1974) and Hansen and McDonald (1976).

y Note that in both (1.90) and (1.92), integration over X1 has been performed so that the integrands
are not functions of X1.
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TWO

Molecular distribution
functions

In this chapter, we introduce the concepts of molecular distribution function

(MDF), in one- and multicomponent systems. The MDFs are the fundamental

ingredients in the modern molecular theories of liquids and liquid mixtures.

As we shall see, these quantities convey local information on the densities,

correlation between densities at two points (or more) in the system, etc.

We start with detailed definitions of the singlet and the pair distribution

functions. We then introduce the pair correlation function, a function which is

the cornerstone in any molecular theory of liquids. Some of the salient features

of these functions are illustrated both for one- and for multicomponent sys-

tems. Also, we introduce the concepts of the generalized molecular distribution

functions. These were found useful in the application of the mixture model

approach to liquid water and aqueous solutions.

In this chapter, we shall not discuss the methods of obtaining information

on molecular distribution functions. There are essentially three sources of

information: analyzing and interpreting x-ray and neutron diffraction patterns;

solving integral equations; and simulation of the behavior of liquids on a

computer. Most of the illustrations for this chapter were done by solving the

Percus–Yevick equation. This method, along with some comments on the

numerical solution, are described in Appendices B–F.

2.1 The singlet distribution function

We start with the simplest MDF, the singlet distribution function. The pre-

sentation here is done at great length, far more than is necessary, but, as we

shall soon see, fully understanding the meaning of this quantity will be essential

for the understanding the higher MDF as well as the generalized MDF.

In this and the following chapter, we shall always start with a one-component

system, then generalize for multicomponent mixtures. This is done mainly for



notational convenience. We also discuss rigid molecules, i.e., molecules without

internal rotational degrees of freedom. The state of each molecule is fully

described by the six-dimensional vector X consisting of three locational

coordinates R¼ (x, y, z) and three orientational coordinates �¼ (f, y,c).
We start with a system consisting of N rigid particles at a given temperature

T, contained in volume V. The basic probability density for such a system is

essentially the Boltzmann distribution

PðXN Þ ¼ exp½�bUN ðXN Þ�R � � �R dXN exp½�bUN ðXN Þ� : ð2:1Þ

In general, an average of any function of the configuration, F(XN), in the T, V,

N ensemble, is defined by

F ¼
Z

� � �
Z

dXNPðXN ÞFðXN Þ: ð2:2Þ
In some cases, we shall also use either the symbol hFi or F for an average

quantity. However, we shall refrain from using this notation whenever the

meaning of that quantity as an average is evident.

As a first and very simple example, let us calculate the average number of

particles in a region S within the system. (A particle is said to be in the region S

whenever its center falls within that region.) Let N(XN, S) be the number of

particles in S, given that the system is at a particular configuration XN. One may

imagine taking a snapshot of the system at some instant and counting the

number of particles that happen to fall within S at that configuration. Hence,

N(XN, S) is also referred to as a counting function. A two-dimensional illus-

tration is given in figure 2.1.

The average number of particles in S is, according to (2.2)

NðSÞ ¼
Z

� � �
Z

dXNPðXN ÞNðXN , SÞ: ð2:3Þ
This relation can be written in an alternative form which will turn out to be

useful for later applications.

Let us define the characteristic function

AiðRi, SÞ ¼ 1 if Ri [ S
0 if Ri [= S:

	
ð2:4Þ

The symbol [ means ‘‘belongs to.’’ Hence, Ai(Ri, S) is unity whenever Ri is

within S and zero elsewhere. The quantity N(XN, S) can be expressed as

NðXN, SÞ ¼
XN
i¼1

AiðRi, SÞ: ð2:5Þ

Clearly, in order to count the number of particles within S, we have to check the

location of each particle separately. Each particle whose center falls within S will
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contribute unity to the sum on the rhs of (2.5); hence, the sum counts the exact

number of particles in S, given a specific configuration XN. Introducing (2.5)

into (2.3), we obtain the average number of particles in S:

NðSÞ ¼
Z

� � �
Z

dXNPðXN Þ
XN
i¼1

AiðRi, SÞ

¼
XN
i¼1

Z
� � �
Z

dXNPðXN ÞAiðRi, SÞ

¼ N

Z
� � �
Z

dXNPðXN ÞA1ðR1, SÞ: ð2:6Þ

Since all the particles are equivalent, the sum over the index i produces N

integrals having the same magnitude. We may therefore select one of these

integrals, say i¼ 1, and replace the sum by N times that specific integral. The

mole fraction of particles within S is defined as

xðSÞ ¼ NðSÞ
N

¼
Z

� � �
Z

dXN PðXN ÞA1ðR1, SÞ: ð2:7Þ

x(S) is the average fraction of particles found in S. This quantity may also be

assigned a probabilistic meaning that is often useful. To see this, we recall that

S

Figure 2.1. An arbitrary region S within the system of volume V. In the particular configuration shown
here, the number of particles in S is 12.
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the function A1(R1, S) used in (2.7) has the effect of reducing the range of

integration from V to a restricted range which fulfills the condition: ‘‘R1 being

located in S.’’ Symbolically, this can be written asZ
V

� � �
Z
V

dXNPðXN ÞA1ðR1, SÞ ¼
Z
R1[ S
� � �
Z

dXNPðXN Þ ¼ P1ðSÞ: ð2:8Þ

Thus, the integration over the entire volume V is reduced to the region for

which R1 [ S.
We recall that P(XN) is the probability density of the occurrence of the event

XN, i.e., that the N particles are found at the specific configuration X1, . . . ,XN.

Therefore, integration over all the events XN for which the condition R1 [ S is

fulfilled gives the probability of the occurrence of the condition, i.e., P1(S) is the

probability that a specific particle, say number 1, will be found in S. From (2.7)

and (2.8) we arrive at an important relation:

xðSÞ ¼ P1ðSÞ, ð2:9Þ
which states that the mole fraction of particles in S equals the probability that a

specific particle, say 1, will be found in S. [Of course, we could have chosen in

(2.9) any other specific particle other than particle 1.]

We now introduce the singlet molecular distribution function, which is

obtained from N(S) in the limit of a very small region S. First we note that

Ai(Ri, S) can also be written as

AiðRi, SÞ ¼
Z
S

dðRi � R0Þ dR0, ð2:10Þ

where d(Ri�R 0) is the Dirac delta function. The integral over d(Ri�R 0) is

unity if Ri [ S, and zero otherwise.

When S is an infinitesimally small region dR 0, we have

AiðRi, dR
0Þ ¼ dðRi � R0Þ dR0: ð2:11Þ

Hence, from (2.6) we obtain the average quantity

NðdR0Þ ¼ dR0
Z

� � �
Z

dXNPðXN Þ
XN
i¼1

dðRi � R0Þ: ð2:12Þ

The average local (number) density of particles in the element of volume at dR 0

at R 0 is now defined by

rð1ÞðR0Þ ¼ NðdR0Þ
dR0 ¼

Z
� � �
Z

dXNPðXN Þ
XN
i¼1

dðRi � R0Þ: ð2:13Þ
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Note that dR 0 is an element of volume dx 0dy 0dz0 at R 0. The quantity r(1)(R 0) is
referred to as the singlet molecular distribution function.

The meaning of r(1)(R 0) as a local density will prevail in all our applications.

However, in some cases one may also assign to r(1)(R 0) the meaning of

probability density. This must be done with some caution, as will be shown

below. First, we rewrite (2.13) in the form

rð1ÞðR0Þ ¼ N

Z
� � �
Z

dXNPðXN ÞdðR1 � R0Þ ¼ NPð1ÞðR0Þ: ð2:14Þ

The interpretation of P(1)(R 0)dR 0 follows from the same argument as in the case

of P1(S) in (2.8). This is the probability of finding a specific particle, say 1, in dR 0

at R 0. Hence, P(1)(R 0) is often referred to as the specific singlet distribution

function.

The next question is: ‘‘What is the probability of finding any particle in dR 0?’’
To answer this question, we consider the events listed in Table 2.1.

Since all particles are equivalent, we have exactly the same probability for

each of the events listed on the left-hand side (lhs).

The event ‘‘any particle in dR 0’’ means either ‘‘particle 1 in dR 0’’ or ‘‘particle 2
in dR 0’’, . . . , or ‘‘particle N in dR 0.’’ In probability language, this event is called

the union of all the events as listed above, and is written symbolically as

any particle in dR0f g ¼
[N
i¼ 1

particle i in dR0f g: ð2:15Þ

It is at this point that care must be exercised in writing the probability of

the event on the lhs of (2.15). In general, there exists no simple relation

between the probability of a union of events and the probabilities of the

individual events. However, if we choose dR 0 to be small enough so that no

more than a single particle may be found in dR 0 at any given time, then all

the events listed above become disjoint (i.e., occurrence of one event pre-

cludes the possibility of simultaneous occurrence of any other event). In this

Table 2.1

Event Probability of the event

Particle 1 in dR0 P(1)(R0) dR0

Particle 2 in dR0 P(1)(R0) dR0
..
. ..

.

Particle N in dR0 P(1)(R0) dR0
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case, we have the additivity relation for the probability of the union of the

events, namely:

Pr any particle in dR0f g ¼
X
i¼1

Pr particle i in dR0f g

¼
X
i¼1

Pð1ÞðR0Þ dR0

¼ NPð1ÞðR0Þ dR0

¼ rð1ÞðR0Þ dR0: ð2:16Þ
Relation (2.16) provides the probabilistic meaning of the quantity r(1)(R 0)dR 0,
which is contingent upon the choice of a sufficiently small element of volume

dR 0. The quantity r(1)(R 0) is referred to as the generic singlet distribution

functiony. Clearly, the generic singlet distribution function is the physically

meaningful quantity. We can measure the average number of particles in a

given element of volume. We cannot measure the probability of finding a

specific particle in a given element of volume.

Caution must also be exercised when using the probabilistic meaning of

r(1) (R 0)dR 0. For instance, the probability of finding a specific particle, say 1, in
a region S is obtained from the specific singlet distribution function simply by

integration:

P1ðSÞ ¼
Z
S

Pð1ÞðR0Þ dR0: ð2:17Þ

This interpretation follows from the fact that the events ‘‘particle 1 in dR 0’’ and
‘‘particle 1 in dR 00’’ are disjoint events (i.e., a specific particle cannot be in two

different elements dR 0 and dR 00 simultaneously). Hence, the probability of the

union is obtained as the sum (or integral) of the probabilities of the individual

events.

This property is not shared by the generic singlet distribution function, and

the integral Z
S

rð1ÞðR0Þ dR0 ð2:18Þ

does not have the meaning of the probability of the event ‘‘any particle in S.’’

The reason is that the events ‘‘a particle in dR 0’’ and ‘‘a particle in dR 00’’ are not
disjoint events; hence, one cannot obtain the probability of their union in a

y The adjectives ‘‘specific’’ and ‘‘generic’’ were introduced by Gibbs. Since the particles of a given
species are indistinguishable, only the generic MDF has physical meaning. However, the specific MDF
is an important step in the definition of MDFs. One first ‘‘labels’’ the particles to obtain the specific
MDF, then ‘‘un-labels’’ them to obtain the generic MDF.
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simple fashion. It is for this reason that the meaning of r(1)(R 0) as a local density
at R 0 should be preferred. If r(1)(R 0) dR 0 is viewed as the average number of

particles in dR 0, then clearly (2.18) is the average number of particles in S. The

meaning of r(1)(R 0)dR 0 as an average number of particles is preserved upon

integration; the probabilistic meaning is not. A particular example of (2.18)

occurs when S is chosen as the total volume of the system, i.e.,Z
V

rð1ÞðR0Þ dR0 ¼ N

Z
V

Pð1ÞðR0ÞdR0 ¼ N : ð2:19Þ

The last equality follows from the normalization of r(1)(R 0); i.e., the probability
of finding particle 1 in any place in V is unity. The normalization condition

(2.19) can also be obtained directly from (2.13).

In a homogeneous fluid, we expect that r(1)(R 0) will have the same value at

any point R 0 within the system. (This is true apart from a very small region near

the surface of the system, which we always neglect in considering macroscopic

systems.) Therefore, we write

rð1ÞðR0Þ ¼ const: ð2:20Þ
and, from (2.19) and (2.20), we obtain

const:�
Z
V

dR0 ¼ N : ð2:21Þ

Hence

rð1ÞðR0Þ ¼ N

V
¼ r: ð2:22Þ

The last relation is almost a self-evident result for homogenous systems. It

states that the local density at any point R 0 is equal to the bulk density r. That
is, of course, not true in an inhomogeneous system.

In a similar fashion, we can define the singlet distribution function for

location and orientation, which by analogy to (2.14) is defined as

rð1ÞðX 0Þ ¼
Z

� � �
Z

dXNPðXN Þ
XN
i¼1

dðX i � X 0Þ

¼ N

Z
� � �
Z

dXNPðXN ÞdðX 1 � X 0Þ

¼ NPð1ÞðX 0Þ: ð2:23Þ
Here P(1)(X 0) is the probability density of finding a specific particle at a given

configuration X 0.
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Again, in a homogeneous and isotropic fluid, we expect that

rð1ÞðX 0Þ ¼ const: ð2:24Þ
Using the normalization conditionZ

rð1ÞðX 0ÞdX 0 ¼ N

Z
Pð1ÞðX 0ÞdX 0 ¼ N ð2:25Þ

we get

rð1ÞðX 0Þ ¼ N

V8p2
¼ r

8p2
: ð2:26Þ

The connection between r(1)(R 0) and r(1)(X 0) is obtained simply by integration

over all the orientations:

rð1ÞðR0Þ ¼
Z

rð1ÞðX 0Þ dO0 ¼ r: ð2:27Þ

2.2 The pair distribution function

In this section, we introduce the pair distribution function. We first present its

meaning as a probability density and then show how it can be reinterpreted as

an average quantity. Again, the starting point is the basic probability density

P(XN), (2.1), in the T, V, N ensemble. The specific pair distribution function is

defined as the probability density of finding particle 1 at X 0 and particle 2 at X 00.
This can be obtained from P(XN) by integrating over all the configurations of

the remaining N� 2 moleculesy:

Pð2ÞðX 0,X 00Þ ¼
Z

� � �
Z

dX 3 . . . dXNPðX 0,X 00,X 3, . . . ,XN Þ: ð2:28Þ

Clearly, P(2) (X 0, X 00) dX 0 dX 00 is the probability of finding a specific particle, say
1, in dX 0 at X 0 and another specific particle, say 2, in dX 00 at X 00. The same

probability applies for any specific pair of two different particles.

As in the case of the singlet MDF, here we also start with the specific pair

distribution function defined in (2.28). To get the generic pair distribution

function, consider the list of events and their corresponding probabilities in

table 2.2. Note that the probabilities of all the events on the left-hand column of

table 2.2 are equal.

y We use primed vectors like X 0 and X 00, . . . to distinguish them from the vectors X3, X4, . . .
whenever each of the two sets of vectors has a different ‘‘status.’’ For instance, in (2.28) the primed
vectors are fixed in the integrand. Such a distinction is not essential, although it may help to avoid
confusion.
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The event:

any particle in dX 0 and any other particle in dX 00f g ð2:29Þ
is clearly the union of all the N(N� 1) events listed in table 2.2. However, the

probability of the event (2.29) is the sum of all probabilities of the events on the

left-hand column of table 2.2 only if the latter are disjoint. This condition can

be realized when the elements of volume dR 0 and dR 00 (contained in dX 0 and
dX 00, respectively) are small enough so that no more than one of the events in

table 2.2 may occur at any given time.

We now define the generic pair distribution function as

rð2ÞðX 0,X 00ÞdX 0dX 00 ¼ Pr a particle in dX 0 and a different particle in dX 00f g
¼
X
i 6¼j

Pr particle i in dX 0 and another particle j in dX 00f g

¼
X
i 6¼j

Pð2ÞðX 0,X 00ÞdX 0dX 00

¼NðN � 1ÞPð2ÞðX 0,X 00ÞdX 0dX 00: ð2:30Þ
The last equality in (2.30) follows from the equivalence of all the N(N� 1)

pairs of specific and different particles. Using the definition of P(2) (X 0, X 00) in
(2.28), we can transform the definition of r(2) (X 0, X 00) into an expression

which may be interpreted as an average quantity:

rð2ÞðX 0,X 00ÞdX 0dX 00

¼NðN�1ÞdX 0dX 00
Z

� � �
Z

dX 3 . . .dXNPðX 0,X 00,X 3, . . . ,XN Þ

¼NðN�1ÞdX 0dX 00
Z

� � �
Z

dX 1 . . .dXNPðX1, . . . ,XN ÞdðX 1�X 0ÞdðX2�X 00:Þ

Table 2.2

Event Probability

Particle 1 in dX 0 and particle 2 in dX 00 P(2) (X 0, X 00)dX 0dX 00

Particle 1 in dX 0 and particle 3 in dX 00 P(2) (X 0, X 00)dX 0dX 00
..
.

Particle 1 in dX 0 and particle N in dX 00 P(2) (X 0, X 00)dX 0dX 00

Particle 2 in dX 0 and particle 1 in dX 00 P(2) (X 0,X 00) dX 0 dX 00
..
.

Particle N in dX 0 and particle N� 1 in dX 00 P(2) (X 0, X 00) dX 0 dX 00
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¼ dX 0dX 00
Z

� � �
Z

dXNPðXN Þ
XN
i¼1
i 6¼j

XN
j¼1

dðX i � X 0ÞdðX j � X 00Þ: ð2:31Þ

In the second form of the rhs of (2.31), we employ the basic property of the

Dirac delta function, so that integration is now extended over all the vectors

X1, . . . ,XN. In the third form we have used the equivalence of the N particles, as

we have done in (2.30), to get an average of the quantity

dX 0dX 00XN
i¼1
i 6¼j

XN
j¼1

dðX i � X 0Þ dðX j � X 00Þ: ð2:32Þ

This can be viewed as a counting function, i.e., for any specific configuration XN,

this quantity counts the number of pairs of particles occupying the elements

dX 0 and dX 00. Hence, the integral (2.31) is the average number of

pairs occupying dX 0 and dX 00. The normalization of r(2)(X 0, X 00) follows

directly from (2.31):Z Z
dX 0dX 00rð2ÞðX 0,X 00Þ ¼ NðN � 1Þ ð2:33Þ

which is the exact number of pairs in V. As in the previous section, we note that

the meaning of r(2)(X 0,X 00) as an average quantity is preserved upon integra-

tion over any region S. This is not the case, however, when its probabilistic

meaning is adopted.

For instance, the quantityZ
S

Z
S

dX 0dX 00rð2ÞðX 0,X 00Þ ð2:34Þ

is the average number of pairs occupying the region S. This quantity is, in

general, not a probability.

It is also useful to introduce the locational (or spatial) pair distribution

function, defined by

rð2ÞðR0,R00Þ ¼
Z Z

d�0d�00rð2ÞðX 0,X 00Þ, ð2:35Þ

where integration is carried out over the orientations of the two particles.

Here, r(2)(R 0,R 00) dR 0 dR 00 is the average number of pairs occupying dR 0 and
dR 00 or, alternatively, for infinitesimal elements dR 0 and dR 00, the probability

of finding one particle in dR 0 at R 0 and a second particle in dR 00 at R 00. It is
sometimes convenient to denote the quantity defined in (2.35) by r(2)(R 0,R 00),
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to distinguish it from the different function r(2)(X 0, X 00). However, since we

specify the arguments of the functions there should be no reason for confusion

as to this notation.

2.3 The pair correlation function

We now introduce the most important and most useful function in the theory

of liquids: the pair correlation function. Consider the two elements of volume

dX 0 and dX 00 and the intersection of the two events:

fa particle in dX 0g and fa particle in dX 00g: ð2:36Þ
The combined event written in (2.36) means that the first and the second events

occur i.e., this is the intersection of the two events.

Two events are called independent whenever the probability of their inter-

section is equal to the product of the probabilities of the two events. In general,

the two separate events given in (2.36) are not independent; the occurrence of

one of them may influence the likelihood, or the probability, of the occurrence

of the other. For instance, if the separation R¼ jR 00 �R 0j between the two

elements is very small (compared to the molecular diameter of the particles),

then the occurrence of one event strongly affects the chances of the occurrence

of the second.

In a fluid, we expect that if the separation R between two particles is very

large, then the two events in (2.36) become independent. Therefore, we can

write for the probability of their intersection

rð2ÞðX 0,X 00ÞdX 0dX 00 ¼ Prfa particle in dX 0g and fa particle in dX 00g
¼ Prfa particle in dX 0g � Pr fa particle in dX 00g
¼ rð1ÞðX 0ÞdX 0 rð1ÞðX 00ÞdX 00, for R ! 1, ð2:37Þ

or in short,

rð2ÞðX 0,X 00Þ ¼ rð1ÞðX 0Þrð1ÞðX 00Þ ¼ ðr=8p2Þ2; R ! 1: ð2:38Þ
The last equality is valid for a homogeneous and isotropic fluid. If (2.38) holds,

it is often said that the local densities at X 0 and X 00 are uncorrelated. (The limit

R!1 should be understood as large enough compared with the molecular

diameter, but still within the boundaries of the system.)

For any finite distance R, factoring of r(2)(X 0,X 00) into a product is, in

general, not valid. We now introduce the pair correlation function g(X 0,X 00)
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which measures the extent of deviation from (2.38) and is defined byy

rð2ÞðX 0,X 00Þ ¼ rð1ÞðX 0Þrð1ÞðX 00ÞgðX 0,X 00Þ
¼ ðr=8p2Þ2gðX 0,X 00Þ: ð2:39Þ

The second equality holds for a homogeneous and isotropic fluid. A related

quantity is the locational pair correlation function, defined in terms of the

locational pair distribution function, i.e.,

rð2ÞðR0,R00Þ ¼ r2gðR0,R00Þ: ð2:40Þ
The relation between g(R 0,R 00) and g(X 0,X 00) follows from (2.35), (2.39)

and (2.40):

gðR0,R00Þ ¼ 1

ð8p2Þ2
Z Z

d�0 d�00gðX 0,X 00Þ, ð2:41Þ

which can be viewed as the average of g(X 0, X 00) over all the orientations of the
two particles. Note that this average is taken with the probability distribution

d�0d�00/(8p2)2. This is the probability of finding one particle in orientation

d�0 and a second particle in d�00 when they are at infinite separation from each

other. At any finite separation, the probability of finding one particle in d�0

and the second in d�00 given the locations of R 0 and R 00 is

Prð�0,�00= R0,R00Þ d�0 d�00 ¼ rð2ÞðX 0,X 00Þd�0 d�00R
rð2ÞðX 0,X 00Þd�0 d�00

¼ gðX 0,X 00Þd�0 d�00

ð8p2Þ2gðR0,R00Þ : ð2:42Þ

It is only for jR 00 �R 0j!1 that this probability distribution becomes d�0

d�00/(8p2)2.
In this book, we shall only be interested in homogeneous and isotropic fluids.

In such a case, there is a redundancy in specifying the full configuration of the

pair of particles by 12 coordinates (X 0,X 00). It is clear that for any configuration
of the pair X 0,X 00, the correlation g(X 0,X 00) is invariant to translation and

rotation of the pair as a unit, keeping the relative configuration of one particle

toward the other fixed. Therefore, we can reduce to six the number of inde-

pendent variables necessary for the full description of the pair correlation

function. For instance, we may choose the location of one particle at the origin

of the coordinate system, R 0 ¼ 0, and fix its orientation, say, at f0 ¼ y0 ¼c0 ¼ 0.

Hence, the pair correlation function is a function only of the six variables

X 00 ¼R 00, �00.

y The correlation function as defined here differs from the correlation defined in probability theory.
In probability theory, it is defined as the difference between the probability of the intersection of the
two events and the product of the probabilities of each of the events. It is also normalized in such a way
that its range of variation is between �1 and þ1.
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Similarly, the function g(R 0,R 00) is a function only of the scalar distance

R¼ jR 00 �R 0j . For instance, R 0 may be chosen at the origin R 0 ¼ 0, and because

of the isotropy of the fluid, the relative orientation of the second particle is of

no importance. Therefore, only the separation R is left as the independent

variable. The function g(R), i.e., the pair correlation function expressed

explicitly as a function of the distance R, is often referred to as the radial

distribution function. This function plays a central role in the theory of fluids.

The generalization to multicomponent systems is quite straightforward.

Instead of one pair correlation g(X 0, X 00), we shall have pair correlation func-

tions for each pair of species ab. For instance, if A and B are spherical particles,

then we have three different pair correlation functions gAA(R), gAB(R)¼ gBA(R)

and gBB(R). We shall describe these in more detail in section 2.9.

2.4 Conditional probability and conditional density

We now turn to a somewhat different interpretation of the pair distribution

function. We define the conditional probability of observing a particle in dX 00 at
X 00, given a particle at X 0, by

rðX 00=X 0Þ dX 00 ¼ rð2ÞðX 0,X 00Þ dX 0 dX 00

rð1ÞðX 0Þ dX 0

¼ rð1ÞðX 00ÞgðX 0,X 00Þ dX 00 ð2:43Þ

The last equality follows from the definition of g(X 0, X 00) in (2.39). Note that

the probability of finding a particle at an exact configuration X 00 is zero, which
is the reason for taking an infinitesimal element of volume at X 00. On the other

hand, the conditional probabilitymay be defined for an exact condition: ‘‘given a

particle at X 0.’’ This may be seen formally from (2.43), where dX 0 cancels out
once we form the ratio of the two distribution functions. Hence, one can

actually take the limit dX 0 ! 0 in the definition of the conditional probability.

What remains is a conditional probability of finding a particle at X 00, given a

particle at exact configuration X 0.
We recall that the quantity r(1)(X 00) dX 00 is the local density of particles at X 00.

We now show that the quantity defined in (2.43) is the conditional local density

at X 00, given a particle at X 0. In other words, we place a particle at X 0 and view

the rest of the N� 1 particles as a system subjected to the field of force pro-

duced by the particle at X 0. Clearly, the new system is no longer homogeneous,

nor isotropic. Therefore, the local density may be different at each point of
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the system. To show this we first define the binding energy, B1, of one particle,

say 1, to the rest of the system by

UN ðX1, . . . ,XN Þ ¼ UN�1ðX 2, . . . ,XN Þ þ
XN
j¼2

U1; jðX 1,X jÞ

¼ UN�1 þ B1: ð2:44Þ
In (2.44), we have split the total potential energy of the system of N particles

into two parts: the potential energy of the interaction among theN� 1 particles

and the interaction of one particle, chosen as particle 1, with the N� 1 par-

ticles. Once we fix the configuration of particle 1 at X1, the rest of the system

can be viewed as a system in an ‘‘external’’ field defined by B1.

From the definitions (2.1), (2.23), (2.31) and (2.43), we get

rðX 00=X 0Þ ¼ NðN � 1ÞR � � �R dXN exp½�bUN ðXN Þ�dðX 1 �X 0ÞdðX 2 �X 00Þ
N
R � � �R dXN exp½�bUN ðXN Þ�dðX 1 �X 0Þ

¼ ðN � 1ÞR � � �R dX 2 . . .dXN exp½�bUN ðX 0,X2, . . . ,XN Þ�dðX2 �X 00ÞR � � �R dX 2 . . .dXN exp½�bUN ðX 0,X2, . . . ,XN Þ�
¼ ðN � 1Þ

Z
� � �
Z

dX 2 . . .dXN P�ðX 0,X 2, . . . ,XN ÞdðX 2 �X 00Þ
ð2:45Þ

where P*(X 0, X2, . . . ,XN) is the basic probability density of a system of N� 1

particles in an ‘‘external’’ field produced by a particle fixed at X 0, i.e.,

P�ðX 0,X 2, . . . ,XN Þ ¼ expð�bUN�1 � bB1ÞR � � �R dX 2 . . . dXN expð�bUN�1 � bB1Þ : ð2:46Þ

We now observe that relation (2.45) has the same structure as relation (2.23)

but with two differences. First, (2.45) refers to a system of N� 1 instead of N

particles. Second, the system of N� 1 particles is in an ‘‘external’’ field. Hence,

(2.45) is interpreted as the local density at X 00 of a system of N� 1 particles

placed in the external field B1. This is an example of a conditional singlet

molecular distribution function which is not constant everywhere.

Similarly, for the locational pair correlation function, we have the relation

rðR00=R0Þ ¼ rgðR0,R00Þ, ð2:47Þ
where r(R 00/R 0) is the conditional average density at R 00 given a particle at R 0.
In the last relation, the pair correlation function measures the deviation of the

local density at R 00, given a particle at R 0 from the bulk density r. In Appendix F

we present another expression for the correlation function in terms of local

fluctuation in the density. Note again that in a multicomponent system, we

have several different conditional densities, e.g., the conditional density of A at
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a distance R from an A-particle, the conditional density of A at a distance R

from a B-particle, etc.

2.5 Some general features of the radial
distribution function

In this section, we illustrate the general features of the radial distribution

function (RDF), g(R), for a system of simple spherical particles. From the

definitions (2.31) and (2.39) (applied to spherical particles), we get

gðR0,R00Þ ¼ NðN � 1Þ
r2

R � � �R dR3 . . . dRN exp½�bUN ðR0,R00,R3, . . . ,RN Þ�R � � �R dR1 . . . dRN exp½�bUN ðR1, . . . ,RN Þ� :

ð2:48Þ
A useful expression, which we shall need only for demonstrative purposes, is

the density expansion of g(R 0,R 00), which readsy

gðR0,R00Þ ¼ exp½�bUðR0,R00Þ�f1þ BðR0,R00Þrþ CðR0,R00Þr2 þ � � � g
ð2:49Þ

where the coefficients B(R 0,R 00), C(R 0,R 00), etc., are given in terms of integrals

over the so-called Mayer f-function, defined by

f ðR0,R00Þ ¼ exp½�bUðR0,R00Þ� � 1: ð2:50Þ
For instance, the expression for B(R 0, R 00) is

BðR0,R00Þ ¼
Z
V

f ðR0,R3Þf ðR00,R3Þ dR3: ð2:51Þ

We now turn to some specific cases.

2.5.1 Theoretical ideal gas

A theoretical ideal gas is defined as a system of strictly noninteracting particles.

The RDF for such a system can be obtained directly from definition (2.48). With

UN� 0 for all configurations, the integrations in (2.48) become trivial and we get

gðR0,R00Þ ¼ NðN � 1Þ
r2

R � � �R dR3 . . . dRNR � � �R dR1 . . . dRN

¼ NðN � 1ÞVN�2

r2VN
ð2:52Þ

y See, for example, Hill (1956). We shall not need this expansion in r of the pair correlation
function. However, it should be noted that this expansion is derived in an open system, i.e., using the
grand partition function. In a closed system, we always have an additional term of the order of N� 1.
See Appendix G for details.
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or equivalently

gðRÞ ¼ 1� 1

N
: ð2:53Þ

As is expected, g(R) is practically unity for any value of R. This behavior reflects

the basic property of an ideal gas i.e., the absence of correlation follows from

the absence of interaction. The term N� 1 is typical of a closed systemy. At the
thermodynamic limit N!1, V!1, N/V¼ const., this term, for most

purposes, may be dropped. Of course, in order to get the correct normalization

of g(R), one should use the exact relation (2.53), i.e.,

r
Z
V

gðR0,R00ÞdR00 ¼ r
Z
V

½1� ð1=NÞ�dR00 ¼ N � 1, ð2:54Þ

which is exactly the total number of particles in the system, excluding the one

fixed at R 0.
It should be clear that the pair correlation function has, in general, two

contributions. One is due to interaction, which in this case is unity. The second

arises from the closure condition with respect to N. Placing a particle at a fixed

position changes the conditional density of particles everywhere in the system

from N/V into (N� 1)/V. Hence, the pair correlation due to this effect is

gðRÞ ¼ ðN � 1Þ=V
N=V

¼ 1� 1

N
:

More on this aspect of the pair correlation can be found in Appendix G.

2.5.2 Very dilute gas

For any real gas at very low densities, r! 0, we may neglect all powers of r in

the density expansion of g(R), in which case we get, from (2.49)z

gðRÞ ¼ exp½�bUðRÞ�, r ! 0, ð2:55Þ
where U(R) is the pair potential operating between two particles. Relation

(2.55) is essentially the Boltzmann distribution law. Since at low densities

encounters in which more than two particles are involved are very rare, the pair

distribution function is determined solely by the pair potential.

A direct way of obtaining (2.55) from the definition (2.48) (and not through

the density expansion) is to consider the case of a system containing only two

particles.

y In an open system, g(R) is everywhere unity for a theoretical ideal gas. For more details, see
Appendix G.

z Again, we note that since (2.49) is derived for the open system, also (2.55) is valid for an open
system.
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Letting N¼ 2 in (2.48), we get

gðRÞ ¼ 2

r2
exp½�bUðRÞ�

Z2

, ð2:56Þ

where Z2 is the configurational partition function for a system of two particles

in V.

Since we choose U(R)! 0 as R!1, we can use (2.56) to form the ratio

gðRÞ
gð1Þ ¼ exp½�bUðRÞ�: ð2:57Þ

Assuming that as R!1, g(1) is practical unityy, we get from (2.57)

gðRÞ ¼ exp½�bUðRÞ�, ð2:58Þ
which is the same as (2.55). Note that (2.55) and (2.58) have been obtained for

two apparently different systems (r! 0 on one hand and N¼ 2 on the other).

The identical results for g(R) in two cases reflects the fact that at very low

densities, only interactions between pairs determine the behavior of g(R).

The form of g(R) as r! 0 for a system of hard spheres (HS) and Lennard-

Jones (LJ) particles is depicted in figure 2.2. It is seen that for HS particles as

r! 0, correlation exists only for R< s. For R> s, the function g(R) is iden-

tically unity. For LJ particles, we observe a single peak in g(R) at the same point

for which U(R) has a minimum, namely at R¼ 21/6 s. There are two features of

the behavior of g(R) which are common to any gas. First, at large distance

R!1, g(R)! 1; this is normally attained for R on the order of a few mole-

cular diameters. Second, for R< s, g(R)! 0, where s is a length referred to as

the molecular diameter of the particles. For LJ particles U(R¼ s)¼ 0.

It should be noted that for any gas with any intermolecular interactions,

when r! 0, we obtain the ideal-gas behavior. For instance, the equation of

state has the typical and well-known form. One should distinguish between the

ideal-gas behavior of a real gas as r! 0, and a theoretical ideal gas which is a

model system, where no interactions exist. Such a system does not exist;

however, the equation of state of such a model system is the same as the

equation of state of a real system as r! 0.

In this section, we have seen that in the limit r! 0, the pair correlation is

(2.55). This is different from the theoretical ideal gas case obtained in section

(2.5.1). There, the form of g(R) is valid for any density provided that all

y By R ! 1 we mean here a very large distance compared with the molecular diameter of the
particles, but still within the macroscopic system of volume V. The assumption that g(1)¼ 1 is valid
for an open system. In a closed system, we have an additionalN� 1 term. This is negligible whenever we
are interested in g(R) itself. It becomes important when we integrate over the entire volume of the
systems. See also Appendix G.
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intermolecular interactions are strictly zero. In (2.55) we have the limit of a

ratio r(1)(R 0/R 00) and r(1)(R 0). Both of these densities tend to zero at r! 0, but

their ratio is finite at this limit.

2.5.3 Slighty dense gas

In the context of this section, a slightly dense gas is a gas properly described by

the first-order expansion in the density, i.e., up to the linear term in (2.49).

Before analyzing the content of the coefficient B(R 0,R 00) in the expansion of

g(R), let us demonstrate its origin by considering a system of exactly three

particles. Putting N¼ 3 in (2.48), we get

gðR0,R00Þ ¼ 6

r2

R
dR3 exp½�bUðR0,R00,R3Þ�

Z3

ð2:59Þ

where Z3 is the configurational partition function for a system of three

particles.

Assuming pairwise additivity of the potential energy U3, and using the

definition of the function f in (2.50), we can transform (2.59) into

gðR0,R00Þ ¼ 6

r2
exp½�bUðR0,R00Þ�

�
R
dR3½f ðR0,R3Þf ðR3,R

00Þ þ f ðR0,R3Þ þ f ðR00,R3Þ þ 1�
Z3

: ð2:60Þ

Noting again that U(R 0, R 00)¼ 0 for R¼ jR 00 �R 0j!1, we form the ratio

gðRÞ
gð1Þ ¼ exp½�bUðRÞ�

�
R
dR3f ðR0,R3Þf ðR3,R

00Þ þ 2
R
dR3f ðR0,R3Þ þ V

limR!1½R dR3f ðR0,R3Þf ðR3,R
00Þ þ 2

R
dR3f ðR0,R3Þ þ V � : ð2:61Þ
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Figure 2.2. The form of the pair correlation function g(R) at very low densities (r! 0): (a) for hard
spheres with s¼ 1; (b) for Lennard-Jones particles with parameters s¼ 1 and e/kT¼ 0.5.
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Clearly, the two integrals over f(R 0, R3) and f(R 00, R3) are equal and inde-

pendent of the separation R. Denoting by

C ¼
Z
V

dR3 f ðR0,R3Þ ¼
Z
V

dR3 f ðR00,R3Þ ð2:62Þ

and noting that since f(R) is a short-range function of R, the integral in (2.62)

does not depend on V, for macroscopic V. On the other hand, we have the

limiting behavior

lim
R!1

Z
dR3 f ðR0,R3Þf ðR3,R

00Þ ¼ 0, ð2:63Þ

which follows from the fact that two factors in the integrand contribute to the

integral only if R3 is close simultaneously to both R 0 and R 00, a situation that

cannot be attained if R¼ jR 00 �R 0j!1.

Using (2.62), (2.63), and (2.51), we can now rewrite (2.61) as

gðRÞ
gð1Þ ¼ exp½�bUðRÞ�BðR

0,R00Þ þ 2C þ V

2C þ V
: ð2:64Þ

Since C is constant, it may be neglected, as compared with V, in the thermo-

dynamic limit. Also, assuming that g(1) is practically unity,y we get the final
form of g(R) for this case:

gðRÞ ¼ exp½�bUðRÞ�½1þ ð1=V ÞBðR0,R00Þ�, R ¼ jR00 � R0j: ð2:65Þ
Note that 1/V, appearing in (2.65), replaces the density r in (2.49). In fact, the

quantity 1/V may be interpreted as the density of ‘‘free particles’’ (i.e., the

particles besides the two fixed at R 0, R 00) for the case N¼ 3.

The derivation of (2.65) illustrates the origin of the coefficient B(R 0, R 00),
which in principle results from the simultaneous interaction of three particles

[compare this result with (2.58)]. This is actually the meaning of the term

‘‘slightly dense gas.’’ Whereas in a very dilute gas we take account of interac-

tions between pairs only, here we also consider the effect of interactions among

three particles, but not more. For hard spheres (HS), we can calculate B(R 0, R 00)
exactly; in this case we have

f ðRÞ ¼ �1 for R< s
0 for R> s

	
ð2:66Þ

Thus, the only contribution to the integral in (2.51) comes from regions in which

both f (R 0,R3) and f (R 00,R3) are equal to �1. This occurs for R< 2s. The
integrand vanishes when either jR 0 �R3j > s or jR 00 �R3j > s. Furthermore,

for jR 00 �R 0j < s, the exponential factor in (2.65), exp[� bU(R 0,R 00)],
y Note again that this is strictly true for an open system. See Appendix G.
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vanishes. Thus, the only region of interest is s	R	 2s. Since the value of

the integrand in the region where it is nonzero equals (�1)� (�1)¼ 1, the

integration in (2.51) reduces to the geometric problem of computing the volume

of the intersection of the two spheres of radius s. The solution to this problem is

well known.y The result is

BðRÞ ¼ 4ps3

3
1� 3

4

R

s
þ 1

16

R

s

� �3
" #

: ð2:67Þ

Using (2.67), we can now rewrite explicitly the form of the radial distribution

function for hard spheres at ‘‘slightly dense’’ concentration:

gðRÞ ¼
0

1

1

þ r
4ps3

3

8>><
>>: 1� 3

4

R

s
þ 1

16

R

s

� �3
" # for R< s

for s<R< 2s

for R>2s:

ð2:68Þ

The form of this function is depicted in figure 2.3.

2.5.4 Lennard-Jones particles at moderately high densities

Lennard-Jones (LJ) particles are model particles, the behavior of which

resembles the behavior of real, simple spherical particles such as argon. In this

section, we present some further information on the behavior of g(R) and its

dependence on density and on temperature. The LJ particles are defined by

means of their pair potential as

ULJðRÞ ¼ 4e
s
R


 �12
� s

R


 �6� �
: ð2:69Þ

Figure 2.4 demonstrates the variation of g(R) as we increase the density. The

dimensionless densities rs3 are recorded next to each curve. At very low

y See, for instance, Ben-Naim (1992), page 279.

Figure 2.3. The form of g(R) for hard-
sphere particles (s¼ 1), using the first-
order expansion in the density (equation
2.68). The three curves correspond to
r¼ 0.1 (lower), r¼ 0.4 (intermediate),
and r¼ 0.9 (upper).
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Figure 2.4. Dependence of the pair correlation function g(R) for the L J particles on the number density.
The density r is indicated next to each curve in the dimensionless quantity rs3. We choose s¼ 1 and
e/kT¼ 0.5 in the L J potential. All the illustrations of g(R) for this book were obtained by numerical solution
of the Percus–Yevick equation. See Appendix E for more details.
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densities, there is a single peak, corresponding to the minimum in the potential

function (2.69). The minimum of ULJ(R) is at Rmin¼ 2
1
6s. Hence, the first

maximum of g(R) at low densities is also at Rmin. At successively higher dens-

ities, new peaks develop which become more and more pronounced as the

density increases. The location of the first peak is essentially unchanged, though

its height increases steadily. The locations of the new peaks occur nearly at

integral multiples of s, i.e., at R� s, 2s, 3s, . . . This feature reflects the pro-

pensity of the spherical molecules to pack, at least locally, in concentric and

nearly equidistant spheres about a given molecule. This is a very fundamental

property of simple fluids and deserves further attention.

Consider a random configuration of spherical particles in the fluid. An

illustration in two dimensions is depicted in figure 2.5. Now consider a

spherical shell of width ds and radius s, and count the average number of

particles in this element of volume. If the center of the spherical shell has been

chosen at random, as on the rhs of figure 2.5, we should find that on the

average, the number of particles is r4ps2dsy. On the other hand, if we choose

the center of a spherical shell so that it coincides with the center of the particle,

then on the average, we find more particles in this element of volume. The

drawing on the left illustrates this case for one configuration. One sees that, in

this example, there are more particles in the element of volume on the left as

compared with the elements of volume on the right. Similarly, we could have

drawn spherical shells of width ds at 2s and again have found excess particles

in the element of volume, the origin of which has been chosen at the center of

the particle. The excess of particles at the distances of about s, 2s, 3s, etc., from
the center of a particle is manifested in the various peaks of the function g(R).

Clearly, this effect decays rapidly as the distance from the center increases.

We see from figure 2.4 that g(R) is almost unity for R
 4s. This means that

correlation between the local densities at two points R0 and R00 extends over a
relatively short range, of a few molecular diameters only.

At short distances, say in the range of s	R	 5s, in spite of the random

distribution of the particles, there is a sort of order as revealed by the form

of the RDF. This order is often referred to as the local structure of the liquid.

The local character of this structure should be noted. It contrasts with the

long-range order typical of the solid state.

From the definition of g(R), it follows that the average number of particles in

a spherical shell of radius R (from the center of a given particle) and width dR is

NðdRÞ ¼ rgðRÞ 4pR2 dR: ð2:70Þ
y This is for the three-dimensional case. In the two-dimensional case illustrated in the figure, the

average number of particles in a ring of width ds is r2psds.
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Hence, the average number of particles in a sphere of radius RM (excluding the

particle at the center) is

NCN ðRMÞ ¼ r
Z RM

0

gðRÞ 4pR2 dR: ð2:71Þ

The quantity NCN(RM) may be referred to as the coordination number of

particles, computed for the particular sphere of radius RM. A choice of

Figure 2.5. A random distribution of spheres in two dimensions. Two spherical shells of width ds with
radius s and 2s are drawn (the diameter of the spheres is s). On the left, the center of the spherical shell
coincides with the center of one particle, whereas on the right, the center of the spherical shell has been
chosen at a random point. It is clearly observed that two shells on the left are filled by centers of particles
to a larger extent than the corresponding shells on the right. The average excess of particles in these shells,
drawn from the center of a given particle, is manifested by the various peaks of g(R ).
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Figure 2.6. The average coordination number NCN as a function of RM (equation 2.71) for different
densities rs3 and e/kT¼ 0.5. The curves from the lowest upwards correspond to r¼ 0.1, 0.2, 0.4, 0.6,
0.8 and 1.
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s	RM< 1.5s will give a coordination number that conforms to the common

meaning of the concept of the first coordination number. Figure 2.6 illustrates

the dependence of the coordination number on RM for LJ particles, for different

densities rs3 (and constant e/kT¼ 0.5). At large values of RM the function
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Figure 2.7. The functions G(RM) defined in (2.72) as a function of RM for the same system and the same
densities as in figure 2.4.
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takes the form r 4
3
pR3. Figure 2.7 shows the integrals

GðRMÞ ¼
Z RM

0

½gðRÞ � 1� 4pR2 dR ð2:72Þ

at several densities, corresponding to the values in figure 2.4. The quantity

rG(RM) is the excess
y in the average number of particles in a spherical volume

of radius RM centered at a given particle, relative to the average number of

particles in a random sphere of the same radius. Note that all curves start at

zero at RM¼ 0. At large RM of the order of a few molecular diameters, the

function G(RM) tends to a constant value.

The limit

G ¼ lim
RM!1

GðRMÞ ¼
Z 1

0

½gðRÞ � 1� 4pR2 dR ð2:73Þ

is the so-called Kirkwood–Buff integral. We shall encounter these integrals very

frequently throughout this book.

Figure 2.8 shows one of the functions G(RM) and the corresponding pair

correlation functions. Note that the maxima and minima of the function
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Figure 2.8. The combined curves of g(R), upper curve, and G(RM), lower curve, for the case of r¼ 0.8
and e/kT¼ 0.5.

y A negative excess is considered a deficiency.
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G(RM) correspond to points at which g(R)¼ 1. Note also that the oscillations in

G(RM) are quite pronounced even at distances where g(R) looks almost flat on

the scale of this figure.

In figure 2.9 we show the variation of g(R) with e/kT for a given density

r¼ 0.8. The values of e in units of kT are indicated near each curve. Clearly, one
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Figure 2.9. Variation of g(R) with e (in units of kT) for a specific density r¼ 0.8.
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can interpret the variation of g(R) either as a result of changing e (in units of

kT), or as changing the temperature T (in units of e/k).
Finally we show two illustrations of g(R) for real liquids, first, figure 2.10 for

liquid argon (drawn as a function of the reduced distance R*¼R/3.5). Clearly

the general behavior is similar to the LJ fluid. It is also shown in the figure

that the theoretical curve, obtained from the solution of the Percus–Yevick

equation, is almost indistinguishable from the experiment curve.

The second, figure 2.11, shows g(R) for H2O and D2O at 4 � C. Note that the
two curves are almost indistinguishable on the scale of the figure. In water we

see a second peak of g(R) at 4.5 Å, which indicates a high degree of ‘‘structure’’

in this liquid. For a normal, spherical particles of diameter 2.8 Å we would have

expected a second peak at about 5.6 Å.
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Figure 2.10 The pair correlation function for g(R*) for liquid argon (at 84.25 K and 0.71 atm) with
R*¼ R /3.5. The dotted curve is experimental values provided by N.S. Gingrich (to which the author is very
grateful). The solid curve is a solution of the Percus–Yevick equation with parameters s¼ 3.5Å,
e/kT¼ 1.39 and rs3¼ 0.85 (for details see Appendix E). The theoretical and experimental curves are
almost indistinguishable.
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Figure 2.11 The pair correlation function for H2O and D2O at 4 � C and 1 atm, as a function of R (in Å).
The two curves are almost indistinguishable at this scale (based on data provided by A.N. Narten to which
the author is very grateful).

SOME GENERAL FEATURES OF THE RADIAL DISTRIBUTION FUNCTION 47



2.6 Molecular distribution functions in the grand
canonical ensemble

In the previous section, we introduced the MDF in the canonical ensemble, i.e.,

the MDF in a closed system with fixed values of T, V, N. Similarly, one can define

the MDF in any other ensemble, such as the T, P, N ensemble. Of particular

interest, for this book, are the MDFs in the grand canonical ensemble, i.e., the

MDF pertaining to an open system characterized by the variables T, V, m. The
fundamental probability in the grand canonical ensemble is

PðNÞ ¼ QðT ,V ,NÞ exp½bmN �
XðT ,V , mÞ , ð2:74Þ

where Q (T, V, N) and X (T, V, m) are the canonical and the grand canonical

partition functions in the two ensembles, respectively. P(N) is the probability of

finding a system in the T, V, m ensemble with exactly N particles.

The conditional nth-order MDF of finding the configuration Xn, given that

the system has N particles, isy

rðnÞ ðXn=NÞ ¼ N !

ðN � nÞ!

R � � �R dXnþ1 . . . dXN exp½�bUN ðXN Þ�R � � �R dXN exp½�bUN ðXN Þ� : ð2:75Þ

This quantity is defined for n	N only. The nth-order MDF in the T, V, m
ensemble is defined as the average of (2.75) with the weight given in (2.74), i.e.,

rðnÞ ðXnÞ ¼
X
N
n

PðNÞ rðnÞ ðXn=NÞ

¼ 1

X

X
N
n

N !

ðN � nÞ!

�QðT ,V ,NÞ expðbmNÞ R � � �R dXnþ1 . . .dXN exp½�bUN ðXN Þ�
ZN

:

ð2:76Þ
The bar over r(n) (XN) denotes the average in the T, V, m ensemblez. Recalling
that the canonical partition function is

QðT ,V ,NÞ ¼ ðqN=N !ÞZN ð2:77Þ
and denoting by l the absolute activity which is related to the chemical

potential by

l ¼ expðbmÞ, ð2:78Þ
y For more details on this and other expressions in this section, see Ben-Naim (1992).
z We use either an over-bar or the brackets h i to denote averages in the open system.
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we can rewrite (2.76) as

rðnÞ ðXnÞ ¼ 1

X

X
N
n

ðlqÞN
ðN � nÞ!

Z
� � �
Z

dXnþ1 . . . dXN exp½�bUN ðXN Þ�:

ð2:79Þ
The normalization condition for rðnÞ ðXnÞ is obtained from (2.76) by

integrating over all the configurations Xn:Z
� � �
Z

dXn rðnÞ ðXnÞ ¼
X
N
n

PðNÞ N !

ðN � nÞ! ¼
N !

ðN � nÞ!
� 

: ð2:80Þ

Two simple important cases are the following. For n¼ 1, we haveZ
dX 1 rð1Þ ðX 1Þ ¼ hN !=ðN � 1Þ!i ¼ hNi, ð2:81Þ

which is simply the average number of particles in a system in the T, V, m
ensemble (compare this with (2.19) in the T, V, N ensemble). Using essentially

the same arguments as in section 2.1, we get for a homogeneous and isotropic

system

rð1Þ ðXÞ ¼ hNi
8p2V

¼ r
8p2,

ð2:82Þ

which is the same as in (2.26) but with the replacement of the exact N by the

average hNi.
For n¼ 2, we get from (2.80)Z Z

dX1dX 2 rð2Þ ðX 1,X 2Þ ¼ hN !=ðN � 2Þ!i ¼ hNðN � 1Þi
¼ hN 2i � hNi: ð2:83Þ

As in the T, V, N ensemble, one may introduce correlation functions in the T, V,

m ensemble. Of particular importance is the pair correlation function defined by

rð2Þ ðX 1,X2Þ ¼ rð1Þ ðX 1Þ rð1Þ ðX2Þ g ðX 1,X 2Þ: ð2:84Þ
One important property of gðX 1,X2Þ, defined in the T, V, m ensemble, is its

limiting behavior at low densities, i.e.,

gðX 1,X2Þ �!r!0
exp½�bUðX 1,X2Þ� ð2:85Þ

which is strictly true without additional terms on the order of hNi� 1. Also for

the (theoretical) ideal gas, where U(X1, X2)¼ 0, (2.85) reduces to

gðX 1,X2Þ ¼ 1: ð2:86Þ
See also Appendix G.
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2.7 Generalized molecular distribution functions

We present here a few examples of generalized molecular distribution functions

MDFs (see Ben-Naim 1973a). Of particular interest is the singlet GMDF. These

have been found very useful to establish a firm basis for the mixture model

approach to any liquid (Ben-Naim 1972a, b, and 1973b, 1974), and in particular

to aqueous solutions. It also provides somenew relationships betweenMDFs and

thermodynamic quantities. These will be presented in the next chapter.

The general procedure of defining the generalized MDF is the following. We

recall the general definition of the nth-order MDF, say in the T, V, N ensemble,

which for a system of spherical particles is written in the following two

equivalent forms:

rðnÞ ðS1,...,SnÞ¼ N !

ðN�nÞ!
Z

���
Z

dRnþ1 ...dRN PðS1,...,Sn;Rnþ1,...,RN Þ

¼
XN
i1¼1

���

i1 6¼ i2 6¼ ���in

XN
in¼1

Z
���
Z

dRN PðRN Þ

�½dðRi1 �S1Þ���dðRin �SnÞ�: ð2:87Þ

Here, P(RN) is the basic probability density in the T, V, N ensemble. In the

first form on the rhs of (2.87), we have made the distinction between fixed

variables S1, . . . , Sn and dummy variables Rnþ 1, . . . , RN. The latter undergo

integration. The second form on the rhs has the form of an average quantity of

the function in the squared brackets. We first recognize that the squared

brackets in the integrand comprise a stipulation on the range of integration,

i.e., they serve to extract from the entire configurational space only those

configurations (or regions) for which the vector Ri1
attains the value S1, . . . and

the vector Rin
attains the value Sn.

2.7.1 The singlet generalized molecular distribution function

In this section, we present a special case of the generalization procedure out-

lined above. Consider the ordinary singlet MDF:

N
ð1Þ
L ðS1Þ dS1 ¼ dS1

Z
� � �
Z

dRN PðRN Þ
XN
i¼1

dðRi � S1Þ

¼N dS1

Z
� � �
Z

dRNPðRN Þ dðR1 � S1Þ: ð2:88Þ
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Here, N
ð1Þ
L ðS1Þ dS1 is the average numbery of particles occupying the element

of volume dS1. For the present treatment, we limit our discussion to spherical

molecules only. As we have already stressed in section 2.1, the quantity defined

in (2.88) can be assigned two different meanings. The first follows from the first

form on the rhs of (2.88), which is an average quantity in the T, V, N ensemble.

The second form on the rhs of (2.88) provides the probability of finding

particle 1 in the element of volume dS1. Clearly, this probability is given by

N
ð1Þ
L ðS1ÞdS1/N.
Let us now rewrite (2.88) in a somewhat more complicated way. For each

configuration RN, we define the property of the particle i as

LiðRN Þ ¼ Ri: ð2:89Þ
The property of the i-th particle, defined in (2.89), is the location of particle i,

giving a configuration RN which is simply Ri. This is the reason for using the

letter L in the definition of the function Li (R
N).

Next, we define the counting function of the property L by

N
ð1Þ
L ðRN , S1ÞdS1 ¼

XN
i¼1

d½LiðRN Þ � S1�dS1: ð2:90Þ

This is the number of particles whose property L attains a value within dS1 at

S1, given the configuration RN. The average number (here in the T, V, N

ensemble) of such particles is

N
ð1Þ
L ðS1ÞdS1 ¼ N

ð1Þ
L ðRN , S1Þ

D E
dS1

¼ dS1

Z
� � �
Z

dRNPðRN Þ
XN
i¼1

d½LiðRN Þ � S1� ð2:91Þ

which is the same as (2.88).

We present a few illustrative examples of properties that may replace L in

(2.90) and (2.91), and which are of interest in the theory of liquids and solutions.

2.7.2 Coordination number

A simple property which has been the subject of many investigations is the

coordination number (CN). We recall that the average coordination number

can be obtained from the pair distribution function (section 2.5). Here, we are

interested in more detailed information on the distribution of CN.

y Here we use the letter N rather than r for the density of particles. This is done in order to unify the
system of notation for the continuous as well as discrete cases that are treated in this section.
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Let RC be a fixed number, to serve as the radius of the first coordination shell.

If s is the effective diameter of the particles of the system, a reasonable choice of

RC for our purposes could be s	RC	 1.5s. This range for RC is in conformity

with the meaning of the concept of the radius of the first coordination sphere

around a given particle. In what follows, we assume that RC had been fixed, and

we omit it from the notation.

The property to be considered here is the CN of the particle i at a given

configuration RN of the system. This is defined by

CIðRN Þ ¼
XN

j¼1;j 6¼i

HðjRj � Rij � RCÞ, ð2:92Þ

where H(x) is a unit step function, defined as

HðxÞ ¼ 0 if x> 0

1 if x 	 0:

	
ð2:93Þ

Each term in (2.92) contributes unity whenever jRj�Ri j <RC, i.e., whenever

the center of particle j falls within the first coordination sphere of particle i.

Hence, Ci(R
N) is the number of particles (j 6¼ i) that falls in the coordination

sphere of a particle i for a given configuration RN. Next, we define the counting

function for this property by

N
ð1Þ
C ðRN ,K Þ ¼

XN
i¼1

d½CiðRN Þ � K � ð2:94Þ

Here, we have used the notation d(x�K) for the Kronecker delta function,

instead of the more common notation dx,K, for the sake of unity of notation.

The meaning of d as a Dirac or Kronecker delta should be clear from the

context. In the sum of (2.94) we scan all the particles (i¼ 1,2, . . . ,N) of the

system at a given configuration RN. Each particle whose CN is exactly K con-

tributes unity to the sum (2.94), and zero otherwise. Hence, the sum in (2.94)

counts all particles whose CN is exactly K for the particular configuration RN.

The average number of such particles is

N
ð1Þ
C ðKÞ ¼ N

ð1Þ
C ðRN ,KÞ

D E
¼ N

Z
� � �
Z

dRNPðRN Þ d½C1ðRN Þ � K �: ð2:95Þ

We can also define the following quantity:

xCðKÞ ¼ N
ð1Þ
C ðK Þ
N

¼
Z

� � �
Z

dRNPðRN Þ d½C1ðRN Þ � K �: ð2:96Þ
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From the definition of N
ð1Þ
C ðK Þ in (2.95), it follows that xC(K) is the mole

fraction of particles whose coordination number is equal to K. On the other

hand, the second form on the rhs of (2.96) provides the probabilistic meaning

of xC(K); i.e., this is the probability that a specific particle, say 1, will be found

with CN equal to K. The quantity xC(K) can be viewed as a component of

a vector

xC ¼ ðxCð0Þ, xCð1Þ, . . . , Þ: ð2:97Þ
This vector gives the ‘‘composition’’ of the system with respect to the CN, i.e.,

each component is the mole fraction of particles with a given CN. The average

CN of particles in the system is given byy

hKi ¼
X1
K¼0

KxCðKÞ: ð2:98Þ

We also use this example to demonstrate that changes in the condition can be

achieved easily. For instance, with the same property (CN), we can ask for the

average number of particles whose CN is less than or equal to, say, five. This is

obtained from (2.95):

N
ð1Þ
C ðK 	 5Þ ¼

X5
K¼0

N
ð1Þ
C ðKÞ: ð2:99Þ

The CN, as defined above, may be viewed as a property conveying the local

density around the particles. Another quantity conveying a similar meaning will

be introduced in section 2.7.4.

2.7.3 Binding energy

An example of a continuously varying property is the binding energy (BE). This

is defined for particle i and for the configuration RN as follows:

BiðRN Þ ¼ UN ðR1, . . . ,Ri�1,Ri,Riþ1, . . . ,RN Þ
� UN�1ðR1, . . . ,Ri�1,Riþ1, . . . ,RN Þ: ð2:100Þ

This is the work required to bring a particle from an infinite distance with

respect to all the other particles, to the position Ri. For a system of pairwise

additive potentials, (2.100) is simply the sum

BiðRN Þ ¼
XN

j¼1; j 6¼i

UðRi,RjÞ: ð2:101Þ

y Note that hKi as defined in (2.98) coincides with the definition of the average CN given in section
2.5 provided that we choose RC in this section to be the same as RM in section 2.5.
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The counting function corresponding to this property is

N
ð1Þ
B ðRN , vÞ dv ¼ dv

XN
i¼1

d½BiðRN Þ � v�, ð2:102Þ

which is the number of particles having BE between v and vþ dv for the

specified configuration RN. Note that since v is a continuous variable, the

d-function in (2.102) is the Dirac delta function. The average number of

particles having BE between v and vþ dv is thus

N
ð1Þ
B ðvÞ dv ¼ dv

XN
i¼1

d½BiðRN Þ � v�
* +

: ð2:103Þ

The corresponding mole fraction is

xBðvÞ dv ¼ N
ð1Þ
B ðvÞ dv
N

, ð2:104Þ
With the normalization conditionZ 1

�1
xBðvÞ dv ¼ 1: ð2:105Þ

The function xB(v) is referred to as the distribution of BE. By analogy with the

vector (2.97) which has discrete components, we often write xB for the whole

distribution function, the components of which are xB(v). For simple spherical

particles, the function xB(v) has one maximum at 2hUNi/N. For more complex

liquids such as water, this function has more ‘‘structure,’’ reflecting the pos-

sibility of the different structural environments of a molecule in the liquid (for

more details, see Ben-Naim 1974).

2.7.4 Volume of the Voronoi polyhedron

Another continuous-type local property of interest in the study of liquids is the

Voronoi polyhedron (VP), or the Dirichlet region, defined as follows. Consider

a specific configuration RN and a particular particle i. Let us draw all the

segments lij(j¼ 1, . . . ,N, j 6¼ i) connecting the centers of particles i and j. Let Pij
be the plane perpendicular to and bisecting the line lij. Each plane Pij divides

the entire space into two parts. Denote by Vij that part of space that includes

the point Ri. The VP of particle i for the configuration RN is defined as the

intersection of all the Vij (j¼ 1, . . . ,N, j 6¼ i):

ðVPÞi ¼
\N

j¼1; j 6¼i

VijðRi,RjÞ: ð2:106Þ
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A two-dimensional illustration of the construction of a VP is shown in

figure 2.12. It is clear from the definition that the region (VP)i includes all the

points in space that are ‘‘nearer’’ to Ri than to any Rj(j 6¼ i). Furthermore, each

VP contains the center of one and only one particle.

The concept of VP can be used to generate a few local propertiesy; the one we
shall be using is the volume of the VP, which we denote by

ciðRN Þ ¼ volume of (VP)i: ð2:107Þ
The counting function for this property is

N
ð1Þ
c ðRN ,fÞ df ¼ df

XN
i¼1

d½ciðRN Þ � f�, ð2:108Þ

and its average is

N
ð1Þ
c ðfÞ df ¼ df

XN
i¼1

d½ciðRN Þ � f�
* +

: ð2:109Þ

N
ð1Þ
c ðfÞdf is the average number of particles whose VP has a volume between

f and fþ df. The VP of a particle i, in a system at a specific configuration RN,

conveys a measure of the contribution of this particle to the total volume of the

system at this specific configuration. See also section 3.6 for the relation

between the volume of the system and the partial molar volume of the ‘‘species’’

of particles having a specific volume of VP. Clearly, the larger the volume of the

VP, the smaller the local density around the particle.

y Note that the form of the VP is also a property which can be considered in the context of this
section. Other properties of interest are the number of faces of the VP, the surface area of the VP, etc.
The distribution functions defined in this section involve random variables whose values are real
numbers. If we choose the form of the VP as a random variable, then its range of variation is the space
of geometric figures and not real numbers.

5 1

3

4

2

6

Figure 2.12. Construction of the Voronoi
polygon of particle 1 in a two-dimensional
system of particles.
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2.7.5 Combination of properties

One way of generating new properties is by combination of properties. For

instance, the counting function of BE and the volume of the VP is defined as

N
ð1Þ
B,cðRN , v,fÞ dv df ¼ dv df

XN
i¼1

d½BiðRN Þ � v�d½ciðRN Þ � f� ð2:110Þ

which counts the number of particles having BE between v and vþ dv and

the volume of the VP between f and fþ df. The average number of such

particles is

N
ð1Þ
B,cðv,fÞ dv df ¼ dv df

XN
i¼1

d½BiðRN Þ � v�d½ciðRN Þ � f�
* +

: ð2:111Þ

Note that although we have combined two properties, we still have a singlet

generalized MDF. A related singlet generalized MDF which conveys similar

information to that in (2.111), but is simpler for computational purposes, is

constructed by the combination of BE and CN, i.e.

N
ð1Þ
B,Cðv,KÞ dv ¼ dv

XN
i¼1

d½BiðRN Þ � v�d½CiðRN Þ � K �:
* +

: ð2:112Þ

In (2.112) the firs d on the rhs is a Dirac delta function, whereas the second is a

Kronecker delta function.

The general procedure of defining generalized MDFs is now clear. We first

define a property which is a function definable on the configurational space, and

then introduce its distribution function in the appropriate ensemble. Examples

of some of these may be found in Ben-Naim (1973a and 1974).

2.8 Potential of mean force

The potential of mean force (PMF) is an important quantity related to the pair

correlation function. In this section, we show that PMF as defined below,

equation (2.113), is the work involved (the Helmholtz energy in the T, V, N

ensemble or the Gibbs energy in the T, P, N ensemble) in bringing two selected

particles from infinite separation to the final configuration X 0, X 00. We shall

also show that the gradient of this function is the average force exerted on one

particle at X 0, given a second particle at X 00, averaged over all configurations of
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the particles in the system. We shall start with the definition of the PMF for

a one-component system consisting of N spherical particles in the T, V, N

ensemble.

W ðR0,R00Þ ¼ �k T ln gðR0,R00Þ: ð2:113Þ
Using the definition of the pair correlation function in (2.48) we have

exp½�bW ðR0,R00Þ�

¼NðN � 1Þ
r2

R � � �R dR3 . . .dRN exp½�bUN ðR0,R00,R3, . . . ,RN Þ�
ZN

: ð2:114Þ

We now take the gradient of W(R 0, R 00) with respect to the vector R 0, and get

� b

�0W ðR0,R00Þ

¼ �0 ln

Z
� � �
Z

dR3 . . . dRN exp½�bUN ðR0,R00,R3, . . . ,RN Þ�
	 �

: ð2:115Þ

The symbol

�0 stands for the gradient with respect to the vector R 0 ¼ (x 0, y0, z0),
i.e.,

10 ¼ q
qx0

,
q
qy 0

,
q
qz 0

� �
: ð2:116Þ

We also assume that the total potential energy is pairwise additive. Hence,

we write

UN ðR0,R00,R3, . . . ,RN Þ ¼ UN�2ðR3, . . . ,RN Þ þ
XN
i¼3

½UðRi,R
0Þ

þ UðRi,R
00Þ� þ UðR0,R00Þ: ð2:117Þ

The gradient of UN with respect to R 0 in (2.117) is

�0UN ðR0,R00,R3, . . . ,RN Þ ¼
XN
i¼3

�0UðRi,R
0Þ þ 10UðR0,R00Þ: ð2:118Þ

Taking the gradient of W in (2.115), we get

� 10W ðR0,R00Þ

¼

R � � �R dR3 . . .dRN expð�bUN Þ �PN
i¼3

10UðRi,R
0Þ� 10UðR0,R00Þ

� �
R � � �R dR3 � � �dRN expð�bUN Þ : ð2:119Þ
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Note that the integration in the numerator of (2.119) is over R3, . . . ,RN,

and the quantity

10U(R 0, R 00) is independent of these variables. We also

introduce the conditional probability density of finding the N� 2 particles at

a specified configuration R3, . . . ,RN given that the two particles are at R 0 and
R 00, namely

PðR3, . . . ,RN=R
0,R00Þ ¼ PðR0,R00,R3, . . . ,RN Þ

PðR0,R00Þ

¼ exp½�bUN ðR0,R00,R3, . . . ,RN �
ZN

� ZNR � � �R dR3 . . .dRN exp½�bUN ðR0,R00,R3, . . . ,RN Þ�

¼ exp½�bUN ðR0,R00,R3, . . . ,RN Þ�R � � �R dR3 . . .dRN exp½�bUN ðR0,R00,R3, . . . ,RN Þ� :

ð2:120Þ

Using (2.120) we rewrite (2.119) as

� 10W ðR0,R00Þ ¼ � 10UðR0,R00Þ þ
Z

� � �
Z

dR3 . . .dRNPðR3, . . . ,RN=R
0,R00Þ

�
XN
i¼3

½� 10UðRi,R
0Þ�

¼ � 10UðR0,R00Þ þ �
XN
i¼3

10UðRi,R
0Þ

* +ðN�2Þ
: ð2:121Þ

In (2.121), we expressed � 1

W(R 0, R 00) as a sum of two terms. The first term is

simply the direct force exerted on the particle at R 0 when the second particle is

at R 00. This is the same force operating between the two particles in vacuum.

The second term is the conditional average force (note that the average has been

calculated using the conditional probability density 2.120) exerted on the

particle R 0 by all the other particles present in the system. It is an average over

all the configurations of the N� 2 particles given that the two particles are at R 0

and R 00. The latter may be referred to as the indirect force operating on the

particle at R 0, which originates from all the other particles excluding the one

at R 00. The foregoing discussion justifies the designation of W(R 0,R 00) as the
potential ofmean force. Its gradient gives the average force, including direct and

indirect contributions, operating on the particle at R 0.
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We can further simplify (2.121) by noting that the sum over i producesN� 2

equal terms, i.e.,Z
� � �
Z

dR3 . . . dRNPðR3, . . . ,RN=R
0,R00Þ

XN
i¼3

10UðRi,R
0Þ

¼ ðN � 2Þ
Z

� � �
Z

dR3 . . . dRNPðR3, . . . ,RN=R
0,R00Þ 10UðR3,R

0Þ

¼ ðN � 2Þ
Z

dR3

10UðR3,R
0Þ
Z

� � �
Z

dR4 . . . dRNPðR3, . . . ,RN=R
0,R00Þ

¼ ðN � 2Þ
Z

dR3

10UðR3,R
0ÞPðR3=R

0,R00Þ

¼
Z

dR ½ 10UðR,R0Þ�rðR=R0,R00Þ: ð2:122Þ

The quantity r(R/R 0, R 00), introduced in (2.122), is the conditional density at a

point R, given two particles at R 0 and R 00. This is a straightforward general-

ization of the conditional density introduced in section 2.4. The total force

acting on 1 can now be written as

F1 ¼ � 10UðR0,R00Þ �
Z

dR ½ 10UðR,R0Þ�rðR=R0,R00Þ: ð2:123Þ

This form is useful in the study of forces applied to solutes or to groups in

proteins, in aqueous solutions. The first term is referred to as the direct force

and the second term as the solvent-induced force.

The form of the function W(R), with R¼ jR 00 �R 0j , for LJ particles, and its

density dependence are depicted in figure 2.13. At very low densities, the

potential average force is identical to the pair potential; this follows from

the negligible effect of all the other particles present in the system. At higher

densities, the function W(R) shows successive maxima and minima [corre-

sponding to the minima and maxima of g(R)]. The interesting point worth

noting is that the indirect force at, say, R> s can be either attractive or repulsive

even in the region where the direct force is purely attractive.y We now derive an

important relation between the PMF and the change of the Helmholtz energy.

Consider a system of N simple spherical particles in a volume V at tem-

perature T. The Helmholtz energy for such a system is

exp½�bAðT ,V ,NÞ� ¼ ð1=N !L3N Þ
Z

� � �
Z

dRN exp½�bUðRN Þ�: ð2:124Þ

Now consider a slightly modified system in which two specific particles, say 1

and 2, have been fixed at the points R 0 and R 00, respectively. The Helmholtz

y In fact this oscillatory behavior is manifested even by a system of hard spheres for which the direct
force is zero beyond R> s.
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Figure 2.13. The potential of mean force W (R) for the same system and the same densities as in
figure 2.4.
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energy for such a system is denoted by A(R 0, R 00) and we have

exp½�bAðR0,R00Þ� ¼ 1

ðN � 2Þ!L3ðN�2Þ

�
Z

� � �
Z

dR3 . . . dRN exp½�bUN ðR0,R00,R3, . . . ,RN Þ�:
ð2:125Þ

Let us denote by A(R), with R¼ jR 00 �R 0j , the Helmholtz energy of such a system

when the separation between the two particles is R, and form the difference

DAðRÞ ¼ AðRÞ � Að1Þ: ð2:126Þ
This is the work required to bring the two particles from fixed positions at

infinite separation to fixed positions where the separation is R. The process is

carried out at constant volume and temperature. From (2.113), (2.114), (2.125)

and (2.126), we get

exp½�bDAðRÞ� ¼
R � � � R dR3 . . . dRN exp½�bUN ðR0,R00,R3, . . . ,RN Þ�

lim
R!1

R � � � R dR3 . . . dRN exp½�bUN ðR0,R00,R3, . . . ,RN Þ�
¼ gðRÞ ¼ expf�b½W ðRÞ �W ð1Þ�g: ð2:127Þ

This is an important and useful result. The correlation between two particles at

distance R is related to the work required (here for constant T, V) to bring the

two particles from infinite separation to a distance R. Since g(R) is proportional

to the probability density of finding the two particles at a distance R, we can

conclude that the probability of finding the event ‘‘two particles at R’’ is related

to the work required to create that event. This is a particular example of a much

more general relation between the probability of observing an event and the

work required to create that event.

In this section, we used the T, V, N ensemble to obtain relation (2.127). A

similar relation can be obtained for any other ensemble. Of particular

importance is the analog of (2.127) in the T, P, N ensemble. It has the same

form but the events occur in a T, P, N system and instead of the Helmholtz

energy change, we need to use the Gibbs energy change.

2.9 Molecular distribution functions in mixtures

Molecular distribution functions (MDFs) in mixtures are defined in a similar

way as in the case of the one-component system; the only complication is
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notational. For two-component systems, we use the shorthand notation for the

configuration of the entire system of NA particles of type A and NB particles of

type B:

XNAþNB ¼ X1,X 2, . . . ,XNA
,XNAþ1,XNAþ2, . . . ,XNAþNB

: ð2:128Þ
The total interaction energy for a specific configuration is

UNA,NB
ðXNA ,XNBÞ

¼ 1

2

X
i 6¼j

UAAðX i,X jÞ þ 1

2

X
i 6¼j

UBBðX i,X jÞ þ
XNA

i¼1

XNB

j¼1

UABðX i,X jÞ: ð2:129Þ

Here we have assumed pairwise additivity of the total potential energy

and adopted the convention that the order of arguments in the parentheses

corresponds to the order of species as indicated by subscript of U. Thus Xi

in the first sum on the rhs of (2.129) is the configuration of the ith

molecule (i¼ 1, 2, . . . , NA) of species A, whereas Xj, in the last term on the rhs

of (2.129), stands for the configuration of the jth molecule (j¼ 1, 2, . . . , NB) of

species B.

The basic probability density in the canonical ensemble is

PðXNAþNBÞ ¼ PðXNA ,XNBÞ
¼ exp½�bUNA;NB

ðXNA ,XNBÞ�R � � �R dXNA dXNB exp½�bUNA;NB
ðXNA ,XNBÞ� : ð2:130Þ

The singlet distribution function for the species A is defined in complete

analogy with the definition in the pure case (section 2.1),

rð1Þ
A ðX 0Þ ¼

Z
� � �
Z

dXNAþNB PðXNAþNBÞ
XNA

i¼1

dðXA
i � X 0Þ

¼ NA

Z
� � �
Z

dXNAþNB PðXNAþNBÞ dðXA
1 � X 0Þ ð2:131Þ

and similarly

rð1Þ
B ðX 0Þ ¼ NB

Z
� � �
Z

dXNAþNBPðXNAþNBÞ dðXB
i � X 0Þ: ð2:132Þ

Clearly, rð1Þ
A ðX 0Þ is the probability of finding any molecule of type A in a small

region dX 0 at X 0. Similar interpretation applies to rð1Þ
B ðX 0Þ.

As in the case of a one-component system, rð1Þ
A ðX 0Þ is also the average density

of A molecules in the configuration X 0. In a homogenous and isotropic fluid,
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we have (see section 2.1 for more details)

rð1Þ
A ðX 0Þ ¼ NA

8p2V
ð2:133Þ

rð1Þ
B ðX 0Þ ¼ NB

8p2V
: ð2:134Þ

The average local density of A molecules at R 0 is defined by

rð1Þ
A ðR0Þ ¼

Z
d�0rð1Þ

A ðX 0Þ ¼ NA

V
¼ rA ð2:135Þ

and a similar definition applies to rð1Þ
B ðR0Þ.

The probability density of finding an A-particle at a specific orientation O0

(independently of its location) is

rð1Þ
A ð�0Þ ¼

Z
rð1Þ
A ðX 0Þ dR0 ¼ NA

8p2
ð2:136Þ

and a similar definition applies to B. Note that rð1Þ
A ðR0Þ and rð1Þ

A ð�0Þ are the

marginal probability densities, derived from rð1Þ
A ðX 0Þ.

In a similar fashion, one defines the pair distribution functions for the four

different pairs AA, AB, BA and BB. For instance,

rð2Þ
AAðX 0,X 00Þ¼

Z
���
Z

dXNAþNBPðXNAþNBÞ
XNA

i¼1
i 6¼j

XNA

j¼1

dðXA
i �X 0ÞdðXA

j �X 00Þ

¼NAðNA�1Þ
Z

���
Z

dXNAþNBPðXNAþNBÞdðXA
1 �X 0ÞdðXA

2 �X 00Þ:
ð2:137Þ

Similarly, for different species,

rð2Þ
ABðX 0,X 00Þ ¼

Z
� � �
Z

dXNAþNB PðXNAþNBÞ
XNA

i¼1

XNB

j¼1

dðXA
i �X 0ÞdðXB

j �X 00Þ

¼NANB

Z
� � �
Z

dXNAþNB PðXNAþNBÞdðXA
1 �X 0Þ dðXB

1 �X 00Þ:
ð2:138Þ

The pair correlation functions gab(X
0, X 00) where a and b can either be A or B,

are defined by

rð2Þ
ab ðX 0,X 00Þ ¼ rð1Þ

a ðX 0Þrð1Þ
b ðX 00Þ gabðX 0,X 00Þ ð2:139Þ
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and the spatial pair correlation functions by

gabðR0,R00Þ ¼
R
d�0 R d�00gabðX 0,X 00Þ

ð8p2Þ2 : ð2:140Þ

As in a one-component system, the functions gab(R
0,R 00) depend only on the

scalar distance R¼ jR 00 �R 0j . Hence, for the spatial pair correlation function,

we have

gABðRÞ ¼ gBAðRÞ: ð2:141Þ
The conditional distribution functions are defined by

rA=BðX 0=X 00Þ ¼ rð2Þ
ABðX 0,X 00Þ=rð1Þ

B ðX 00Þ ¼ rð1Þ
A ðX 0Þ gABðX 0,X 00Þ: ð2:142Þ

As in the one-component case, rA/B(X 0/X 00) may be interpreted as the density

(or probability density) of finding A in a small region at X 0, given that a

B-particle is at an exactly fixed configuration X 00 (see also section 2.4). Note

also that the probability interpretation of the singlet distribution function holds

only in a very small region around X 0; the density interpretation holds true for

any region including the entire range of configuration.

The normalization conditions for the pair distribution functions in a closed

system are Z
rð2Þ
AAðX 0,X 00Þ dX 0dX 00 ¼ NAðNA � 1Þ ð2:143Þ

Z
rð2Þ
ABðX 0,X 00Þ dX 0dX 00 ¼ NANB: ð2:144Þ

The first is simply a statement that the total number of A�A pairs is

NA(NA� 1). The second refers to the total number of A�B pairs which is

NANB. Note that since we are in a closed system, these numbers are exact. We

shall see in chapter 4 the analogs of these equations in an open system.

As in the case of the one-component system, we also expect here that as the

distance becomes very large, the pair distribution function becomes a product

of the corresponding singlet distribution functions.

We now turn to discuss some features of the pair correlation functions that

are typical to mixtures of two (or more) components. We have seen in section

2.5 that for spherical particles, the pair correlation has peaks at roughly s, 2s,
3s, etc., where s is the effective diameter of the particles. However, it is not

exactly at multiples of s, first because the minimum of the pair potential is at

2
1
6 s and not at s, and second because of the randomness of the packing of
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spheres in the liquid state. In mixtures, say of A and B, the location of the first

maximum of gAB (R) is expected to be at about sAB, where sAB is defined as

sAB ¼ 1
2
ðsAA þ sBBÞ ð2:145Þ

Note that this is the exact distance of closest approach for two hard

sphere particles. For Lennard-Jones particles sAB is defined in (2.145). This is

practically the distance of closest approach for A and B. The occurrence of

the first peak at sAB is due to the dominance of the direct interaction between A

and B at this distance. This is true for one-component as well as for multi-

component systems. However, the other peaks of g(R) are not determined by

the direct interactions. Normally at a distance of about 2s and beyond, U(R) is

very weak and what determines the location of the second, third, etc., peaks

is not the direct interactions but the indirect correlation mediated by the

surroundings of the pair A, B. The difference between these two cases is

schematically depicted in figure 2.14.

We now turn to examine some features of the pair correlation functions of

the mixture of A and B. Let A and B be two simple spherical molecules

interacting through pair potentials which we denote by UAA(R), UAB(R), and

UBB(R). For simplicity, assume Lennard-Jones particles

UAAðRÞ ¼ 4eAA
sAA
R


 �12
� sAA

R


 �6� �
ð2:146Þ

UBBðRÞ ¼ 4eBB
sBB
R


 �12� sBB
R


 �6� �
ð2:147Þ

UABðRÞ ¼ UBA ðRÞ ¼ 4eAB
sAB
R


 �12
� sAB

R


 �6� �
: ð2:148Þ

2ss

(a) (b)

Figure 2.14. (a) At a distance of about R¼ s the correlation is determined mainly by the direct
interaction between A and B (clear circles). (b) At R> s, the direct interaction between A and B is weak.
The correlation between A and B (clear circles) is mediated by the surrounding molecules (shaded circle),
which interact with both A and B.
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We also assume the combination rules

sAB ¼ sBA ¼ ðsAA þ sBBÞ=2 ð2:149Þ
eAB ¼ eBA ¼ ðeAAeBBÞ

1
2: ð2:150Þ

Before proceeding to mixtures at high densities, it is instructive to recall the

density dependence of g(R) for a one-component system (see section 2.5). We

have noticed that the second, third, etc., peaks of g(R) develop as the density

increases. The illustrations in sections 2.5 were calculated for Lennard-Jones

particles with s¼ 1.0 and increasing (number) density r. It is clear, however,
that the important parameter determining the form of g(R) is the dimensionless

quantity rs3 (assuming for the moment that e/kT is fixed). This can be

illustrated schematically with the help of figure 2.15. In the two boxes, we have

the same number density, whereas the volume density (qualitatively the ‘‘actual’’

volume occupied by the particles) defined below is quite different. Clearly, the

behavior of these two systems will differ markedly even when A and B are hard

spheres differing only in their diameters. Thus we expect that the form of g(R)

will be quite different for these two systems. The reason is that although the

average separation between the particles is the same in a and b, the average

interaction between the particles is quite different in a and b. In this illustration,

the particles in a are most of the time within the range of the intermolecular

interactions, whereas in b, the particles are far apart relative to the range of

interactions; hence the effects of intermolecular interactions are negligible.

Now consider mixtures of A and B (with sAA�sBB) at different composi-

tions but at constant total number density r. If we study the dependence of say
gAB (R) on the mole fraction of xA, we shall find that at xA� 1, gAB (R) behaves

(a) (b)

Figure 2.15. Two systems with the same number density but differing in the volume densities.
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as in the case of a high-density fluid, whereas at xA� 0, we shall observe the

behavior of the low-density fluid. In order to highlight those effects that are

specific to the properties of the mixtures, it is advantageous to study the

behavior of the pair correlation function when the total ‘‘volume density’’ is

constant. The latter is defined as follows. In a one-component system of par-

ticles with effective diameter s, the ratio of the volume occupied by the particles

to the total volume of the system is

Z ¼ N

V

4pðs=2Þ3
3

¼ rps3

6
: ð2:151Þ

Similarly, the total volume density of a mixture of two components A and B is

defined by

Z ¼ 1
6
pðrAs3AA þ rBs

3
BBÞ ¼ 1

6
prðxAs3AA þ xBs3BBÞ ð2:152Þ

In the second equation on the rhs of (2.152), we have expressed Z in terms of

the total (number) density and the mole fractions.

We shall now illustrate some of the most salient features of the behavior of

the various pair correlation functions in systems of Lennard-Jones particles

obeying relations (2.146)–(2.148) with the parameters

sAA ¼ 1:0 sBB ¼ 1:5

eAA
kT

¼ eBB
kT

¼ 0:5 Z ¼ 0:45: ð2:153Þ

Note that the volume density of closed pack spheres is about Zcp� 0.74. The

choice of Z¼ 0.45, which is about 6/10 of the maximum density, was chosen for

convenience. In fact even at these densities converging of the Percus–Yevick

equation is quite slow (see also Appendix E).

We shall discuss separately three regions of compositions.

(1) Systems that are dominated by the presence of A’s, between any pair of

particles, i.e., xA� 1.

Figure 2.16 shows the three pair correlation functions for a system with

composition xA¼ 0.99. Here, gAA (R) is almost identical to the pair correlation

function for pure A. The peaks occur at about sAA, 2sAA, 3sAA, and 4sAA. Since
Z¼ 0.45 in (2.153) corresponds to quite a high density, we have four pro-

nounced peaks. The function gAB (R) has the first peak at about sAB. (The value
of sAB is (sAAþ sBB)/2¼ 1.25, but due to errors in the numerical computation

and the fact that the minimum of UAB is at 2
1
6sAB, we actually obtain the first

maximum at about R¼ 1.3.) Similarly the first peak of gBB(R) is at about

sBB¼ 1.5. The second, third, and fourth peaks of gAB (R) are determined not by
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multiples of sAB, but by the addition of sAA.
y That is, the maxima are at

R� sAB, sABþ sAA, sABþ 2sAA, etc. This is a characteristic feature of a dilute
solution of B in A, where the spacing between the maxima is determined by

sAA, i.e., the diameter of the dominating species. The molecular reason for this

is very simple. The spacing between, say, the first and second peaks is deter-

mined by the size of the molecule that will most probably fill the space between

the two molecules under observation. Because of the prevalence of Amolecules

in this case, they are the most likely to fill the space between A and B. The

situation is depicted schematically in Figure 2.17 where we show the most likely

filling of space between a pair of molecules for the case xA� 1, i.e., for a very

dilute solution of B in A. The first row in Figure 2.17 shows the approximate

locations of the first three peaks of gAA (R); other rows correspond successively

to gAB (R)¼ gBA (R) and gBB (R).

For xA� 1, the component A may be referred to as the solvent and B as the

solute. For any pair of species ab, we can pick up two specific particles (one of

species a and the other of species b) and refer to these particles as a ‘‘dimer.’’

From the first row of figure 2.17, we see that the most probable configurations of

the dimers occur either when the separation is sab or when they are ‘‘solvent

separated,’’ i.e., when the distances are R� sabþ nsAA, where n¼ 1, 2, 3, for the

second, third, and fourth peaks. Note that because of the approximate nature of

the computations, the curves gAB (R) and gBA (R) may come out a little different;

however, theoretically they should be identical and in our computation they are

nearly identical and may not be distinguished on the scale of figure 2.16.

y The second peak of gAB (R) is clearly related to sABþ sAA and the third to sABþ 2sAA. If we had
chosen sAA¼ 1.0 and sBB¼ 2.0 then we could not have distinguished between sABþ 2sAA and
sABþ sBB. It is for this reason that we have chosen the values of sAA¼ 1.0 and sBB¼ 1.5 which could
lead to less ambiguity in the interpretation of the first two peaks.
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Figure 2.16. The three pair correlation functions gAA, gBB¼ gBA and gBB for a system with parameters
as in equation (2.153) and Z¼ 0.45 and xA¼ 0.99.
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(2) System dominated by the presence of B’s, between any pair of particles,

i.e., xA� 0.

This is the other extreme case where xA� 0 or xB� 1. Figure 2.18 shows the

pair correlation functions for this case. Here A is diluted in B and the

separation between the peaks is determined by sBB, since now it is B that

dominate the space between any pair of particles. Thus the first peak of gAA (R)

appears at sAA as expected. But the second and third peaks are roughly at

R� sAAþ nsBB, n¼ 1, 2, 3 for the second, third, and fourth peaks.

BA

Figure 2.17. Configurations corresponding to the first three peaks of gab (R) for a system of B diluted in
A (e.g., xA¼ 0.99) corresponding to figure 2.16. The two unshaded particles are the ones under obser-
vation, i.e., these are the particles for which gab(R) is considered. The shaded particles here, which are
invariably of species A, are the ones that fill the spaces between the observed particles. The locations of the
expected peaks of gab(R) can be estimated with the help of this figure with sA¼ 1.0 and sB¼ 1.5.
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Figure 2.18. The three pair correlation functions gAA, gAB¼ gBA and gBB for the same system as in
figure 2.16 and Z¼ 0.45 and xA¼ 0.01.
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Figure 2.19 shows the configurations corresponding to first three peaks of

gab (R) for the system of A diluted in B. Note that in this case it is the B particles

that fill the space between the pair of particles for which gab(R) is under

consideration.

Figures 2.20 and 2.21 show the functions Gab (RM) and the potential of mean

force Wab (R) for the same system as in figure 2.18.

(3) Systems of intermediate composition; xA¼ 0.64.

Figure 2.22 shows the pair correlation functions gab(R) for the composition

xA¼ 0.64. The most remarkable feature of these curves is the almost complete

A B

Figure 2.19. Same as figure 2.17 but for the case xA¼ 0.01. The particles that fill the space between the
pair ab in gab (R) are now B particles.
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Figure 2.20. The functions Gab (RM) for the same system as that of figure 2.18.
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disappearance of the third and fourth peaks. The second peak is less pro-

nounced than in the case of either xA¼ 0.99, or xA¼ 0.01. Since there is no

component that is dominant in this case, we cannot describe the most likely

configuration as we did in figure 2.17 and 2.19.

It is interesting to note the composition dependence of gAA (R) in the region

1.2	R	 3.0. The most important point to be noted is the way the location of

the second peak changes from about sAAþ sAA at xA¼ 0.99 (A being the

‘‘solvent’’) to about sAAþ sBB at xA¼ 0.01 (B being the ‘‘solvent’’). The second

peak has its maximal value of about 1.2 for the case xA¼ 0.99. It gradually

decreases when the composition changes until about xA¼ 0.64. The curve

becomes flat in the region between sAAþ sAA and sAAþ sBB. When xA
decreases further, a new peak starts to develop at sAAþ sBB, which reaches its

highest value of about 1.18 at xA¼ 0.01. Figure 2.23a shows gAA (R) for the

three compositions, xA¼ 0.01, 0.64 and 0.99, and figure 2.23b shows the
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Figure 2.21. The potential of mean force Wab (R) for the same system as in figure 2.18.
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Figure 2.22. The three pair correlation functions gAA, gAB¼ gBA and gBB for the same system as in figure
2.16 but with Z¼ 0.45 and xA¼ 0.64. Note the relatively flat region where a second peak is expected.
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behavior of gBB(R) for the same three compositions. A more detailed variation

of gAA(R) as a function of xA has been described by Ben-Naim (1992).

We stress that the fading away of the second peak of gAA(R) as the composition

changes is not a result of the decrease in the density of the system. We recall that

in a one-component system all the peaks of g(R), except the first one, will vanish

as r! 0. The same is true in the mixture if we let rAþ rB! 0. In both cases the

disappearance of successive peaks in gab(R) is simply a result of the fact that as

r! 0 the availability of the particles to occupy the space between the ‘‘tagged

dimer’’ become vanishingly small. The phenomenon we have observed in the

mixture at a relatively high volume density (Z¼ 0.45) is not a result of the

scarcity of particles in the system but a result of the competition between the

species A and B, to occupy the space between the two selected particles.

We recall that the location of the second peak is determined principally by

the size of the particles that fill the space between the two selected particles. For

xA¼ 0.99 it is most likely that the space will be filled by A molecules. Similarly,

for xA¼ 0.01, it is most probable that the B molecules will be filling the space.

The strong peak at 2sAA in the first case and at sAAþ sBB in the second case

reflects the high degree of certainty with which the system chooses the species

for filling the space between any pair of selected particles. As the mole fraction

of A decreases, the B molecules become competitive with A for the ‘‘privilege’’

of filling the space. At about xA� 0.64, B is in a state of emulating A (in the

sense of filling the space). The situation is schematically shown in figure 2.24.

The fact that this occurs at xA� 0.64 and not, say at xA� 0.5 is a result of the

difference in s of the two components. Since B is ‘‘larger’’ than A, its prevalence

as volume occupant is effective at xB� 0.36< 0.5. The fading of the second
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Figure 2.23. (a) The function gAA(R) for three compositions: xA¼ 0.01, 0.99 and 0.64 (dashed). Other
parameters are as in figure 2.18. (b) The function gBB(R) for the three compositions: xA¼ 0.01, 0.99 and
0.64 (dashed). Other parameters are as in figure 2.18.
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peak reflects the inability of the system to ‘‘make a decision’’ as to which kind of

particle should be filling the space between the two selected particles. We shall

see in the next section an equivalent interpretation in terms of the force acting

between the two particles. As in section 2.5, we stress again that all our con-

siderations here are valid for spherical particles. For mixtures of more com-

plicated molecules, the location of the various peaks is determined both by the

abundance of molecules occupying the space between the tagged particles as

well as by the strength of the intramolecular forces between the various species.

For example, for the pair distribution function for two methane molecules in

water, the second peak is determined by the structure of water and less by its

molecular volume.

2.10 Potential of mean force in mixtures

In section 2.8, we defined the potential of mean force (PMF) between two

tagged particles in a one-component system. This definition can be extended to

any pair of species; for example, for the A–A pair, the potential of average force

is defined by

gAA ðRÞ ¼ exp½�bWAAðRÞ�: ð2:154Þ
Similar definitions apply to other pairs of species. Repeating exactly the same

procedure as in section 2.8, we can show that the gradient ofWAA (R) is related

to the average force between the two tagged particles. The generalization of the

expression (2.123) is quite straightforward. The force acting on the first A

particle at R0, given a second A particle at R00, can be written as

F1 ¼ � 10UAAðR0,R00Þ �
Z

dRA½ 10UAA ðRA,R
0Þ�rðRA=R

0,R00Þ

�
Z

dRB½ 10UBA ðRB,R
0Þ�rðRB=R

0,R00Þ: ð2:155Þ

Figure 2.24. A schematic description of the
competition between A and B to fill the
spaces between two A’s (the smaller circles).

A B
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The first term on the rhs of (2.155) is simply the direct force exerted on the first

A particle at R 0, by the second A particle at R 00. The average force exerted by the

solvent now has two terms, instead of one in (2.123). The quantity � 10UAA

(RA, R
0) is the force exerted by any A particle (other than the two selected A’s)

located at RA on the particle at the fixed position R0 and r(RA/R
0, R 00) is the

conditional density of A particles at RA, given two A’s at R 0 and R 00. Integration
over all locations of RA gives the average force exerted by the A component on

the A particle at R 0. Similarly, the third term on the rhs of (2.155) is the average

force exerted by the B component on the A particle at R 0. The combination of

the two last terms can be referred to as the ‘‘solvent’’ induced force (the term

‘‘solvent’’ is used here for all the particles in the system except the two selected

or ‘‘tagged’’ particles).

Two extreme cases of equation (2.155) are the following. If rB! 0, then

r(RB/R
0, R 00)! 0 also and the third term on the rhs of (2.155) vanishes. This is

the case of a pure A. The ‘‘solvent’’ in this case will consist of all the A particles

other than the two tagged particles at R 0 and R 00.
The second extreme case occurs when rA! 0. Note, however, that we still

have two A’s at fixed positions (R 0, R 00), but otherwise the solvent (here in the

conventional sense) is pure B. We have the case of an extremely dilute solution

of A in pure B. Note also that at the limit rA! 0, both the pair and the singlet

distribution functions of A tend to zero, i.e.,

rð2Þ
AAðR0,R00Þ ! 0 ð2:156Þ

rð1Þ
A ðR0Þ ! 0: ð2:157Þ

However, the pair correlation function as well as the potential of average force

are finite at this limit. We can think of WAA(R) in the limit of rA! 0 as the

work required to bring two A’s from infinite separation to the distance R in a

pure solvent B at constant T and V (or T, P depending on the ensemble we use).

As in the case of pure liquids, the solvent-induced force can be attractive or

repulsive even in regions where the direct force is negligible. An attractive force

corresponds to a positive slope of W(R), or equivalently, to a negative slope

of g(R). The locations of attractive and repulsive regions change when the

composition of the system changes. Specifically, for xA! 1 we have the second

peak of gAA (R) at about sAAþ sAA� 2. On the other hand, for xA! 0, the

second peak of gAA(R) is at sAAþ sAB� 2.5 Clearly, there are regions that are

attractive when xA! 1 (say 2	R	 2.5), but become repulsive when xA! 0.

Therefore, when we change the composition of the system continuously,

there are regions in which the two terms on the rhs of (2.155) produce

forces in different directions. The result is a net diminishing of the overall
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solvent-induced force between the two tagged A particles. This corresponds to

the flattening of g(R) or of W(R) which we have observed in figures 2.23a and

2.23b at xA� 0.64.

Another useful way of examining the behavior of say, gAA(R) in a mixture of

A and B is to look at the first-order expansion of gAA(R) in rA and rB. The
generalization of (2.49) for two-component systems is

gAAðRÞ ¼ exp½�bUAAðRÞ� 1þ rA

Z
fAAðR0,RAÞ fAAðRA,R

00Þ dRA

�

þrB

Z
fAB ðR0,RBÞ fBAðRB,R

00Þ dRB þ � � �
�

ð2:158Þ

where fab are defined as

fab ðR0,R00Þ ¼ exp½�bUabðR0,R00Þ� � 1: ð2:159Þ
As we have discussed in section 2.5, we expect that the first integral, on the rhs

of equation (2.158), will contribute an attractive force (even for hard-sphere

particles) in the region sAA	R	 2sAA, whereas the second integral will have

an attractive region at sAB	R	 2sAB.
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THREE

Thermodynamic quantities
expressed in terms of
molecular distribution
functions

In this chapter, we derive some of the most important relations between

thermodynamic quantities and the molecular distribution function (MDF). As

in the previous chapter, we shall first present the relation for a one-component

system. This is done mainly for notational convenience. One can easily repeat

exactly the same steps to derive the generalized relation for a multicomponent

system. This is, in general, not necessary to do. As a rule, once we have the

relation for a one-component system, we can almost straightforwardly write

down the generalized relation without resorting to a full derivation. All that is

needed is a clear understanding of the meaning of the various terms of the

relations. An exception to this rule is the relation for the isothermal com-

pressibility. Here, the one-component equation does not provide any clue for

its generalization. We shall devote part of chapter 4 to derive the generalization

of the compressibility equation, along with other relations between thermo-

dynamic quantities and the MDF.

Most of the relations discussed in this chapter apply to systems obeying the

assumption of pairwise additivity for the total potential energy. We shall

indicate, however, how to modify the relations when higher order potentials are

to be incorporated in the formal theory. In general, higher order potentials

bring in higher order MDFs. Since very little is known about the analytical

behavior of the latter, such relationships are rarely useful in applications.

Of particular importance to solution chemistry is the expression for the

chemical potential, first derived by Kirkwood (1933). We shall devote a rela-

tively large part of this chapter to discuss various expressions for the chemical

potential.



The derivations carried out in this chapter apply to systems of simple

spherical particles. We shall also point out the appropriate generalizations for

non-spherical particles that do not possess internal rotations. For particles

with internal rotations, one needs to take the appropriate average over all

conformations. An example of such an average is discussed in chapter 7.

There are some steps common to most of the procedures leading to the

relations between thermodynamic quantities and the pair distribution func-

tion. Therefore, in the next section we derive a general theorem connecting

averages of pairwise quantities and the pair distribution function.

3.1 Average values of pairwise quantities

Consider an average of a general function of the configuration, F(XN), in the

T, V, N ensemble:

hFi ¼
Z

� � �
Z

dXNPðXN ÞFðXN Þ, ð3:1Þ

with

PðXN Þ ¼ exp½�bUN ðXN Þ�
ZN

: ð3:2Þ

A pairwise quantity is defined as a function that is expressible as a sum of

terms, each of which depends on the configuration of a pair of particles, namely

FðXN Þ ¼
X
i 6¼j

X
j

f ðX i,X jÞ ð3:3Þ

where the sum is over all different pairs. In most of the applications, we shall

have a factor of 1
2
in (3.3) to account for the fact that this sum counts each

pairwise function f (Xi, Xj) twice, i.e., f (X1, X2) appears when i¼ 1 and j¼ 2

and when i¼ 2 and j¼ 1. In the present treatment, all of the N particles are

presumed to be equivalent, so that the function f is the same for each pair of

indices. (The extension to mixtures will be discussed at the end of this section.)

Substituting (3.3) in (3.1) we get

hFi ¼
Z

� � �
Z

dXNPðXN Þ
X
i 6¼j

f ðX i,X jÞ

¼
X
i 6¼j

Z
� � �
Z

dXN PðXN Þf ðX i,X jÞ
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¼ NðN � 1Þ
Z

� � �
Z

dXN PðXN Þ f ðX1,X 2Þ

¼
Z

dX 1

Z
dX 2 f ðX1,X 2Þ NðN � 1Þ

Z
� � �
Z

dX 3 . . . dXN PðXN Þ
� �

¼
Z

dX 1

Z
dX 2 f ðX1,X 2Þ rð2ÞðX 1,X 2Þ: ð3:4Þ

It is instructive to go through the steps in (3.4) since these are standard steps in

the theory of classical fluids. In the first step, we have merely interchanged the

signs of summation and integration. In the second step, we exploit the fact that

all particles are equivalent; thus each term in the sum has the same numerical

value, independent of the indices i, j. Hence, we replace the sum over N(N� 1)

terms by N(N� 1) times one integral. In the latter, we have chosen the

(arbitrary) indices 1 and 2.

Clearly, due to the equivalence of the particles, we could have chosen any

other two indices. The third and fourth steps make use of the definition of the

pair distribution function defined in section 2.2.

We can rewrite the final result of (3.4) as

hFi ¼
Z

dX 0
Z

dX 00f ðX 0,X 00Þrð2ÞðX 0, X 00Þ ð3:5Þ

where we have changed to primed vectors to stress the fact that we do not refer

to any specific pair of particles.

A simpler version of (3.5) may be obtained for spherical particles, for which

each configuration X consists only of the locational vector R. This is the

most frequently used case in the theory of simple fluids. The corresponding

expression for the average quantity in this case is

hFi ¼
Z

dR0
Z

dR00f ðR0,R00Þrð2ÞðR0,R00Þ: ð3:6Þ

Normally the function f (R0, R00) depends only on the separation between the

two points R¼ jR00 �R0 j . In addition, for homogeneous and isotropic fluids,

r(2)(R0, R00) depends only on the scalar R. This permits the transformation

of (3.6) into a one-dimensional integral. To do this, we first transform to

relative coordinates

R ¼ R0, R ¼ R00 � R0: ð3:7Þ
Hence,

hFi ¼
Z

dR

Z
dR f ðRÞrð2ÞðRÞ ¼ V

Z
dR f ðRÞrð2ÞðRÞ: ð3:8Þ
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The integration over the entire volume yields the volume V.

Next, we transform to polar coordinates:

dR ¼ dx dy dz ¼ R2 sin y dy df dR: ð3:9Þ
Since the integrand in the last form of (3.1.8) depends only on the scalar R, we

can integrate over all the orientations to get the final form

hFi ¼ V

Z 1

0

f ðRÞrð2ÞðRÞ4pR2 dR

¼ r2V
Z 1

0

f ðRÞgðRÞ4pR2 dR: ð3:10Þ

It is clear from (3.10) that a knowledge of the pairwise function f (R) in (3.3),

together with the radial distribution function g (R), is sufficient to evaluate the

average quantity hFi. Note that we have taken as infinity the upper limit of the

integral in (3.10). This is not always permitted. In most practical cases, how-

ever, f (R) will be of finite range, i.e., f (R)� 0 for R>RC . Since g (R) tends to

unity at distances of a few molecular diameters (excluding the region near the

critical point), the upper limit of the integral can be extended to infinity

without affecting the value of the integral.

Now, we briefly mention two straightforward extensions of equation (3.5).

(1) For mixtures of, say, two components, A and B, a pairwise function is

defined as

FðXNAþNBÞ ¼
X
i 6¼j

fAAðX i,X jÞ þ
X
i 6¼j

fBBðX i,X jÞ

þ
XNA

i¼1

XNB

j¼1

fABðX i,X jÞ þ
XNB

i¼1

XNA

j¼1

fBAðX i,X jÞ ð3:11Þ

where XNAþNB

stands for the configuration of the whole system of NAþNB

particles of species A and B. Here, fab is the pairwise function for the pair

of species a and b(a¼A, B and b¼A, B). Altogether, we have in (3.11)

NA(NA� 1)þNB(NB� 1)þ 2NANB terms which correspond to the total of

(NAþNB) (NAþNB� 1) pairs in the system. Note that here we count the pair i, i

and j, i as different pairsy.
Note that in (3.11) we have assumed summation over i 6¼ j for pairs of the

same species. This is not required for pairs of different species. Using exactly

y We also note that, as in (3.3), for most quantities of interest we need only half of the sums in
(3.11). See the example in the next section.
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the same procedure as for the one-component system, we get for the average

quantity the result

hFi ¼
Z

dX 0
Z

dX 00 fAAðX 0,X 00Þrð2Þ
AAðX 0,X 00Þ

þ
Z

dX 0
Z

dX 00fBBðX 0,X 00Þrð2Þ
BB ðX 0,X 00Þ

þ
Z

dX 00
Z

dX 00fABðX 0,X 00Þrð2Þ
ABðX 0,X 00Þ

þ
Z

dX 0
Z

dX 00fBAðX 0,X 00Þrð2Þ
BAðX 0,X 00Þ ð3:12Þ

where rð2Þ
ab are the pair distribution functions for species a and b.

(2) For functions F that depend on pairs as well as on triplets of particles of

the form

FðXN Þ ¼
X
i 6¼j

f ðX i,X jÞ þ
X
i 6¼j 6¼k

hðX i,X j ,X kÞ ð3:13Þ

the corresponding average is

hFi ¼
Z

dX 0
Z

dX 00f ðX 0,X 00Þrð2ÞðX 0,X 00Þ

þ
Z

dX 0
Z

dX 00
Z

dX 000hðX 0,X 00,X 000Þrð3ÞðX 0,X 00,X 000Þ: ð3:14Þ

The arguments leading to (3.14) are the same as those for (3.6). The new

element which enters here is the triplet distribution function. Similarly, we can

write formal relations for average quantities which depend on larger numbers

of particles. The result would be integrals involving successively higher order

molecular distribution functions. Unfortunately, even (3.14) is rarely useful

since we do not have sufficient information on r(3).

3.2 Internal energy

We now derive an important expression for the internal energy of a liquid.

Consider a system in the T, V, N ensemble and assume that the total potential

energy of the interaction is pairwise additive, namely,

UN ðXN Þ ¼ 1
2

P
i 6¼j

UðX i,X jÞ: ð3:15Þ

The factor 1
2
is included in (3.15) since the sum over i 6¼ j counts each pair

interaction twice.
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The canonical partition function for the system is

QðT ,V ,NÞ ¼ qN

N !
ZN ¼ qN

N !

Z
� � �
Z

dXN exp½�bUN ðXN Þ� ð3:16Þ

where the momentum partition function is included in qN.

The internal energy of the system is given byy

E ¼ �T2 qðA=TÞ
qT

¼ kT 2 q lnQ
qT

¼ NkT 2 q ln q
qT

þ kT 2 q lnZN

qT
: ð3:17Þ

The first term on the rhs includes the internal and the kinetic energy of the

individual molecules. For instance, for spherical and structureless molecules,

we have q¼L�3 and hence

NeK ¼ NkT 2 q ln q
qT

� �
¼ 3

2
NkT ð3:18Þ

which is the average translational kinetic energy of the molecules. This con-

sists of 1
2
kT for the average kinetic energy per particle along the x, y, and z

coordinates.

The second term on the rhs (3.17) is the average energy of interaction among

the particles. This can be seen immediately by performing the derivative of the

configurational partition function:

kT 2 q lnZN

qT
¼
R � � �R dXN exp½bUN ðXN Þ� UN ðXN Þ

ZN

¼
Z

� � �
Z

dXNPðXN ÞUN ðXN Þ ¼ hUN i: ð3:19Þ

Hence, the total internal energy is

E ¼ NeK þ hUN i ð3:20Þ
where NeK originates from the first term on the rhs of (3.17), which in general

can include contributions from the translational, rotational, and vibrational

energies.

The average potential energy in (3.20), with the assumption of pairwise

additivity (3.15), fulfills the conditions of the previous section; hence, we can

immediately apply theorem (3.5) to obtain

E ¼ NeK þ 1
2

Z
dX 0

Z
dX 00 UðX 0,X 00Þ rð2ÞðX 0,X 00Þ: ð3:21Þ

y Note that E is referred to as the internal energy in the thermodynamic sense. eK designates the
internal energy of a single molecule.
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For spherical particles, we can transform relation (3.16) into a one-

dimensional integral. Using the same arguments as were used to derive (3.10),

we get from (3.21)

E ¼ NeK þ 1
2
Nr
Z 1

0

UðRÞgðRÞ4pR2 dR: ð3:22Þ

Note again that integration in (3.22) extends to infinity. The reason is that

U(R) usually has a range of a few molecular diameters; hence, the main con-

tribution to the integral on the rhs (3.22) comes from the finite region around

the origin.

The interpretation of the second term on the rhs of (3.22) is quite simple. We

select a particle and compute its total interaction with the rest of the system.

Since the local density of particles at a distance R from the center of the selected

particle is rg (R), the average number of particles in the spherical element of

volume 4pR2 dR is rg (R)4pR2 dR. Hence, the average interaction of a given

particle with the rest of the system isZ 1

0

UðRÞrgðRÞ4pR2 dR: ð3:23Þ

We now repeat the same computation for each particle. Since the N particles

are identical, the average interaction of each particle with the medium is the

same. However, if we multiply (3.23) by N, we will be counting each pair

interaction twice. Hence, we must multiply by N and divide by two to obtain

the average interaction energy for the whole system, i.e.,

1
2
Nr
Z 1

0

UðRÞgðRÞ4pR2 dR: ð3:24Þ

Once we have an analytical form for U(R) and acquired information (from

either theoretical or experimental sources) on g (R), we can compute the energy

of the system by a one-dimensional integration.

The generalization of the result (3.21) or (3.22) is quite straightforward once

we recognize the meaning of each term. The first term is the total kinetic and

internal energy of all the particles. Instead ofNeK we simply have to write a sum

over all species in the system, i.e.,
Pc

i¼j Ni eKi where the sum extends over all

the c species. Similarly, the second term on the rhs of (3.21) should be replaced

by a double sum over all pairs of species. The final result for a c-component

system is thus

E ¼
Xc
i¼1

Ni eki þ 1
2

Xc
i¼1

Xc
j¼1

Z
dX 0

Z
dX 00UijðX 0,X 00Þrð2Þ

ij ðX 0,X 00Þ: ð3:25Þ
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3.3 The pressure equation

We first derive the pressure equation for a one-component system of spherical

particles. This choice is made only because of notational convenience. We shall

quote the equation for nonspherical particles at the end of this section, along

with the generalization for multicomponent systems.

The pressure in the T, V, N ensemble is obtained from the Helmholtz

energy by

P ¼ � qA
qV

� �
T ;N

ð3:26Þ

where

A ¼ �kT lnQðT ,V ,NÞ: ð3:27Þ
Note that the dependence of Q on the volume comes only through the con-

figurational partition, hence

P ¼ kT
q lnZN

qV

� �
T ;N

: ð3:28Þ

To continue, we first express ZN explicitly as a function of V. For macroscopic

systems, we assume that the pressure is independent of the geometric form of

the system. Hence, for convenience, we choose a cube of edge L¼V
1
3 so that the

configurational partition function is written as

ZN ¼
Z L

0

� � �
Z L

0

dx1 dy1 dz1 � � � dxN dyN dzN exp½�bUN ðRN Þ�: ð3:29Þ

Next we transform variables:

x0
i ¼ V

�1
3 xi y 0i ¼ V

�1
3 yi, z 0i ¼ V

�1
3
zi ð3:30Þ

so that the limits of the integral in (3.29) become independent of V, hence we

write

ZN ¼ VN

Z 1

0

� � �
Z 1

0

dx0
1 dy

0
1 dz

0
1 � � � dx0

N dy 0N dz 0N expð�bUN Þ: ð3:31Þ

After the transformation of variables, the total potential becomes a function of

the volume, i.e.,

UN ¼ 1
2

P
i 6¼j

UðRijÞ ¼ 1
2

P
i 6¼j

U V
1
3 R0

ij


 �
: ð3:32Þ
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The relation between the distances expressed by the two sets of variables is

Rij ¼ xj � xi
� �2þ yj � yi

� �2þ zj � zi
� �2h i1

2

¼ V
1
3 x0

j � x0i

 �2

þ y 0j � y 0i

 �2

þ z 0j � z 0i

 �2� �1

2

¼ V
1
3 R0

ij: ð3:33Þ
We now differentiate (3.31) with respect to the volume to obtain

qZN

qV

� �
T ;N

¼ NVN�1

Z 1

0

� � �
Z 1

0

dx0
1 � � � dz 0N expð�bUN Þ

þ VN

Z 1

0

� � �
Z 1

0

dx0
1 � � � dz 0N ½expð�bUN Þ� �b

qUN

qV

� �
: ð3:34Þ

From (3.32), we also have

qUN

qV
¼ 1

2

X
i 6¼j

qUðRijÞ
qRij

qRij

qV

¼ 1
2

X
i 6¼j

qUðRijÞ
qRij

1
3
V

�2
3 R0

ij

¼ 1

6V

X
i 6¼j

qUðRijÞ
qRij

Rij: ð3:35Þ

Combining (3.34) and (3.35) and transforming back to the original variables,

we obtain

q lnZN

qV

� �
T ;N

¼ N

V
� b
6V

Z
� � �
Z

dRNPðRN Þ
X
i 6¼j

qUðRijÞ
qRij

Rij: ð3:36Þ

The second term on the rhs of (3.36) is an average of a pairwise quantity.

Therefore, we can apply the general theorem of section 3.1 to obtain

P ¼ kT
q lnZN

qV

� �
T ;N

¼ kTr� r2

6

Z 1

0

R
qU Rð Þ
qR

gðRÞ4pR2 dR: ð3:37Þ

This is the pressure equation for a one-component system of spherical particles

obeying the pairwise additivity for total potential energy. Note that the first

term is the ‘‘ideal gas’’ pressure. The second is due to the effect of the inter-

molecular forces on the pressure. Note that in general, g (R) is a function of the

density; hence, the second term in (3.37) is not the second-order term in the

density expansion of the pressure.
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The pressure equation is very useful in computing the equation of state

of a system based on the knowledge of the form of the function g (R). Indeed,

such computations have been performed to test theoretical methods of

evaluating g (R).

In a mixture of c components, the generalization of (3.37) is straightforward.

Instead of the density r in the first term on the rhs of (3.37), we use the total

density rT ¼Pi ri. Also, the second term is replaced by a double sum over all

pair of species. The result is

P ¼
Xc
a¼1

kTra � 1
6

Xc
a;b¼1

rarb

Z 1

0

qUabðRÞ
qR

gabðRÞ4pR3 dR ð3:38Þ

where ra is the density of the a species and gab (R) is the pair correlation

function for the pair of species a and b.
For a system of rigid, nonspherical molecules, the derivation of the pressure

equation is essentially the same as that for spherical molecules. The result is

P ¼ kTr� 1

6V

� �Z
dX 0

Z
dX 00½R � 1

RUðX 0,X 00Þ�rð2ÞðX 0,X 00Þ ð3:39Þ

where R¼R00 �R0 and 1

R is the gradient with respect to the vector R.

3.4 The chemical potential

3.4.1 Introduction

The chemical potential is the most important quantity in chemical thermo-

dynamics and, in particular, in solution chemistry. There are several routes for

obtaining a relationship between the chemical potential and the pair correla-

tion function. Again we start with the expression for the chemical potential in a

one-component system, and then generalized to multicomponent systems

simply by inspection and analyzing the significance of the various terms.

In this section, we discuss several different routes to ‘‘build up’’ the expression

for the chemical potential. Note, however, that in actual applications only dif-

ferences in chemical potentials can be measured.

The chemical potential is defined, in the T, V, N ensemble, by

m ¼ qA
qN

� �
T ;V

: ð3:40Þ

For reasons that will become clear in the following paragraphs, the chemical

potential cannot be expressed as a simple integral involving the pair correlation
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function. Consider, for example, the pressure equation that we have derived in

section 3.3 which we write symbolically as

P ¼ P½gðRÞ; r,T �: ð3:41Þ
By this notation, we simply mean that we have expressed the pressure

as a function of r and T, and also in terms of g (R), which is itself a function of

r and T.

Since the pressure is also given by

P ¼ � qA
qV

� �
T ;N

¼ qa
q r�1ð Þ
� �

T

ð3:42Þ

where a¼A/N and r� 1¼V/N, we can integrate (3.42) to obtain

a ¼ �
Z

P½gðRÞ; r,T �dðr�1Þ: ð3:43Þ

Clearly, in order to express a in terms of g (R), we must know the explicit

dependence of g (R) on the density. Thus, if we used the pressure equation in

the integrand of (3.43) we need a second integration over the density to get the

Helmholtz energy per particle.

The chemical potential can then be obtained as

m ¼ a þ Pu ð3:44Þ
with u¼V/N.

A second method of computing the chemical potential is to use the energy

equation derived in section 3.2, which we write symbolically as

E ¼ E½gðRÞ; r,T �: ð3:45Þ
The relation between the energy per particle and the Helmholtz energy is

e ¼ E

N
¼ �T 2 qða=TÞ

qT

	 �
r

ð3:46Þ

which can be integrated to obtain

a

T
¼ �N�1

Z
E½gðRÞ;r,T �=T2dT : ð3:47Þ

Again, we see that if we use the energy expression [in terms of g (R)] in

the integrand of (3.47), we must also know the dependence of g (R) on the

temperature.

The two illustrations above show that in order to obtain a relation between m
and g (R), it is not sufficient to know the function g (R) at a given r and T; one

needs the more detailed knowledge of g (R) and its dependence on either r or T.

This difficulty follows from the fact that the chemical potential is not an average
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of a pairwise quantity, and therefore the general theorem of section 3.1 is not

applicable here. Nevertheless, the two procedures above are useful in the

numerical computation of the chemical potential.

3.4.2 Insertion of one particle into the system

The chemical potential in the T, V, N ensemble may be written as

m ¼ qA
qN

� �
T ;V

¼ lim
dN!0

A N þ dNð Þ � A Nð Þ
dN

� �
¼ A N þ 1ð Þ � A Nð Þ

1
: ð3:48Þ

In (3.48), we start with the definition of the chemical potential in the T, V,N

system, then take the limit dN! 0 as ifN was a continuous variable. IfN is very

large, the addition of one particle may be viewed as an ‘‘infinitesimal’’ change in

the variable N.y

The replacement of a derivative with respect to N by a difference is justified

since the Helmholtz energy is an extensive function, i.e., it has the property

A(T, aV, aN )¼ aA(T, V, N ) for any a
 0. Now define a¼ 1/dN, M¼N/dN,

and Y¼V/dN. Instead of taking the limit dN! 0, we take the limits M!1
and Y!1, but M/Y is kept constant (this is the thermodynamic limit).

Thus, we rewrite (3.48) as

m ¼ lim
dN!0

A T ,V ,N þ dNð Þ � A T ,V ,Nð Þ
dN

� �

¼ lim
dN!0

A T ,
V

dN
,
N

dN
þ 1

� �
� A T ,

V

dN ,
,
N

dN

� �� �
¼ lim

Y!1
M!1

r¼M=Y¼const:

A T ,Y ,M þ 1ð Þ � A T ,Y ,Mð Þ: ð3:49Þ

Relation (3.49) simply means that in order to compute the chemical potential,

it is sufficient to compute the change of the Helmholtz energy upon the

addition of one particle. We now use the connection between the Helmholtz

energy and the canonical partition function to obtain

expð�bmÞ ¼ expf�b½AðT ,V ,N þ 1Þ�AðT ,V ,NÞ�g ¼QðT ,V ,N þ 1Þ
QðT ,V ,NÞ

¼ ½qNþ1=L3ðNþ1ÞðN þ 1Þ!�R � � �R dR0 � � �dRN expð�bUNþ1Þ
ðqN=L3NN !ÞR � � �R dR1 � � �dRN expð�bUN Þ

:

ð3:50Þ
y Clearly, this ‘‘approximation’’ is not valid for any function. Take for instance sin(N ); one cannot

approximate the derivative limdN!0ððsinðN þ dNÞ � sinðNÞÞ=ðdNÞÞ, by taking dN¼ 1, no matter
how large N is.
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Note that the added particle has been given the index zero. Using the

assumption of pairwise additivity of the total potential, we may split UNþ 1 into

two terms:

UNþ1ðR0, . . . ,RN Þ ¼ UN ðR1, . . . ,RN Þ þ
XN
j¼1

UðR0,RjÞ

¼ UN ðR1, . . . ,RN Þ þ BðR0, . . .RN Þ: ð3:51Þ
In (3.51), we have included all the interactions of the zeroth particle with the

rest of the system into the quantity B(R0, . . . , RN). The quantity B(R0, . . . , RN)

may be referred to as the binding energy of the particle at R0 to the rest of the

particles at R1, . . . , RN. Using (3.51) and the general expression for the basic

probability density in the T, V, N ensemble, we rewrite (3.50) as

expð�bmÞ ¼ q

L3ðN þ 1Þ
Z

� � �
Z

dR0dR1 . . . dRNPðR1, . . . ,RN Þ

� exp½�bBðR0, . . . ,RN Þ�: ð3:52Þ
Next, we transform to coordinates relative to R0, i.e.,

R0
i ¼ Ri � R0, i ¼ 1, 2, . . . ,N :

Note that B(R0, . . . ,RN) is actually a function only of the relative coordinates

R0
1, . . . ,R

0
N ; for instance, U(R0,Rj) is a function of R0

j and not of both R0 and Rj.

Hence, we rewrite the chemical potential as

expð�bmÞ ¼ q

L3ðN þ 1Þ
Z

dR0

Z
� � �
Z

dR0
1 . . . dR

0
NPðR0

1, . . . ,R
0
N Þ

� exp½�bBðR0
1, . . . ,R

0
N Þ�: ð3:53Þ

In this form, the integrand is independent of R0. Therefore, we may integrate

over R0 to obtain the volume. The inner integral is simply the average in the

T, V, N ensemble of the quantity exp (�bB), i.e.,

expð�bmÞ ¼ qV

ðN þ 1ÞL3 exp �bBÞð i:h ð3:54Þ

Since r¼N/Vffi (Nþ 1)/V (macroscopic system), we can rearrange (3.54) to

obtain the final expression for the chemical potential:

m ¼ kT lnðrL3q�1Þ � kT ln expð�bBÞh i: ð3:55Þ
This is a very important and very useful expression for the chemical potential.

As we shall soon see, this form is retained almost unchanged upon general-

ization to non- spherical particles, mixtures of species, or in different ensembles.
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Note that when the newly added particle does not interact with the other par-

ticles in the system, i.e., B� 0, the second term on the rhs of (3.55) is zero (of

course, this is also true when there are no interactions among all the particles, in

which case we have an ideal gas). The addition of a new particle at R0 (or

equivalently at R0
0¼ 0) can be viewed as ‘‘turning on’’ of an ‘‘external field’’

acting on the system of N particles. This external field introduces the factor

exp (�bB) in the expression for the chemical potential. More explicitly, if the

potential energy is pairwise additive, then

exp½�bBðR0, . . . ,RN Þ� ¼
YN
j¼1

exp½�bUðR0,RjÞ�: ð3:56Þ

Clearly, this is not a pairwise additive quantity in the sense of (3.3), i.e., it is not

a sum, but a product of pairwise functions. This is the reason why we cannot

express the chemical potential as a simple integral involving only the pair

distribution function.

The expression (3.54) follows directly from the definition of the chemical

potential in (3.48). It was first derived in a slightly different notation by Widom

(1963, 1982).

We now re-express the second term on the rhs of (3.55) in terms of the pair

distribution function.

3.4.3 Continuous coupling of the binding energy

In section 3.4.1, we have seen that the chemical potential could be expressed

in terms of g (R) provided that we also know the dependence of g (R) on either T

or r. We now derive a third expression due to Kirkwood (1933), which employs

the idea of a coupling parameter x.y The ultimate expression for the chemical

potential would be an integral over both R and x involving the function g (R, x).
We start by defining an auxillary potential function as follows:

UðxÞ ¼ UN ðR1, . . . ,RN Þ þ x
XN
j¼1

UðR0,RjÞ ð3:57Þ

which can be compared with (3.51). Clearly, we have the following two limiting

cases:

Uðx ¼ 0Þ ¼ UN ðR1, . . . ,RN Þ ð3:58Þ

Uðx ¼ 1Þ ¼ UNþ1ðR0, . . . ,RN Þ: ð3:59Þ
y This idea is a generalization of the charging process employed in the theory of ionic solutions.
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The idea is that by changing x from zero to unity, the function U(x) changes
continuously from UN to UNþ 1. Another way of saying the same thing is that

by changing x from zero to unity the binding energy of the newly added particle

at R0 is ‘‘turned on’’ continuously. This is, of course, a thought experiment. We

mentally ‘‘add’’ the new particle by ‘‘switching’’ on its interaction with the rest

of the particles in the system.

Note, however, that within the assumption of pairwise additivity of the total

potential energy, the quantity UN is unaffected by this coupling of the binding

energy of the newly added particle.

For each function U(x), we also define the corresponding configurational

partition function by

ZðxÞ ¼
Z

� � �
Z

dR0 dR1 . . . dRN exp �bUðxÞ½ �: ð3:60Þ

Clearly, we have the following two limiting cases:

Zðx ¼ 0Þ ¼
Z

� � �
Z

dR0 dR1 . . . dRN expð�bUN Þ ¼ VZN ð3:61Þ

and

Zðx ¼ 1Þ ¼ ZNþ1: ð3:62Þ
The expression (3.50) for the chemical potential can be rewritten using the

above notation as

m ¼ kT lnðrL3q�1Þ � kT lnZðx ¼ 1Þ þ kT lnZðx ¼ 0Þ ð3:63Þ
or, using the identity

kT lnZðx ¼ 1Þ � kT lnZðx ¼ 0Þ ¼ kT

Z 1

0

q lnZðxÞ
qx

dx ð3:64Þ

we get

m ¼ kT lnðrL3q�1Þ � kT

Z 1

0

q lnZðxÞ
qx

dx: ð3:65Þ

We can now differentiate Z (x) in (3.60) with respect to x to obtain

kT
q lnZðxÞ

qx
¼ kT

ZðxÞ
Z

� � �
Z

dR0 � � � dRNfexp½�bUðxÞ�g �b
XN
j¼1

UðR0,RjÞ
" #

¼ �
Z

� � �
Z

dR0 � � �dRNPðRNþ1;xÞ
XN
j¼1

UðR0,RjÞ
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¼ �
XN
j¼1

Z
� � �
Z

dR0 � � � dRNPðRNþ1; xÞUðR0,RjÞ

¼ �N

Z Z
dR0dR1UðR0,R1Þ

Z
� � �
Z

dR2 � � � dRNPðRNþ1; xÞ

¼ � 1

N þ 1

Z Z
dR0dR1UðR0,R1Þrð2ÞðR0,R1, xÞ

¼ �r
Z 1

0

UðRÞgðR, xÞ4pR2dR: ð3:66Þ

It is instructive to go through the formal steps in (3.66). They are very similar to

those in section 3.1. The only new feature in (3.66) is the appearance of the

parameter x, in the pair distribution functions.

We now combine (3.66) with (3.65) to obtain the final expression for the

chemical potential:

m ¼ kT lnðrL3q�1Þ þ r
Z 1

0

dx
Z 1

0

UðRÞgðR, xÞ4pR2dR: ð3:67Þ

We can also define the standard chemical potential in the ideal gas phase by

m0g ¼ kT lnðL3q�1Þ ð3:68Þ
and the corresponding activity coefficient

kT ln gideal gas ¼ r
Z 1

0

dx
Z 1

0

UðRÞgðR, xÞ4pR2dR; ð3:69Þ

to rewrite (3.67) in the form

m ¼ m0g þ kT lnðrgideal gasÞ: ð3:70Þ
In (3.69) we have an explicit expression for the activity coefficient gideal gas,

which measures the extent of deviation of the chemical potential from the

ideal-gas form. The quantity rg (R, x), is the local density of particles around a

given particle that is coupled to the extent of x, to the rest of the system. Note

that (3.67) is not a simple integral involving g (R). A more detailed knowledge

of the function g (R, x) is required to calculate the chemical potential.

The interpretation of the terms in (3.67) is as follows. Suppose that we have a

system of N interacting particles at a given T and r, we now add a hypothetical

particle which carries the same momentum and internal partition function as

all other particles of the system. This particle is initially uncoupled in the sense

of x¼ 0. The corresponding chemical potential of this particular particle at this

stage is

m0 ¼ kT lnðL3q�1V�1Þ: ð3:71Þ
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Note that since we have added one particle which is initially different from all

the other N particles, its density is r0 ¼V� 1. The volume V enters here because

the particle can reach any point within the system.

We now ‘‘turn on’’ the coupling parameter x until it reaches the value of

unity. The chemical potential of the added particle changes in two ways. First,

we have the work required to build up the interaction between the added

particle and the rest of the system. This is the second term on the rhs of (3.67).

Second, as long as the new particle is distinguishable from all the other particles

(i.e., x 6¼ 1), its density remains fixed r0 ¼V� 1. At the point x¼ 1, it

abruptly becomes identical to the other particles. This involves an assimilation

Helmholtz energy of amount (see Appendices H and I)

DA ¼ kT lnðN=1Þ ¼ kT lnðrV Þ: ð3:72Þ
This, together with the coupling work, converts (3.71) into (3.67). A second

way of interpreting the two terms in (3.67), or equivalently in (3.55), will be

discussed in the next section.

3.4.4 Insertion of a particle at a fixed position:
the pseudo-chemical potential

The chemical potential is the work (here, at constant T,V ) associated with the

addition of one particle to a macroscopically large system:

m ¼ AðT ,V ,N þ 1Þ � AðT ,V ,NÞ: ð3:73Þ
The pseudo-chemical potential refers to the work associated with the addition

of one particle to a fixed position in the system, say at R0.
y

m� ¼ AðT ,V ,N þ 1; R0Þ � AðT ,V ,NÞ: ð3:74Þ
The statistical mechanical expression for the pseudo-chemical potential can

be obtained in a similar way as in (3.50), i.e., as a ratio between two parti-

tion functions corresponding to the difference in the Helmholtz energies in

(3.74), i.e.,

expð�bm�Þ ¼ ðqNþ1=L3NN !Þ R � � �R dR1 . . . dRN exp½�bUNþ1ðR0, . . . ,RN Þ�
ðqN=L3NN !Þ R � � �R dR1 . . . dRN exp½�bUN ðR1, . . . ,RN Þ�:

ð3:75Þ
It is instructive to note carefully the differences between (3.50) and (3.75).

Since the added particle in (3.74) is devoid of the translational degree of

y This process is meaningful in classical statistical mechanics. The particle at R0 is assumed to have
an exact location and exact velocity.
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freedom, it will not bear a momentum partition function. Hence, we have L3N

in (3.75) instead of L3(Nþ 1) in (3.50). For the same reason, the integration in

the numerator of (3.75) is over the N locations R1, . . . ,RN and not over

R0, . . . ,RN as in (3.50). Furthermore, since we have added a particle to a fixed

position, it is distinguishable from the other particles; hence, we have N! in

(3.75) instead of (Nþ 1)! in (3.50).

Once we have set up the statistical mechanical expression (3.75), the fol-

lowing formal steps are nearly the same as in the previous section. The result is

m� ¼ kT ln q�1 � kT ln expð�bBÞh i

¼ kT ln q�1 þ r
Z 1

0

dx
Z 1

0

UðRÞgðR, xÞ4pR2dR
ð3:76Þ

which should be compared with (3.55) and (3.67). Note that we have added the

particle to a fixed position R0; therefore, from the formal point of view, m�

depends on R0. However, in a homogeneous fluid, all the points of the system

are presumed to be equivalent (except for a small region near the boundaries,

which is negligible for our present purposes), and therefore m� is effectively

independent of R0.

Combining (3.76) with either (3.55) or (3.67), we obtain the expression for

the chemical potential

m ¼ m� þ kT lnðrL3Þ: ð3:77Þ
Here, the work required to add a particle to the system is split into two parts.

This is shown schematically in figure 3.1. First, we add the particle to a fixed

position, say R0, the corresponding work being m�. Next, we remove the con-

straint imposed by fixing the position of the particle; the corresponding work is

the second term on the rhs of (3.77). The last quantity was referred to as the

liberation Helmholtz energyy. Since we are dealing with classical statistics

rL3� 1 and therefore the liberation Helmholtz energy is always negative.

Thus, liberating the particle from its fixed position is always associated with a

decrease in free energy. Note also that the term kT ln(rL3) is in general not the

ideal-gas chemical potential of the particles. The latter is kT ln(rL3q�1) where q

is the internal partition function of the particles.

It is instructive to recognize the three different sources that contribute to

the liberation free energy. First, the particle at a fixed position is devoid of

momentum partition function (though it still has all other internal partition

functions such as rotational and vibrational). Upon liberation, the particle

y In some articles, this term is referred to as the ‘‘mixing free energy.’’ Clearly, since no mixing
process occurs, we prefer the term ‘‘liberation of free energy.’’
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acquires momentum, the distribution of which depends on the temperature. The

corresponding contribution to the free energy is kT lnL3. Second, the released

particle that was confined to a fixed position can now access the entire volume V.

The corresponding contribution is �kT lnV. Finally, and most importantly, the

particle at R0 is distinguishable from all other particles in the system. Once it is

released, it becomes indistinguishable from the other N members of the same

particles. We call this process assimilation and the corresponding contribution to

the change in free energy is kT lnN. Together, the three contributions comprise

the liberation free energy in which only the dimensionless quantity rL3 features.

It is important to realize that these three contributions are independent and

conceptually arise from different sources. One can change one of these without

changing the others (see also Appendices H and I).

3.4.5 Building up the density of the system

A third interpretation of the expression for the chemical potential in a one-

component system may be obtained in terms of the Kirkwood–Buff integrals as

discussed in section 3.5. We quote here only one result which we shall use for

the purpose of this section [see equation (3.126) in section 3.5]:

qm
qr

� �
T

¼ kT
1

r
� G

1þ rG

� �
ð3:78Þ

where G is defined by

G ¼
Z 1

0

gðRÞ � 1½ �4pR2 dR ð3:79Þ

B =

A =

mA

V

NAΛ3

kT ln

mA
∗

< 0
RA

Figure 3.1 The process of adding one A particle to a solution is carried out in two steps. First, we insert
the particle at a fixed position, then we release the particle to wander in the entire system. The corre-
sponding free energy changes are m�

A and kT ln rAL
3, respectively.
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and g (R) is the pair correlation function, defined in an open system (see section

3.5 for more details). Integrating (3.79) with respect to r (assuming that at

r¼ 0 we have the ideal-gas behavior) we obtain

m ¼ kT lnL3q�1 þ kT ln r� kT

Z r

0

G

1þ r0G
dr0: ð3:80Þ

The third term on the rhs of (3.80) may be identified with the coupling work;

i.e., comparing (3.80) with (3.55), we have

kT ln expð�bBÞh i ¼ kT

Z r

0

G

1þ r0G
dr0: ð3:81Þ

The coupling work is interpreted in (3.81) as the work required to increase the

density from r¼ 0 to the final density r. A slightly different interpretation is

obtained by rewriting (3.80) as

m ¼ ðkT lnL3q�1 þ kT ln r0Þ þ kT

Z r

r0

1

r0 �
G

1þ r0G

� �
dr0

¼ ðkT lnL3q�1 þ kT ln r0Þ þ kT ln
r
r0

� kT

Z r

r0

G

1þ r0G
dr0

" #
: ð3:82Þ

The expression within the first set of parentheses corresponds to the work

required to introduce one particle to an ideal-gas system (r0 very low). The

second term is the work involved in changing the density from r0 to the final

destiny r. This work is composed of two contributions; first, the change in the

assimilation term kT ln r/r0 (note that V is constant in the process), and sec-

ond, the coupling work (3.81).

Since (3.82) is valid for any r0� 0, we can put r0¼ 0 and get the expression

(3.80). Note also that in order to express the chemical potential in terms of the

pair correlation function, we need to take two integrations, one over R as in

(3.79), and one over the density in (3.80).

3.4.6 Some generalizations

We now briefly summarize the modifications that must be introduced into the

equation for the chemical potential for more complex systems.

(1) For systems that do not obey the assumption of pairwise additivity for

the potential energy, equation (3.67) becomes invalid. In a formal way, one can

derive an analogous relation involving higher order molecular distribution

functions. This does not seem to be useful at present. However, in many

applications for mixtures, one can retain the general expression (3.55) even
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when the potential energy of the solvent does not obey any additivity assump-

tion. We briefly discuss this case below.

(2) For rigid, nonspherical particles whose potential energy obeys the

assumption of pairwise additivity, a relation similar to (3.67) holds. However,

one must now integrate over the orientation as well as over the location of the

particle. The generalized relation is

m ¼ kT lnðrL3q�1Þ þ
Z 1

0

dx
Z

dX 00UðX 0,X 00ÞrðX 00=X 0, xÞ: ð3:83Þ

Here, q includes the rotational as well as the internal partition function of a

single molecule. The quantity r(X 00 / X 0, x) is the local density of particles at

X 0, given a particle at X 0, coupled to the extent of x. Clearly, the whole integral
on the rhs of (3.83) does not depend on the choice of X 0 (for instance, we can
take R 0 ¼ 0 and � 0 ¼ 0 and measure X 0 relative to this configuration).

(3) For mixtures of c components, the expression for the chemical potential

can be written upon inspection of the terms in the case of a one-component

system. Consider first the expression (3.55), which is the more general one.

Once we know the meaning of the two terms on the rhs (3.55), we can write

down the chemical potential of any component i, immediately, i.e.,

mi ¼ kT ln riL
3
i q

�1
i � kT ln exp½�bBi�h i0 ð3:84Þ

where the first term is the liberation term for particle of species i. This term

does not depend on the presence of other species in the system, and it is the

same as for pure i. The second term is the coupling work of i to the entire

system. Note also that the significance of this term does not depend on any

assumption of pairwise additivity i.e., Bi is defined simply as

Bi ¼ UðN1,N2, . . . ,Ni þ 1, . . . ,NcÞ � UðN1,N2, . . . ,Ni, . . . ,NcÞ ð3:85Þ
i.e., Bi is the change in the total potential energy of the system being at a specific

configuration, upon the addition of one particle of type i at a fixed position,

say R0.

Note that the average h i0 in (3.84) is over all the configurations of the

‘‘solvent’’ molecules, i.e., all the molecules of the system except the one placed at

a fixed position.

If the total potential energy does fulfill the assumption of pairwise additivity,

then we can obtain the generalization of equation (3.67) as

mi ¼ kT ln riL
3
i q

�1
i þ

Xc
j¼1

rj

Z 1

0

dx
Z 1

0

UijðRÞgijðR, xÞ4pR2dR: ð3:86Þ
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(4) For molecules having internal rotational degrees of freedom (say poly-

mers), the expression for the chemical potential should be modified to take into

account all possible conformations of the molecules. In particular, the rota-

tional partition function of the molecules (included in q) might be different for

different conformations. We shall discuss a simple case of such molecules in

chapter 7, section 7.8.

(5) The expression of the chemical potential in other ensembles. In all previous

sections, we have used the definition of the chemical potential in the T, V, N

ensemble. This was done mainly for convenience. In actual applications, and in

particular when comparison with experimental results is required, it is necessary

to use the T, P, N ensemble. In that case, the chemical potential is defined by

m ¼ qG
qN

� �
T ;P

ð3:87Þ

where G is the Gibbs energy of the system. It is easy to show that the formal split

of m into two terms as in (3.77) or (3.84) is maintained. In the T, P, N ensemble,

r¼N/hVi where hVi is the average volume, and h i should be interpreted as a

T, P, N average. In the T, V, m ensemble, m is one of the independent variables

used to describe the system. Yet it can also be written in the form (3.77), with

the reinterpretation of the density r¼hNi/V, where hNi is the average in the T,

V, m ensemble; for more details see Ben-Naim (1987).

3.4.7 First-order expansion of the coupling work

We end this long section on the chemical potential with one simple and useful

expression. We note first that in all of the expressions we had so far, the

chemical potential was expressed as integrals over the pair correlation function.

It is desirable to have at least one expression of the chemical potential in terms

of molecular interactions. This can be obtained for very low densities, for which

we know that the pair correlation function takes the form

gðRÞ ¼ exp½�bUðRÞ� ð3:88Þ
and hence for the added particle we write

gðR, xÞ ¼ exp½�bxUðRÞ�: ð3:89Þ
Substituting (3.89) into (3.67), we get an immediate integral over x, henceZ 1

0

dx
Z 1

0

UðRÞ exp½�bxUðRÞ�4pR2dR

¼ �kT

Z 1

0

fexp½�bUðRÞ� � 1g4pR2dR: ð3:90Þ
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Using the notation for the second virial coefficient (see section 1.5)

B2ðTÞ ¼ �1
2

Z 1

0

exp �bU Rð Þ � 1½ �f g4pR2dR ð3:91Þ

we can write (3.67) for this case as

m ¼ m0g þ kT ln rþ 2kTB2ðTÞr: ð3:92Þ
The last term on the rhs of (3.92) is the first-order term in the expansion of the

coupling work in the density.

The virial expansion for the pressure may be recovered from (3.92) by using

the thermodynamic relation

dP ¼ rdm ðT constantÞ: ð3:93Þ
From (3.92) we have

dm ¼ kT

r
drþ 2kTB2ðTÞdr: ð3:94Þ

Combining (3.93) and (3.94) yields

dP ¼ ½kT þ 2kTB2ðTÞr�dr: ð3:95Þ
This may be integrated between r¼ 0 and the final destiny r to yield

P ¼ kTrþ kTB2ðTÞr2 ð3:96Þ
which is the leading form of the virial expansion of the pressure.

It should be noted that for r! 0, we obtain the ideal-gas expression for the

chemical potential. In (3.92), we have the first-order term in the expansion of

the nondivergent part of the chemical potential in the density.

The same result can be obtained by expanding the third term on the rhs of

(3.80) to first order in the density, i.e.,

�kT

Z r

0

G

1þ r0G
dr0 ¼ �kTrG0 ð3:97Þ

where we have denoted by

G0 ¼ lim
r!0

G: ð3:98Þ

From (3.97) and (3.92), we can identify G0 as

G0 ¼ �2B2ðTÞ ¼
Z 1

0

exp½�bUðRÞ� � 1f g4pR2 dR ð3:99Þ

We shall discuss the generalization of equation (3.92) for mixtures in the next

chapter.
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3.5 The compressibility equation

The compressibility relation is one of the simplest and most useful relations

between a thermodynamic quantity and the pair correlation function. In

this section, we derive this relation and point out some of its outstanding

features.

We consider here a one-component system of rigid, nonspherical particles in

the T, V, m ensemble. We stress from the outset that no assumption of addi-

tivity of the potential energy is invoked at any stage of the derivation. As we

shall soon see, the generalization of this equation for a multicomponent system

is not straightforward.

We recall the normalization conditions for rð1ÞðX1Þ and for rð2ÞðX 1,X 2Þ in
the T, V, m ensemble: Z

dX 1rð1ÞðX 1Þ ¼ Nh i ð3:100ÞZ
dX 1dX2rð2ÞðX1,X 2Þ ¼ N 2

� �� Nh i: ð3:101Þ

Either bars or the bracket h i stand for the average in the T, V, m ensemble. We

used bars for MDFs defined in the T, V, m ensemble, whereas the symbol h i is
used for averages computed with these MDFs.

By squaring equation (3.100) and subtracting from (3.101), we getZ
dX 1dX 2½rð2ÞðX 1,X 2Þ � rð1ÞðX 1Þ rð1ÞðX 2Þ� ¼ N2

� �� Nh i2� Nh i:
ð3:102Þ

For a homogeneous and isotropic fluid we also have

rð1ÞðX 1Þ¼ r
8p2

: ð3:103Þ

The definition of the pair correlation function is

gðX 1,X 2Þ ¼ rð2ÞðX1,X 2Þ
rð1ÞðX1Þ rð1ÞðX 2Þ

ð3:104Þ

and the corresponding spatial pair correlation function is defined by

gðR1,R2Þ ¼ 1

ð8p2Þ2
Z

dO1, dO2gðX1,X 2Þ: ð3:105Þ
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We can rewrite (3.102) as

r2
Z

dR1dR2½gðR1,R2Þ � 1� ¼ N 2
� �� Nh i2� Nh i: ð3:106Þ

Since gðR1,R2Þ depends only on the scalar distance R ¼ R2 � R1j j, we can

rewrite (3.106) as

1þ r
Z

dR½gðRÞ � 1� ¼ N 2h i � Nh i2
Nh i

¼ 1þ r
Z 1

0

½gðRÞ � 1�4pR2dR:

ð3:107Þ

Relation (3.107) is an important connection between the radial distribution

function and fluctuations in the number of particles. The fluctuations in the

number of particles can be obtained directly from the grand partition function.

The relation is (see section 1.3)

N 2
� �� Nh i2¼ kTVr2kT ð3:108Þ

where kT is the isothermal compressibility of the system. Combining (3.108)

with (3.107), we get the final result

kT ¼ 1

kTr
þ 1

kT

Z
V

dR½gðRÞ � 1�

¼ 1

kTr
þ 1

kT

Z 1

0

½gðRÞ � 1�4pR2 dR: ð3:109Þ

This is known as the compressibility equation. We define the quantityy

G ¼
Z 1

0

½gðRÞ � 1�4pR2 dR: ð3:110Þ

In terms of G, the compressibility equation is written as

kTrkT ¼ 1þ rG: ð3:111Þ
Note that the first term on the rhs of (3.109) is the compressibility of an ideal

gas. That is, for a system obeying the equation of state P ¼ rkT , we have

kT ¼ � 1

V

qV
qP

� �
T ,N

¼ q ln r
qP

� �
T

¼ 1

kTr
: ð3:112Þ

Hence, the second term on the rhs of (3.109) conveys the contribution to the

compressibility due to the existence of interactions (and therefore correlation)

y We use the letter G for both the Gibbs energy and the Kirkwood–Buff integral, as defined
in (3.110).
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among the particles. Note also that the last expression for the isothermal

compressibility holds either for an ideal gas in the sense of U(R)� 0, for any

density r, or for a real gas at very low density, for which the equation of state

P¼ rkT holds. Clearly, in the limit r! 0, kT!1. Originally, the compres-

sibility equation was used by Ornstein and Zernike (1914) in their theory of the

well-known phenomenon of critical opalescence. Since kT diverges to infinity at
the critical point, it follows also that G diverges at the critical point. Since

rg (R) has probabilistic meaning, the integrand in (3.110) must be bounded

from above. Therefore, the divergence of G should be a result of long-range

correlations near the critical point.

The compressibility equation has some outstanding features which we now

highlight.

(1) We recall that no assumption of additivity on the total potential energy

has been introduced to obtain (3.109). In the previous sections, we found

relations between some thermodynamic quantities and pair correlation func-

tions which were based explicitly on the assumption of the pairwise additivity

of the total potential energy. We also recall that higher order molecular dis-

tribution functions must be introduced if higher order potentials are not

negligible. Relation (3.109) does not depend on the additivity assumption;

hence, it does not undergo any modification should high-order potentials be of

importance. In this respect, the compressibility equation is far more general

than the previously obtained relations (e.g., the energy or the pressure relation).

(2) The compressibility equation involves the radial distribution function

even when the system consists of nonspherical particles. We recall that pre-

viously obtained relations between, say, the energy or the pressure, and the pair

correlation function were dependent on the type of particle under considera-

tion. The compressibility depends only on the spatial pair correlation function.

If nonspherical particles are considered, it is understood that gðRÞ in (3.109) is

the average over all orientations (3.105). In the following, we shall remove the

bar over g (R). We shall assume that the angle average has been taken before

using the compressibility equation.

(3) The compressibility equation is a simple integral over gðRÞ. It does not
require explicit knowledge of U(R) (or higher order potentials). It is true that

g (R) is a functional of U(R). However, once we have obtained g (R), we can use

it directly to compute the compressibility by means of (3.109). This is not

possible for the computation of, say, the energy.

One of the most important applications of the compressibility equation is to

test the accuracy of various methods of computing g (R). We recall that the
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pressure equation (3.37) has been found useful for computing the equation of

state of a substance, and hence can be used as a test of the theory that has

furnished g (R). Similarly, by integrating the compressibility equation, we

obtain the equation of state of the system, which may serve as a different test of

the theory. Clearly, if we use the exact function g (R) in either the pressure or in

the compressibility equations, we must end up with the same equation of state.

However, since we usually have only an approximation for g (R), the results of

the two equations may be different. Therefore, the discrepancy between the two

results obtained with the same g (R) using the pressure and the compressibility

equations, can serve as a sensitive test of the accuracy of the method of com-

puting g (R).

In applying the compressibility equation (3.109), care must be exercised to

use the pair correlation function g (R) as obtained in the grand canonical

ensemble, rather than the corresponding function g (R) obtained in a closed

system. Whenever this distinction is important, we use the notation gO (R) and

gC (R) for open and closed systems, respectively. Although the difference

between the two is in a term of the order of N� 1 this small difference becomes

important when integration over the entire volume is performed as in the

definition of the quantity G (equation 3.110).

Let us first demonstrate the source of difficulty by a simple example. Con-

sider an ideal gas in the T, V, N ensemble. In section 2.5, we saw that gC(R) in

this case has the form (see also Appendix G)

gCðRÞ ¼ 1� 1=N ðideal gas:T ,V ,N ensembleÞ: ð3:113Þ
On the other hand, gO(R) in the T, V, m ensemble is

gOðRÞ ¼ 1 ðideal gas:T ,V ,m ensembleÞ: ð3:114Þ
The difference between the two results (3.113) and (3.114) arises from the finite

number of particles in the T,V,N system. Even when there are no interactions,

U(RN)� 0, there is still correlation between the particles. The density at any

point in the system is r(R)¼N/V. The conditional density at R given a particle

at any other point R0 is not r(R)¼N/V but (N� 1)/V. Fixing one particle at

some point has an effect on the density at any other point merely because the

number of particles was reduced from N to N� 1. Such an effect does not exist

if we open the system, in which case the pair correlation function gO(R) is unity

everywhere for an ideal gas.

Clearly, we can always take the infinite-system size limit of (3.113) to obtain

lim
N!1

gC Rð Þ ¼ 1 ð3:115Þ

which can be used in the compressibility equation.
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Thus, although the difference between gC(R) and gO(R) is extremely small for

macroscopic systems (N� 1023), the results obtained upon integration over a

macroscopic volume are not negligible. The different results obtained using

gC(R) and gO(R) in equation (3.109) for an ideal gas are

kT ¼ 1

kTr
þ 1

kT

Z
V

dR
�1

N

� �
¼ 1

kTr
� 1

kTr
¼ 0 ½using gCðRÞ from ð3:113Þ�

ð3:116Þ

kT ¼ 1

kTr
½using gOðRÞ from ð3:114Þ�: ð3:117Þ

Clearly, only the second result gives the correct compressibility of the ideal gas.

Relations (3.113) and (3.114) hold for an ideal gas. In the general case, the

limiting behavior of gC (R) as R!1 is (see also Appendix G)

gCðRÞ ! 1� rkTkT
N

ðT ,V ,N ensembleÞ ð3:118Þ

gO ðRÞ ! 1 ðT ,V ,m ensembleÞ: ð3:119Þ
Clearly, (3.119) can be obtained from (3.118) by taking the infinite-system-size

limit (N!1). Another way of demonstrating the discrepancy between the

two results in the T,V,N and T,V,m ensembles is in the difference in the nor-

malization conditions for the molecular distribution functions. In particular, in

the T, V, N ensemble, we have

N 2
� � ¼ Nh i2¼ N 2: ð3:120Þ

Hence, the normalization condition isZ
dX 1dX 2 rð2Þ X1,X 2ð Þ � rð1Þ X 1ð Þrð1Þ X2ð Þ

h i
¼ �N ð3:121Þ

which is equivalent to the normalization condition

r
Z 1

0

½gCðRÞ � 1�4pR2 dR ¼ �1; ðT ,V ,N ensembleÞ: ð3:122Þ

The last result simply means that the total number of particles in the system, N,

is equal to the total number of particles around a given particle at the origin,

plus that particle at the origin. This simple calculation does not hold for an

open system where N is not a fixed number.

The corresponding normalization condition in the T, V, m ensemble is (3.106)

in which hN2i 6¼ hNi2. Here, instead of (3.122), we have the compressibility
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equation (3.109) which we write again as

r
Z 1

0

½gOðRÞ � 1�4pR2dR ¼ �1þ kTrkT : ð3:123Þ

Clearly, the difference, kTrkT, between (3.122) and (3.123) is finite and arises

from the difference in the long-range behavior of gC(R) and gO(R). For more

details, see Appendix G.

The reader may wonder why we have dealt only now with the question of the

limiting behavior of g (R) as R!1. The reason is quite simple. In all of our

previous integrals, g (R) appeared with another function in the integrand. For

instance, in the equation for the energy, we have an integral of the formZ 1

0

U Rð Þg Rð Þ4pR2 dR: ð3:124Þ

Clearly, sinceU(R) is presumed to tend to zero, as, say, R� 6 as R!1, it is of no

importance whether the limiting behavior of g (R) is given by (3.118) or (3.119);

in both cases the integrand will become practically zero as R becomes large

enough so that U(R)� 0. The unique feature of the compressibility relation is

that only g (R) appears under the integral sign. Therefore, different results may

be anticipated according to the different limiting behavior of g (R) as R!1.

As a corollary to this section, we derive a relation between the density

derivative of the chemical potential and an integral involving g (R). Recall the

thermodynamic identity

qm
qr

� �
T

¼ 1

kTr2
: ð3:125Þ

Combining (3.125) and (3.111) yields

qm
qr

� �
T

¼ kT

rþ r2G
¼ kT

1

r
� G

1þ rG

� �
: ð3:126Þ

Relation (3.126) will be generalized in the next chapter for mixtures. Here, we

note that by integrating (3.126) with respect to the density, we get the chemical

potential, i.e.,

m ¼
Z

kT dr
rþ r2G

þ const: ð3:127Þ

Thus, once we have G and its density dependence, we can determine m from

(3.127) up to a constant. The constant of integration is evaluated as follows. We

choose a very low density (r0! 0) in such a way that the chemical potential has

the ideal-gas form, i.e.,

mðr0Þ ¼ kT lnðr0L3q�1Þ ¼ m0g þ kT ln r0: ð3:128Þ
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The chemical potential may be obtained by integrating (3.126) from r0 to the

final density r, i.e.,

mðrÞ ¼ m r0ð Þ þ kT

Z r

r0

1

r0 �
G

1þ r0G

� �
dr0

¼ m0g þ kT ln r0 þ kT

Z r

r0

1

r0 �
G

1þ r0G

� �
dr0

¼ m0g þ kT ln r� kT

Z r

0

G

1þ r0G
dr0: ð3:129Þ

Note that in the last form on the rhs of (3.129), we have replaced the lower limit

r0 by r0¼ 0. This could not have been done when the divergent part (r0)�1 was

in the integrand.

Finally, we note that unlike the procedure we have used to generalize pre-

vious expression to mixtures, here there is no straightforward generalization

procedure. In all of the previous examples we have generalized for mixtures

simply by inspection of the expression for the one-component system. Looking

at the compressibility equation (3.109) or (3.123), we see no hint or clue that

suggests a generalization for mixtures. We shall indeed see that the analog of

the compressibility equation for mixtures is far more complicated than what we

would have expected from our experience so far with the equation for the

energy, the pressure, and the chemical potential. We shall devote the next

chapter to obtain this generalization. In doing so, we shall also reach for new,

interesting and very important relations between thermodynamic quantities

and integrals over the pair correlation functions.

3.6 Relations between thermodynamic
quantities and generalized molecular
distribution functions

In section 2.7, we introduced the generalized molecular distribution functions

GMDFs. Of particular importance are the singlet GMDF, which may be

re-interpreted as the quasi-component distribution function (QCDF). These

functions were deemed very useful in the study of liquid water. They provided a

firm basis for the so-called mixture model approach to liquids in general, and

for liquid water in particular (see Ben-Naim 1972a, 1973a, 1974).

In this section we shall derive some new relationships between thermodynamic

quantities and GMDF. In previous sections we have derived a few relationships
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between thermodynamic quantities and pair distribution functions. It is well

known and easy to see that if we try to express quantities such as heat capacity,

compressibility, thermal expansion coefficients, etc., we shall need higher order

MDFs. Since these are largely unknown, such relationships were not found to be

useful. However, by using GMDFs, we can express these thermodynamic

quantities in terms of singlet and pair distribution functions. It is hoped that

once we gain information on the singlet and pair distribution function, these

relations would be more useful.y However, even without knowing any details of

these GMDFs, some of these relationships were found useful in interpreting some

anomalous properties of water and aqueous solutions (Ben-Naim 1974).

In this section we shall be working in the T, P, N ensemble, and all the

distribution functions are presumed to be defined in this ensemble. We denote

by x either a vector or a function which serves as a QCDF. An appropriate

subscript will be used to indicate the property employed in the classification

procedure. For instance, using the coordination number (CN) as a property,

the components of xC are the quantities xC(K ). Similarly, using the BE as a

property, the components of xB are the quantities xB(n). When reference is

made to a general QCDF, we simply write x without a subscript. Once a QCDF

is given, we can obtain the average number of each quasi-component directly

from the components of the vector N¼Nx.z

Let E be any extensive thermodynamic quantity expressed as a function of the

variables T, P, and N (where N is the total number of molecules in the system).

Viewing the same system as amixture of quasi-components, we can express E as a

function of the new set of variables T, P, and N. For correctness, consider a QCDF

based on the concept of CN. The two possible functions mentioned above are then

EðT , P,NÞ ¼ EðT ,P,N ð1Þ
C ð0Þ,N ð1Þ

C ð1Þ, . . .Þ: ð3:130Þ
For the sake of simplicity, we henceforth use N(K) in place of N

ð1Þ
C ðKÞ, so that

the treatment will be valid for any discrete QCDF. Since E is an extensive

quantity, it has the property

EðT ,P, aNð0Þ, aNð1Þ, . . .Þ ¼ aEðT ,P,Nð0Þ,Nð1Þ, . . .Þ ð3:131Þ
for any real a
 0; i.e., E is a homogeneous function of order one with respect to

the variables N(0), N(1), . . . , keeping T, P constant. For such a function, the

Euler theorem states that

EðT , P,NÞ ¼
X1
i¼0

EiðT , P,NÞNðiÞ ð3:132Þ

y Matubayasi and Nakahara (2000, 2002, 2003) have recently investigated a related topic, specif-
ically for dilute solutions.

z Note that N is the vector N¼ (N1, N2 , . . . ,Nc), but N is the sum of all Ni (i¼ 1, . . . , c).
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where EðT , P,NÞ is the partial molar (or molecular) quantity defined by

EðT ,P,NÞ ¼ qE
qNðiÞ
� �

T ;P;NðjÞ;j 6¼i

: ð3:133Þ

In (3.132) and (3.133), we have stressed the fact that the partial molar

quantities depend on the whole vector N.

At this point, we digress to discuss the meaning of the partial derivatives

introduced in (3.133). We recall that the variables N(i) are not independent;

therefore, it is impossible to take the derivatives of (3.133) experimentally. One

cannot, in general, add dN(i) of the i-species while keeping all the N( j), j 6¼ i,

constant, a process which can certainly be achieved in a mixture of independent

components. However, if we assume that in principle E can be expressed in

terms of the variables T, P and N, then Ei is the component of the gradient of E

along its ith axis. Here, we must assume that in the neighborhood of the

equilibrium vector N, there is a sufficiently dense set of vectors (which describe

various frozen-in systems) so that the gradient of E exists along each axis.

The generalization of (3.132) and (3.133) for the case of a continuous QCDF

requires the application of the technique of functional differentiation. We

introduce the generalized Euler theorem by way of analogy with (3.133). More

details can be found in Appendix B.

The generalization can be easily visualized if we rewrite (3.132) in the form

EðT , P,NÞ ¼
X1
i¼0

EðT , P,N ; iÞNðiÞ ð3:134Þ

where we have introduced the (discrete) variable i as one of the arguments of

the function E. If N is a vector derived from a QCDF based on a continuous

variable, say n, then the generalization of (3.134) is simply

EðT , P,NÞ ¼
Z 1

�1
EðT ,P,N ;nÞNðnÞ dn ð3:135Þ

where EðT ,P,N ; nÞ is the functional derivative of E(T, P, N ) with respect to

N(v), i.e.,

EðT ,P,N ; nÞ ¼ dEðT ,P,NÞ
dNðnÞ : ð3:136Þ

By analogy with the discrete case, we may assign to EðT ,P,N ; nÞ the meaning of

a partial molar quantity of the appropriate n -species. The functional derivative
in (3.136) is viewed here as a limiting case of (3.133) when the index i becomes
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a continuous variable. As an example of (3.135), the volume of the system can

be written as

V ðT ,P,N ð1Þ
c Þ ¼

Z 1

0

fN ð1Þ
c ðfÞ df: ð3:137Þ

Note that this relation is based on the fact that the volumes of the Voronoi

polyhedron (VP) of all the particles add up to build the total volume of the

system. Here we have an example of an explicit dependence between V andN
ð1Þ
c

which could have been guessed. Therefore, the partial molar volume of the

f-species can be obtained by taking the functional derivative of V with respect

to N
ð1Þ
c ðfÞ, i.e.,

V ðT , P,N ð1Þ
c ;f0Þ ¼ dV ðT ,P,N ð1Þ

c Þ
dN ð1Þ

c ðf0Þ
¼ f0: ð3:138Þ

This is a remarkable result. It states that the partial molar volume of the f0-
species is exactly equal to the volume of its VP. We note that, in general, the

partial molar volume of a species is not related, in a simple manner, to the

actual volume contributed by that species to the total volume of the system. We

also note that in this particular example, the partial volume V ðT , P,N ð1Þ
c ;f0Þ is

independent of T , P,N
ð1Þ
c .

A second example is the average internal energy E, which in the T, P, N

ensemble is given by

EðT , P,N ð1Þ
B Þ ¼ NeK þ UNh i ¼ NeK þ 1

2

Z 1

�1
vN

ð1Þ
B ðnÞ dn ð3:139Þ

where eK is the average kinetic energy of a single particle, and N
ð1Þ
B ðnÞ is the

singlet distribution function for the binding energy.

Note that in (3.139), E stands for the energy, whereas in previous expressions

in this section, we have used E for any extensive thermodynamic quantity.

Since the normalization condition for N
ð1Þ
B isZ 1

�1
N

ð1Þ
B ðnÞ dn ¼ N ð3:140Þ

we can rewrite (3.139) as

EðT ,P,N ð1Þ
B Þ ¼

Z 1

�1
ðeK þ 1

2
nÞN ð1Þ

B ðnÞ dn: ð3:141Þ

This again is an explicit relation between the energy and the singlet generalized

MDF, N
ð1Þ
B . By direct functional differentiation, we obtain

EðT ,P,N ð1Þ
B ; n0Þ ¼ dEðT , P,N ð1Þ

B Þ
dN ð1Þ

B ðn0Þ
¼ eK þ 1

2
n0: ð3:142Þ
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Thus, the partial molar energy of the n0-species is equal to its average kinetic

energy and half of its BE . Here again, the partial molar energy does not depend

on the composition, although it still depends on T through eK. We recall, from

section 3.2, that the energy of the system is expressed in terms of the pair

distribution function. Here, the energy of the system is expressed in terms of

the singlet GMDF.

Consider next the temperature derivatives of (3.137) and (3.141):

qV
qT

� �
P;N

¼
Z 1

0

f
qN ð1Þ

c ðfÞ
qT

df ð3:143Þ

qE
qT

� �
P;N

¼ NcK þ 1
2

Z 1

�1
n
qN ð1Þ

B ðnÞ
qT

dn ð3:144Þ

where NcK is the contribution of the kinetic energy to the heat capacity.

The first derivative (3.143) is related to the thermal expansivity; the second is

part of the heat capacity at constant pressure (see below).

Similarly, the pressure derivatives of V and E are

qV
qP

� �
T ;N

¼
Z 1

0

f
qN ð1Þ

c ðfÞ
qP

df ð3:145Þ

qE
qP

� �
T ;N

¼ 1
2

Z 1

�1
n
qN ð1Þ

B ðnÞ
qP

dn: ð3:146Þ

By taking the temperature and pressure derivatives of the singlet GMDF,

N
ð1Þ
c ðfÞ and N

ð1Þ
B ðnÞ, we can express all of the four derivatives as average

quantities using the singlet and pair distributions only.

The simplest expression is for the isothermal compressibility defined by

kT ¼ �1

V

qV
qP

� �
T ;N

ð3:147Þ

Here, V is the average volume in the T, P, N ensemble. This volume is given in

equation (3.137) and can also be rewritten as

Vh i ¼ N c1h i ð3:148Þ
where hc1i is the average Voronoi polyhedron of a specific particle, say particle 1.
The pressure derivative of the volume can now be written as

qhV i
qP

� �
T ;N

¼ �1

kT
½Nðhc2

1i � hc1i2Þ þ NðN � 1Þðhc1c2i � hc1ihc2iÞ�

ð3:149Þ
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where hc2
1i and hc1i are averages taken with the singlet GMDF and hc1c2i is

taken with respect to the pair GMDF. The pressure derivative of the volume,

hence the isothermal compressibility, can be expressed explicitly in terms of the

singlet and pair GMDFs, N
ð1Þ
c and N

ð2Þ
c (see Ben-Naim 1973b, 1974). Here we

have expressed this quantity as fluctuations and cross fluctuations of the

Voronoi polyhedra of one and two particles.

The second quantity is the thermal expansivity at constant pressure

ap ¼ 1

V

qV
qT

� �
P;N

: ð3:150Þ

Again we note that V in (3.150) is the average volume in the T, P, N ensemble.

Since we already have an expression for hVi, we need to express only its

derivative with respect to temperature. Using the definition of N
ð1Þ
c ðfÞ, see

section 2.7.4, we get for (3.143)

qV
qT

� �
P;N

¼ 1

2kT 2
½Nðhc1B1i � hc1ihB1iÞ þNðN � 1Þðhc1B2i � hc1ihB2iÞ�

þ P

kT 2
½N hc2

1i � hc1i2
� �þNðN � 1Þðhc1c2i � hc1ihc2iÞ�:

ð3:151Þ
We note again that all the averages in (3.151) are taken with respect to the

singlet and the pair GMDF. Explicit relations are given in Ben-Naim (1974).

Similarly, the heat capacity at constant volume and constant pressure are

CV ¼ qE
qT

� �
V ;N

¼NcK þ 1

4kT 2
Nð B2

1

� �� B1h i2ÞþNðN � 1Þð B1B2h i�
� B1h i B2h iÞ� ð3:152Þ

CP ¼ qH
qT

� �
P;N

¼ qE
qT

� �
P;N

þ qV
qT

� �
P;N

: ð3:153Þ

Since we have already obtained the second term on the rhs of (3.153), we only

need the first term:

qE
qT

� �
P;N

¼NcK þ P

2kT 2
½Nð c1B1h i� c1h i B1h iÞþNðN � 1Þð c1B2h i

� c1h i B2h iÞ�þ 1

4kT 2
½Nð B2

1

� �� B1h i2ÞþNðN � 1Þð B1B2h i
� B1h i B2h iÞ�: ð3:154Þ
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Note that the averages in (3.152) are in the T, V, N ensemble, whereas in

(3.154) and (3.151), the averages are in the T, P, N ensemble.

The generalization of the relationships derived in this section to mixtures is

quite straightforward, the only difficulty is notational. We therefore discuss

only the relations which are of interest in the study of solvation in an ideal

dilute system. We consider a system of N solvent molecules for which the total

energy is given by (3.141). We now add one solute s at a fixed position Rs in the

solvent. The solvation energy is (see chapter 7)

DE�
s ¼ Bsh i þ 1

2

Z
n½N ð1Þ

B ðn=RsÞ � N
ð1Þ
B ðnÞ� dn: ð3:155Þ

Thus, the solvation energy here in the T, V, N ensemble has two contributions;

an average binding energy to the solvent and the change in the average potential

energy of the solvent molecules caused by placing the solute at a fixed position

Rs. Similarly, the solvation volume, here in the T, P, N ensemble, may be

written as

DV �
s ¼ csh i þ

Z
f½N ð1Þ

c ðf=RsÞ � N
ð1Þ
c ðfÞ� df: ð3:156Þ

Again, there are two contributions to DV �
s : one is the average Voronoi poly-

hedra of the solute; the second is the change in the average Voronoi polyhedra

of the solvent molecules caused by placing s at Rs. The last term may also be

interpreted as structural changes induced by the solute on the solvent. Similar

interpretations hold for the second term on the rhs of 3.155. For more details

see Ben-Naim (1992).
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FOUR

The Kirkwood–Buff theory
of solutions

The Kirkwood–Buff (KB) theory is the most important theory of solutions.

This chapter is therefore central to the entire book. We devote this chapter to

derive the main results of this theory. We start with some general historical

comments. Then we derive the main results, almost exactly as Kirkwood and

Buff did, only more slowly and in more detail, adding occasionally a comment

of clarification that was missing in the original publication. We first derive the

results for any multicomponent system, and thereafter specialize to the case of

two-components system. In section 4, we present the inversion of the KB

theory, which has turned a potentially useful theory into an actually useful,

general and powerful tool for investigating solutions on a molecular level.

Three-component systems and some comments on the application of the KB

theory to electrolyte solutions are discussed in the last sections.

4.1 Introduction

The Kirkwood–Buff (KB) theory of solutions was published in 1951. In the

original paper, Kirkwood and Buff derived some new relationships between

thermodynamic quantities and molecular distribution functions for multi-

component systems in the T, V, m ensemble. One of these is a generalization of

the compressibility equation for the one-component system (section 3.5) to

multicomponent systems. As we have noted in section 3.5, there is no obvious

or straightforward way to generalize the compressibility equation even though

we fully grasp the meaning and the origin of each of the terms in the equation.

The same is true for the equation for the derivative of the chemical potential

with respect to the density.

We have also noted in section 3.5 that the compressibility equation is out-

standing in comparison with other relationships between thermodynamic



quantities and MDFs. The same is true for the Kirkwood–Buff theory. It is also

more general in its applicability than the McMillan–Mayer theory published in

1945 (see section 6.5). As such, the Kirkwood–Buff theory is the most general

and most powerful theory of solutions. In essence, it provides a direct rela-

tionship between thermodynamic properties such as compressibility, partial

molar volumes and derivatives of the chemical potentials, in terms of the

so-called KB integrals (KBI), defined by

Gij ¼
Z 1

0

½gijðRÞ � 1�4pR2 dR ð4:1Þ

where gij(R) is the pair correlation function defined in the open, or the T, V, m,
system for the two species i and j. Thus, the theory may be used to compute the

thermodynamic quantities based on our knowledge of the pair correlation

function. Symbolically

fgijg ! fThermodynamic quantitiesg: ð4:2Þ
Unfortunately, almost nothing was known at that time on the pair correlation

functions in any mixture. Even today, most of the known MDFs for mixtures

are obtained either from solving integral equations or from simulations. It is

not surprising therefore that the Kirkwood–Buff theory, though general and

potentially powerful, was practically dormant for many years. For almost

20 years, there were merely a handful of publications where the Kirkwood–Buff

theory had been usedy. Moreover, the KB theory was almost ignored by many

authors of books on the theory of mixtures and solutions.

The first turning point occurred in the beginning of 1972 when the

Kirkwood–Buff theory was found useful in interpreting some properties of

water and aqueous solutions. The main idea was to apply the Kirkwood–Buff

theory of solutions, to pure one-component systems viewed as a mixture of

various quasi-component systems. The KB theory was also applied in the analysis

of various ideal solutions on a molecular level (Ben-Naim 1973b, 1974).

A more dramatic turning point for the Kirkwood–Buff theory occurred

in 1978 after the publication of the inversion of the Kirkwood–Buff theory

(Ben-Naim 1978). Symbolically, the inversion theory may be written as

fThermodynamic quantitiesg ! fGijg ð4:3Þ
where the quantities Gij could be extracted from measurable thermodynamic

quantities. In a strict sense, Gij are not molecular properties. However, they do
y Soon after its publication, the KB theory was followed up and extended by Buff and Brout (1955)

and by Mazo (1958), Buff and Schindler (1958), Münster and Sagel (1959). Much later, Debenedetti
(1987) has generalized the KB theory. It seems however, that the KB theory as well as the followed-up
articles never took off from the formal theoretical grounds into the realm of application.
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convey information on the local mode of packing of the various species. As

such, the theory provides a powerful tool to probe local properties of the

mixtures. Ever since the publication of the inversion of the KB theory, the

number of papers published grew steadily and dramatically.

4.2 General derivation of the
Kirkwood–Buff theory

The derivation of the relationship between the thermodynamic quantities and

KBIs consists of two parts. First, we use the normalization conditions for the

singlet and the pair distribution functions in the T, V, m ensemble. This pro-

vides relationships between the KBIs and the fluctuations in the number of the

particles in the open system. Next, by differentiation of the grand partition

function, we obtain relationships between thermodynamic quantities and

fluctuations in the number of particles. Finally, by eliminating the fluctuations

in the number of particles, we obtain the required relations between thermo-

dynamic quantities and the KBIs.

We start by considering the grand canonical ensemble characterized by the

variables T, V, and � where �¼ (m1, m2, . . . ,mc) is the vector comprising the

chemical potentials of all the c components of the system. The normalization

conditions for the singlet and the pair distribution functions follow directly

from their definitions. Here, we use the indices a and b to denote the species

a, b¼ 1, 2, . . . , c. The two normalization conditions are (for particles not

necessarily spherical) Z
rð1Þ
a ðX 0Þ dX 0 ¼ hNai ð4:4Þ

Z
rð2Þ
ab ðX 0,X 00ÞdX 0 dX 00 ¼ hNaNbi if a 6¼ b

hNa Na � 1ð Þi if a ¼ b

	
¼ hNaNbi � hNaidab ð4:5Þ

where the symbol h i stands for an average in the grand canonical ensemble. In

(4.5), we make a distinction between two cases: a 6¼ b and a¼ b. The two cases

can be combined into a single equation by using the Kronecker delta function:

dab¼ 1 for a¼ b and dab¼ 0, for a 6¼ b. For homogeneous and isotropic fluids,

we also have the following relations (see chapter 2)

rð1Þ
a ðX 0Þ ¼ ra

8p2
ð4:6Þ
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rð2Þ
ab ðX 0,X 00Þ ¼ rarb gabðX 0,X 00Þ

ð8p2Þ2 : ð4:7Þ

Here, ra is the average number density of molecules of species a, i.e., ra¼
hNai/V, with V the volume of the system. We also recall the definition of the

spatial pair correlation function

gabðR0,R00Þ ¼ ð8p2Þ�2

Z
d�0 d�00 gabðX 0,X 00Þ ð4:8Þ

which is a function of the scalar distance R¼ jR00 �R0 j . The angular depen-
dence of the pair correlation function has been averaged out in (4.8).

From (4.4) and (4.5) we obtainZ
rð2Þ
ab ðX 0,X 00Þ dX 0 dX 00 �

Z
rð1Þ
a ðX 0Þ dX 0

Z
rð1Þ
b ðX 00Þ dX 00

¼
Z

½rð2Þ
ab ðX 0,X 00Þ � rð1Þ

a ðX 0Þ rð1Þ
b ðX 00Þ� dX 0 dX 00

¼ hNaNbi � hNaidab � hNaihNbi: ð4:9Þ

Using relations (4.6) to (4.8), we can simplify (4.9) as

rarb

Z
½gabðR0,R00Þ � 1� dR0 dR00 ¼ hNaNbi � hNaidab � hNaihNbi ð4:10Þ

Next, we define the quantity, referred to as the KB integral (KBI), by

Gab ¼
Z 1

0

½gabðRÞ � 1�4pR2 dR: ð4:11Þ

Combining (4.10) and (4.11) we get

Gab ¼ V
hNaNbi � hNaihNbi

hNaihNbi � dab
hNai

� �
: ð4:12Þ

This concludes the first part of the derivation of the KB theory.

Equation (4.12) is a connection between the cross fluctuations in the number

of particles of various species, and integrals involving only the spatial pair

correlation functions for the corresponding pairs of species a and b.
Before we derive the second part, i.e., the connection between the KBIs, Gab,

and thermodynamics, it should be stressed that all the distribution functions

used in this section are defined in the open system. This has been indicated by a
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bar over the various distribution functions. If we were in a closed system, the

normalization conditions would have beenZ
rð1Þ
a ðX 0ÞdX 0 ¼ Na ð4:13Þ

and Z
rð2Þ
ab ðX 0,X 00Þ dX 0 dX 00 ¼ NaNb �Nadab: ð4:14Þ

Thus, instead of relation (4.12), we would have the result

G
ðclosedÞ
ab ¼ �V

Na
dab ð4:15Þ

where Na and V are the exact number of a particles and the volume of the

closed system, respectively.

The reason for this fundamentally different behavior of Gab in the closed

and open systems is the same as in the one-component system discussed in

section 3.5. See also Appendix G.

Relation (4.15) can be written as

rAG
ðclosedÞ
AA ¼ �1 ð4:16Þ

rAG
ðclosedÞ
AB ¼ 0 ð4:17Þ

The difference in the values of Gab in open and a closed systems should be

noted carefully. In a closed system, placing an A at a fixed position say, R0,

changes the average number of A particles in the entire surroundings of A at R0

by exactly � 1. Placing an A at a fixed position does not change the total

number of B’s in its entire surroundings. This is a direct consequence of the

closure of the system with respect to the number of particles. Since we shall use

only the Gab defined in the open system, we remove the bar over Gab in the

following derivation of the KB theory*.

The next part of the theory involves a connection between the fluctuations in

the number of molecules and thermodynamic quantities. We start with the

grand canonical partition function for a c-component system:

XðT ,V ,�Þ ¼
X
N

QðT ,V ,NÞ expðb� � NÞ ð4:18Þ

where N¼ (N1, N2, . . . ,Nc) and the summation is over each of the Ni, from

zero to infinity. The exponential function includes the scalar product

� � N ¼
Xc
i¼1

miNi: ð4:19Þ

* Note that the KB theory does not impose any restrictions on the signs of Gab: Unfortunately the
literature is replete with erroneous claims regarding the possible signs of Gab:
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The average number of, say, a molecules in the system is*

hNai ¼ X�1
X
N

NaQðT ,V ,NÞ expðb� � NÞ

¼ kT
q lnXðT ,V ,mÞ

qma

� �
T ;V ; m0

a

ð4:20Þ

where m0
a stands for the vector (m1, m2, . . . , mc), excluding ma, i.e., m

0
a ¼ m1, . . . ,

ma�1, maþ1, . . . ,mc
Differentiating hNai in (4.20) with respect to mb, we get

kT
qhNai
qmb

 !
T ;V ;m0

b

¼ X�1
X
N

NaNbQðT ,V ,NÞ expðb� � NÞ � hNaihNbi

¼ hNaNbi � hNaihNbi: ð4:21Þ
Since all the equations are symmetrical with respect to interchanging the

indices a and b, we have

kT
qhNai
qmb

 !
T ;V ; m0

b

¼ kT
qhNbi
qma

� �
T ;V ; m0

a

¼ hNaNbi � hNaihNbi: ð4:22Þ

We now combine the results of the two parts, relations (4.22) with (4.12), to

eliminate the fluctuations in the number of particles. The result it

Bab � kT

V

qhNai
qmb

 !
T ;V ; m0

b

¼ kT
qra
qmb

 !
T ; m0

b

¼ rarbGab þ radab: ð4:23Þ

Note that Gab¼Gba by virtue of the symmetry with respect to interchanging

the a and b indices.

The result (4.23) is already a relation between thermodynamic quantities and

molecular distribution functions. However, since the derivatives in (4.23) are

taken at constant chemical potentials, these relations are of importance mainly

in osmotic systems. Here, we are interested in derivatives at constant tem-

perature and pressure. Obtaining these require some simple transformations of

the partial derivatives. We first define the elements of the matrix A by

Aab � V

kT

qma
qhNbi
� �

T ;V ;N 0
b

¼ 1

kT

qma
qrb

 !
T ; r0

b

: ð4:24Þ

Note again that we use N 0
b and r0

b to denote vectors from which we have

excluded the components Nb and rb, respectively. Using the chain rule of

* Note that m0
a,N

0
a and r

0
a are vectors. However we shall not use bold-face better for these quantities.
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differentiation, we get the identity

dag ¼ qma
qmg

 !
T ; m0

y

¼
Xc
b¼1

qma
qrb

 !
T ; r0

b

qrb
qmg

 !
T ; m0

y

¼
Xc
b¼1

AabBby : ð4:25Þ

The elements Bab were defined in (4.23). In equation (4.25) we have a product

of two matrices. It can be rewritten in matrix notation as

A � B ¼ I ð4:26Þ
where I is the unit matrix of order c� c. From (4.26), we can solve for A if we know

B. Taking the inversey of the matrix B, we get for the elements of the matrix A,

Aab ¼ Bab=jBj ð4:27Þ
where Bab stands for the cofactor of the element Bab in the determinant jB j .
The cofactor of Bab is obtained by eliminating the row and the column con-

taining Bab in the determinant jB j , and multiplyingz the result by (�1)aþ b.

The existence of the inverse of the matrix B is equivalent to a stability condition

of the system. Since the Bab are already expressible in terms of the Gab through

(4.23), relation (4.27) also connects Aab with the molecular quantities Gab.

Next, we transform from the volume as an independent variable, into the

pressure. This can be achieved by using the thermodynamic identity{ (see also

Appendix A)

qma
qNb

� �
T ;V ;N 0

b

¼ qma
qNb

� �
T ;P;N 0

b

þ qma
qP

� �
T ;N

qP
qNb

� �
T ;V ;N 0

b

: ð4:28Þ

We also use the identity (see Appendix A)

qP
qNb

� �
T ;V ;N 0

b

qNb

qV

� �
T ;P;N 0

b

qV
qP

� �
T ;N

¼ �1 ð4:29Þ

together with the definitions of the partial molar volumes

V a ¼ qV
qNa

� �
T ;P;N 0

a

¼ qma
qP

� �
T ;N

ð4:30Þ

to get from (4.28) the relation

mab � qma
qNb

� �
T ;P;N 0

b

¼ qma
qNb

� �
T ;V ;N 0

b

�V aV b

VkT
ð4:31Þ

y The existence of the inverse of B is guaranteed by the stability condition of the system. See also
section 4.3 below. Equation (4.27) is known as Cramer’s rule for solving a set of linear equations.

z Here, a and b must take numerical values, otherwise (�1)aþ b is meaningless. In the following
applications, we shall take a and b to stand, for say, componentsA and B, respectively. In this case, we may
assign the number 1, say, to A, and the number 2 to B.

{ From hereon, for convenience of notation, we use Na instead of hNai. It should be clear from the
context whether we refer to an exact or an average quantity.
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where kT is the isothermal compressibility of the system, defined as

kT ¼ � 1

V

qV
qP

� �
T ;N

: ð4:32Þ

We now have all the necessary relations to express the thermodynamic quan-

tities mab, V a, and kT in terms of the Gab.

In order to obtain the explicit expressions for the c2þ cþ 1 quantities [c2

derivatives mab (a, b¼ 1, 2, . . . , c), c partial molar volumes Vi ði ¼ 1, . . . , cÞ,
and the isothermal compressibility kT], we need to solve the following

c2þ cþ 1 equations:

c2 equations for mab

mab ¼ kT

V

Bab

jBj �
V aVb

VkT
(for each a and b) ð4:33Þ

c Gibbs–Duhem equationsX
a

ramab ¼ 0 (for each b) ð4:34Þ

and the identity XC
i¼1

riV i ¼ 1: ð4:35Þ

Solving the c2þ cþ 1 equations for mab (a, b¼ 1, 2, . . . , c), Vi (i¼ 1, . . . , c),

and kT, we obtain the final resulty

kT ¼ jBj
kT
P

i; j rirjBij
ð4:36Þ

V a ¼
P

i riB
iaP

i; j rirjBij
ð4:37Þ

mab ¼ qma
qNb

� �
T ;P;N 0

b

¼ kT

V jBj

P
i; j rirj ½BabBij � BiaBjb�P

i; j rirjBij
: ð4:38Þ

In equations (4.36)–(4.38), we have expressed the quantities mab, V a, and kT
in terms of the Gij (included in the matrix B and its various cofactors). Clearly,

these are quite involved expressions in the general case of c components.

y In their original paper, Kirkwood and Buff (1951) derived an equation which is useful whenever
one component is the solvent, say, water. A detailed derivation of this equation [equation (12) in the
original article] may be found in Münster (1969), p. 341. The results in this chapter are more general
and apply to mixtures of arbitrary composition. The author is grateful to Dr. R.M. Mazo for his
comment on this specific result of Kirkwood and Buff.
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Therefore, we shall discuss some special cases of two- and three-component

systems in the following sections.

Before turning to the specific cases, we note that for one-component system,

the above equations reduce to

kT ¼ r2G þ r
kTr2

¼ rG þ 1

kTr
ð4:39Þ

V ¼ r
r2

¼ 1

r
ð4:40Þ

qm
qN

� �
T ;V

¼ kT

V ðrþ r2GÞ or
qm
qr

� �
T

¼ kT

rþ r2G
ð4:41Þ

qm
qN

� �
T ; P

¼ 0: ð4:42Þ

Equation (4.39) is simply the compressibility equation for a one-component

system. Equation (4.40) is simply the molar volume of a one-component

system and (4.41) is the derivative of the chemical potential at constant volume.

Note that since m is an intensive quantity, its derivative with respect to N, at

constant P, T, is zero.

As we have noted in section 3.5, the generalization from a one-component

system to a multicomponent system is not straightforward. There are no clues

in equations (4.39)–(4.42) to indicate how to generalize to multicomponent

systems. That is probably the reason why Kirkwood and Buff had to go through

the lengthy derivation of equations (4.36)–(4.38).

Before closing this long section, we recap the main features of the KB theory,

which make it so general and powerful.

First, the theory is valid for any kind of particles, not necessarily spherical

particles. Only the spatial pair correlation function features in Gab, even when

the particles are not spherical. Second, no assumption on pairwise additivity of

the total potential energy is invoked in the theory. Finally, we note that in this

book, we discuss only classical systems; the Kirkwood–Buff results, however,

hold for quantum systems as well.

In the following sections, we shall discuss in more detail some aspects of the

KB theory for two- and three-component mixtures.

4.3 Two-component systems

The KB theory, as well as its inversion, has been used mainly for two-component

systems. The KB results for a two-component system may be obtained from the
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general equations (4.36)–(4.38), simply by taking the summation over only two

species, say A and B. For these systems, the determinant jB j reduces to

Bj j ¼ rA þ r2AGAA

rArBGAB

rArBGAB

rB þ r2BGBB

����
����

¼ rArB 1þ rAGAA þ rBGBB þ rArBðGAAGBB � G2
ABÞ

� �
: ð4:43Þ

The four cofactors of jB j arey

BAA¼rBþr2BGBB, B
AB¼BBA¼�rArBGAB, B

BB¼rAþr2AGAA: ð4:44Þ
Also, we haveX

i

X
j

rirjB
ij ¼ rArB rA þ rB þ rArB GAA þ GBB � 2GABð Þ½ �: ð4:45Þ

It is convenient to define the two auxiliary quantities:

Z ¼ rA þ rB þ rArB GAA þ GBB � 2GABð Þ ð4:46Þ

z ¼ 1þ rAGAA þ rBGBB þ rArB GAAGBB � G2
AB

� �
: ð4:47Þ

With this notation we can express all the thermodynamic quantities mab,V a,

and kT in terms of the Kirkwood–Buff integrals, Gab:

kT ¼ z
kTZ

ð4:48Þ

VA ¼ 1þ rB GBB � GABð Þ
Z

ð4:49Þ

VB ¼ 1þ rA GAA � GABð Þ
Z

ð4:50Þ

mAA ¼ rBkT
rAVZ

, mBB ¼ rAkT
rBVZ

, mAB ¼ mBA ¼ � kT

VZ
: ð4:51Þ

In equations (4.48)–(4.51), we have completed the process of expressing the

thermodynamic quantities in terms of the molecular quantities.z We now

examine a few limiting cases. In the limit rB! 0, we have

lim
rB!0

Z ¼ rA and lim
rB!0

z ¼ 1þ r0AG
0
AA: ð4:52Þ

y Note that the letter B is used for both the matrix B and as one of the species.
z From the stability conditions of the system, it can be proven that Z> 0 and z> 0 always. The first

follows from the stability condition applied to the chemical potential. We must have mAB< 0 and
mAA> 0, mBB> 0, hence Z> 0. Furthermore, since kT> 0, it follows that z> 0 also. These conditions
ensure that the inverse of the matrix B exists (here for the two-component system).
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In this limit, the compressibility in (4.3.6) reduces to

lim
rB!0

kT ¼ 1þ r0AG
0
AA

kTr0A
: ð4:53Þ

This is just the compressibility equation for a one-component system (G0
AA and

r0A are the limiting values of GAA and rA as rB! 0, respectively). Similarly,

from (4.49) and (4.50) we obtain, in this limit,

lim
rB!0

VA ¼ 1

r0A
and lim

rB!0
VB ¼ 1þ r0AðG0

AA � G0
ABÞ

r0A
: ð4:54Þ

Thus, for the component A, we simply get the molar (or molecular) volume of

pure A, whereas for component B, we get the partial molar volume at infinite

dilution.

Also, in this limit, we have

mAA ¼ 0, mAB ¼ mBA ¼ �kT

r0AV
¼ �kT

NA

, mBB � kT

rBV
¼ kT

NB

: ð4:55Þ

Next, we derive some relations which will prove useful in later applications of

the theory. All of the following relations are obtainable by the application of

simple identities between partial derivatives, such as (see also Appendix A)

rA
qmA
qrB

� �
T ;P

þ rB
qmB
qrB

� �
T ;P

¼ 0 ð4:56Þ

qmA
qrB

� �
T ;mB

qrB
qmB

� �
T ;mA

qmB
qmA

� �
T ;rB

¼ �1 ð4:57Þ

qmB
qrB

� �
T ;P

¼ qmB
qrB

� �
T ;mA

þ qmB
qmA

� �
T ;rB

qmA
qrB

� �
T ;P

: ð4:58Þ

From (4.56)–(4.58), we can eliminate the required derivative at constant P and

T, to obtain

qmB
qrB

� �
T ;P

¼ rA qmB=qrBð ÞT ;mA qmA=qrBð ÞT ; mB
rA qmA=qrBð ÞT ; mB�rB qmB=qrBð ÞT ; mA

: ð4:59Þ

On the rhs of (4.59), we only have quantities that are expressible in terms of the

Gab. Explicitly:

qmB
qrB

� �
T ;P

¼ kT

rB 1þ rBGBB � rBGABð Þ
¼ kT

1

rB
� GBB � GAB

1þ rBGBB � rBGAB

� �
ð4:60Þ
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The second form on the rhs of (4.60) will be found useful for the study of very

dilute solutions of B in A.

From equations (4.60) and (4.56), we also get

qmA
qrB

� �
T ;P

¼ � rB
rA

qmB
qrB

� �
T ;P

¼ �kT

rA 1þ rBGBB � rBGABð Þ : ð4:61Þ

Similarly, if we interchange the roles of A and B, we obtain

qmA
qrA

� �
T ;P

¼ kT

rA 1þ rAGAA � rAGABð Þ ð4:62Þ

qmB
qrA

� �
T ;P

¼ �kT

rB 1þ rAGAA � rAGABð Þ : ð4:63Þ

Note that unlike the derivatives in (4.22), here the two derivatives are not

equal, i.e.,

qmB
qrA

� �
T ;P

6¼ qmA
qrB

� �
T ;P

: ð4:64Þ

The relation between these two derivatives can be obtained by taking the ratio

of (4.61) and (4.63), i.e.,

qmA
qrB

� �
T ;P

¼ qmB
qrA

� �
T ;P

rBð1þrAGAA�rAGABÞ
rAð1þrBGBB�rBGABÞ¼

qmB
qrA

� �
T ;P

rB
rA

VB

VA

: ð4:65Þ

Another useful relation is

qrA
qrB

� �
T ;P

¼ ðqrA=qmAÞT ;P
ðqrB=qmAÞT ;P

¼ � 1þ rAGAA � rAGAB

1þ rBGBB � rBGAB

¼ �VB

VA

: ð4:66Þ

Similarly, we can get the following derivatives of the chemical potentials

qmB
qxA

� �
T ;P

¼ �kTðrA þ rBÞ2
rBZ

ð4:67Þ

qmA
qxB

� �
T ;P

¼ �kTðrA þ rBÞ2
rAZ

ð4:68Þ

where on the rhs of (4.67) and (4.68), we have expressions in terms of Gab.
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Again, we note that, in general, the two derivatives in (4.67) and (4.68) are

not equal, i.e.,

qmA
qxB

� �
T ;P

6¼ qmB
qxA

� �
T ;P

: ð4:69Þ

The relationship between the two can be obtained either from the Gibbs–

Duhem relation, or from (4.67) and (4.68), namely

qmA
qxB

� �
T ;P

¼ qmB
qxA

� �
T ;P

NB

NA

: ð4:70Þ

Another useful derivative of the chemical potential with respect to the mole

fraction is obtained from

qmA
qxA

� �
T ;P

¼ qmA
qrA

� �
T ;P

qrA
qxA

� �
T ;P

¼ qmA
qrA

� �
T ;P

ðrA þ rBÞ2VB: ð4:71Þ

In the last form on the rhs of (4.71), we have used the derivative of xA with

respect to rA, i.e.,
qxA
qrA

� �
T ;P

¼ 1

ðrA þ rBÞ2VB

¼ 1

r2VB

ð4:72Þ

where r¼ rAþ rB is the total density

From (4.71), (4.50), (4.62), we get the final important result

qmA
qxA

� �
T ;P

¼ kTr2

rAZ
¼ kT

1

xA
� rBDAB

1þ rBxADAB

� �
ð4:73Þ

where we have defined the quantity DAB as

DAB ¼ GAA þ GBB � 2GAB: ð4:74Þ
Relation (4.73) will be most useful for the study of various concepts of ideality

carried out in the next chapter.

4.4 Inversion of the Kirkwood–Buff theory

The Kirkwood–Buff theory of solutions was originally formulated to obtain

thermodynamic quantities from molecular distribution functions. This for-

mulation is useful whenever distribution functions are available either from

analytical calculations or from computer simulations. The inversion procedure

of the same theory reverses the role of the thermodynamic and molecular

quantities, i.e., it allows the evaluation of integrals over the pair correlation

functions from thermodynamic quantities. These integrals Gij, referred to as the

Kirkwood–Buff integrals (KBIs), were found useful in the study of mixtures on
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a molecular level. They are also used in the theory of preferential solvation,

discussed in chapter 8.

The main result of the KB theory can be symbolically written as:

fGijg ! fVi,kT , qmi=qrjg: ð4:75Þ
Having information on the Gij, one can compute the thermodynamic

quantitiesy. However, the original KB theory could have been used only in rare

cases where Gij could be obtained from theoretical work. In principle, having an

approximate theory for computing the various pair correlation functions gij(R),

it is possible to evaluate the integrals Gij and then compute the thermodynamic

quantities through the KB theory. Comparison between the thermodynamic

quantities thus obtained, and the corresponding experimental data, could serve

as a test of the theory that provides the pair correlation functions.

The inversion procedure may be symbolically written as

fVi,kT , qmi=qrjg ! fGijg: ð4:76Þ
In this form, the thermodynamic quantities are used as input to compute the

molecular quantities Gij. Since it is relatively easier to measure the required

thermodynamic quantities, the inversion procedure provides a new and pow-

erful tool to investigate the characteristics of the local environments of each

species in a multicomponent system.

It should be noted that there are some difficulties in obtaining accurate values

of the KBI from the available thermodynamic data (Kato 1984; Zaitsev et al.

1985, 1989). Matteoli and Lepori (1984) have made an extensive comparison

between the values of Gij calculated by different authors (e.g., Ben-Naim 1977;

Donkersloot 1979a, b; Patil 1981) and found large discrepancies between the

reported results. Another method of obtaining the KBI is the small-angle x-ray or

neutron scattering intensities frommixtures; see, for example, Nishikawa (1986),

Nishikawa et al. (1989), Hayashi et al. (1990), Misawa and Yoshida (2000),

Almasy et al. (2002), and Dixit et al. (2002).

In the following we shall discuss only the mathematical aspects of the inver-

sion procedure and not delve into the problem of the accuracies of the results.

The inversion procedure can be carried out in principle for any mixture of c

components. In (4.36)–(4.38), we have c2þ cþ 1 expressions for the thermo-

dynamic quantities mab,V a, and kT. These are not independent equations,

because of the cþ 1 relationships (4.34) and (4.35). Hence, only c2 independent

relationships exist between the thermodynamic quantities and the c2 KBIs Gij.

y There is an equivalent set of relationships between integrals over the direct correlation functions
(see Appendix C) and the thermodynamic quantities. (O’Connell [1971, 1975, 1981, 1990], Hamad
et al. [1989]).
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Since the inversion procedure becomes increasingly complicated for larger

values of c, we shall outline the procedure for two-component mixtures here

and further discuss the three-component case in section 4.5.

For two-component systems, we have already written the KB results in

(4.48)–(4.51). Altogether, these are seven equations. However, because of the

following three equations

rAmAA þ rBmAB ¼ 0 ð4:77Þ
rBmBB þ rA mAB ¼ 0 ð4:78Þ
rAVA þ rBVB ¼ 1 ð4:79Þ

we are left with only four independent relationships between the thermo-

dynamic quantities and the four KBIs Gab. In fact, since mAB¼ mBA we have only
three equations for the three quantities GAA, GBB, and GAB¼GBA.

To solve for Gij, we first eliminate Z from any of the relationships in (4.51) to

obtain:

Z ¼ kTrB
rAVmAA

¼ kTrA
rBVmBB

¼ �kT

VmAB
: ð4:80Þ

Next, we eliminate z from (4.48)

z ¼ kTZkT : ð4:81Þ
Now, we can use (4.49) and (4.50) together with (4.79) to express all of the Gab

in terms of experimental quantities. The results are

GAB ¼ kTkT � rVAVB=D ð4:82Þ

GAA ¼ kTkT � 1

rA
þ rBV

2

Br
rAD

ð4:83Þ

GBB ¼ kTkT � 1

rB
þ rAV

2

Ar
rBD

ð4:84Þ

where r¼ rAþ rB and D denotes

D ¼ xA

kT

qmA
qxA

� �
T ;P

: ð4:85Þ

The three equations (4.82)–(4.84) can be cast in a more condensed form as

Gab ¼ kTkT � dab
ra

þ rkT
1� raV a
� �

1� rbV b


 �
rarbmab

ð4:86Þ

where r¼ rAþ rB and mab is ðqma=qNbÞP;T ;N 0
b
.
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In (4.86), we have expressed all of the Gab in terms of the thermodynamic

quantities kT ,V a, and mab. In practice, one uses the derivative (4.85) obtained

either from the second derivative of the excess Gibbs energy of the system, or

from data on the vapor pressure of one of the components.

The excess Gibbs energy (per mole of the mixture) of the two-component

system is defined by

gEX ¼ GEX

NAþNB

¼ xAmAþxBmB�xA mPAþkT lnxA
� ��xB mPBþkT lnxB

� � ð4:87Þ

where mPA and mPB are the chemical potentials of pure A and B, respectively.

Taking the second derivative with respect to xA and using the Gibbs–Duhem

relationship, we obtain

D ¼ xA

kT

qmA
qxA

� �
P;T

¼ 1þ xAxB

kT

q2gEX

qx2A

� �
P;T

ð4:88Þ

which can be used in equations (4.82)–(4.84).

Another source of experimental information can be used if the vapor above

the mixture may be considered to be an ideal-gas mixture, in which case the

chemical potential of each component in the gaseous phase has the form

mla ¼ mga ¼ m0ga þ kT ln pa ð4:89Þ
where pa is the partial vapor pressure of the component a.

Hence, in this case

D ¼ xA

kT

qmA
qxA

� �
P;T

¼ xA
q ln pA
qxA

¼ xB
q ln pB
qxB

: ð4:90Þ

Clearly, only one of the derivatives on the rhs of (4.90) is needed.

4.5 Three-component systems

The general equations for kT ,V a, and mab are given in (4.36)–(4.38). As we

have seen in the case of c¼ 2 (two-component systems), it is easy to write the

explicit expressions for the thermodynamic equations in terms of Gij For

three-component systems, c¼ 3, these expressions become very long and

complicated, especially the expression for mab which contains a sum over

nine determinants, each of which when fully expanded consists of a large

number of terms. Fortunately, there exists a simplification of equation (4.38)
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which reads (see Appendix K)

mab ¼ kT

rarbV
E a,bð Þj j

Dj j ð4:91Þ

where E(a, b) and D are two matrixes derived from the matrix

G ¼
G11 þ r�1

1 G12 G13 . . .
G21 G22 þ r�1

2 G23

..

. ..
. ..

.

0
B@

1
CA: ð4:92Þ

The general element of the matrix G is

Gð Þij¼ Gij þ dijr�1
i ð4:93Þ

where Gij are the KBIs. Details of the derivation of equation (4.91) are provided

in Appendix K.

The expressions for the thermodynamic quantities can be written in some-

what shorter forms by defining the quantities:

Dab ¼ Gaa þ Gbb � 2Gab ð4:94Þ
dab ¼ GaaGbb � G2

ab ð4:95Þ
Z ¼ rA þ rB þ rC þ rArBDAB þ rBrCDBC þ rArCDAC

� 1
4
rArBrCðD2

AB þ D2
BC þ D2

AC � 2DACDBC

� 2DABDAC � 2DABDBCÞ ð4:96Þ
which is the generalization of Z defined for a two-component system in

section 4.3.

Similarly, we define

z ¼ 1þ rAGAA þ rBGBB þ rCGCC þ rArBdAB þ rArCdAC þ rBrCdBC
þ rArBrCðGAAdBC þGBBdAC þGCCdAB � 2GAAGBBGCC þ 2GABGACGBCÞ

ð4:97Þ
which is the generalization of z defined for a two-component system in

section 4.3.

In terms of these quantities, the thermodynamic quantities for a three-

component system are:

mAA ¼ kTðrB þ rC þ rBrCDBCÞ
VZrA

ð4:98Þ

mBB ¼ kTðrA þ rC þ rArCDACÞ
VZrB

ð4:99Þ
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mCC ¼ kTðrA þ rB þ rArBDABÞ
VZrC

ð4:100Þ

mAB ¼ kT ½1þ rCðGAB þ GCC � GAC � GBCÞ�
VZ

ð4:101Þ

mAC ¼ �kT ½1þ rBðGAC þ GBB � GAB � GBCÞ�
VZ

ð4:102Þ

mBC ¼ �kT ½1þ rAðGBC þ GAA � GAC � GABÞ�
VZ

ð4:103Þ

VA ¼ 1=Zð Þ½1þ rBðGBB � GABÞ þ rCðGCC � GACÞ
þ rBrCðGABGBC þ GACGBC þ GBBGCC

� GACGBB � GABGCC � G2
BCÞ� ð4:104Þ

VB ¼ 1=Zð Þ½1þ rAðGAA � GABÞ þ rCðGCC � GBCÞ
þ rArCðGABGAC þ GACGBC þ GAAGCC

� GAAGBC � GABGCC � G2
ACÞ� ð4:105Þ

VC ¼ 1=Zð Þ½1þ rBðGBB � GBCÞ þ rAðGAA � GACÞ
þ rArBðGABGAC þ GABGBC þ GAAGBB

� GAAGBC � GACGBB � G2
ABÞ� ð4:106Þ

kT ¼ z
kTZ

: ð4:107Þ

We note again that as in the extension from one-component to two-component

systems, the generalization to a three-component system is not straightforward

and cannot be done only by inspection of the expressions for the two-com-

ponent case.

The inversion of the KB theory for a three-component system is quite

complicated. The present author tried unsuccessfully to find a simple

expression such as (4.86) for the three-component system. Ruckenstein and

Shulgin (2001a, b, c) spelled out these long and complicated expressions

explicitly. Matteoli and Lepori (1995), however, suggested that it is simpler to

use the relations (4.23) to express all Gab in terms of Bab. This is already a

relation between Gab and thermodynamic quantities. However, one can go

further and express all the Bab in terms of Aab, by solving equation (4.6), and

then express Aab in terms of the required thermodynamic quantities mab, Va,

and kT via (4.31). This procedure is straightforward for practical calculations

of Gab, though it does not provide simple, explicit expressions in terms of the

thermodynamic quantities.
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4.6 Dilute system of S in A and B

In the previous section, we have seen that the application of the KB theory for

three or more components become very complicated. Therefore, the main

application of the KB theory has been for dilute solutiony.
In this section, we shall derive only the equations for the system of three

components, A, B and S, where S is very dilute in the mixture of A and B, i.e.,

we examine the limit of rS! 0. This case is important in the study of solvation

phenomena (chapter 7).

From the general expressions from the previous section, we rename C as S

and take the limit rS! 0. We get

kT ¼ z
kTZ

ð4:108Þ

mAA ¼ kTrB
rAVZ

, mBB ¼ kTrA
rBVZ

, mAB ¼ mBA ¼ � kT

VZ
ð4:109Þ

VA ¼ 1þ rBðGBB � GABÞ
Z

, VB ¼ 1þ rAðGAA � GABÞ
Z

ð4:110Þ

where Z is the same as in (4.46). As expected, the quantities (4.108)–(4.110) are

the same as in a two-component system, see equations (4.48)–(4.51). The new

expressions for the three-component system as rS! 0 are:

mAS ¼ mSA ¼ �kT ½1þ rBðGBB � GBSÞ þ rBðGAS � GABÞ�
VZ

ð4:111Þ

mBS ¼ mSB ¼ �kT ½1þ rAðGAA � GASÞ þ rBðGBS � GABÞ�
VZ

ð4:112Þ

and

VS ¼ ð1þ rAðGAA � GASÞ þ rBðGBB � GBSÞ þ rArB½GAAGBB � G2
AB

þ GASðGAB � GBBÞ þ GBSðGAB � GAAÞ�Þ=Z
¼ kTkT � rAVAGAS � rBVBGBS: ð4:113Þ

y As an example, Shulgin and Ruckenstein (2002) have derived an expression for Henry’s constant
in binary solvent mixtures.
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The only term which diverges as rS! 0 is mSS; in this limit mSS� kT/Ns. Hence,

we look for the limiting behavior of the nondivergent part

lim
rs!0

mSS �
kT

NS

� �
¼ ð�kT ½4ð1þ rADAS þ rBDBSÞ þ rarb

� ðD2
AB þ D2

AS þ D2
BS � 2DABDBS � 2DASDBSÞ�Þ=ð4ZV Þ ð4:114Þ

where

Dab ¼ Gaa þ Gbb � 2Gab: ð4:115Þ
A more useful derivative of the chemical potential of the solute, in this limit, is

qmS
qxS

� �
T ;P;NA;NB

¼ qmS
qNS

� �
T ;P;NA;NB

qNS

qxS

� �
T ;P;NA;NB

¼ mSS
r2TV

rA þ rB

� �
ð4:116Þ

where rT¼ rAþ rBþ rS. Again, this is a complicated function of Gij. However,

one can express this derivative as a function of Dab and then show that when all

Dab¼ 0, we get

qmS
qxS

� �
T ;P;NA;NB

¼ kT

xS
: ð4:117Þ

This is the case of SI solutions discussed in the next chapter.

4.7 Application of the KB theory to
electrolyte solutions

The simplest system of electrolyte solution is one solvent, say water (W) and

one, completely dissociable solute, say KCl, which we denote by S. It is assumed

that S dissociates completely into two fragments

S ! Aþ B: ð4:118Þ
We stress from the outset that the fragments A and B could be either neutral

or ions.

The above system could be viewed in two equivalent ways. One is to ignore the

dissociation (4.118) and view the system as a two-component system of W and S.

For such a system, the KB theory as derived in section 4.3 applies; simply change

notation from A and B in section 4.3 intoW and S, and we can use all the results
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from the KB theory. Specifically, the matrix B, written explicitly for this case, is

B ¼ rW þ r2WGWW rSrWGSW

rSrWGSW rS þ r2SGSS

� �
: ð4:119Þ

The second view is to admit the occurrence of dissociation into fragments

(4.118) and to treat the system as a three-component system. Again, all the

results of section 4.3 apply here. Specifically the matrix B, for the system of

three components, W, A and B, is

B ¼
rW þ r2WGWW rWrAGWA rWrBGWB

rWrAGWA rA þ r2AGAA rArBGAB

rWrBGWB rArBGAB rB þ r2BGBB

0
@

1
A: ð4:120Þ

All the derivations of the KB results can be followed as in section 4.5.

However, when the dissociation of S into fragments (4.118) produces ionic

species, say

KCl ! Kþ þ Cl� ð4:121Þ
one invokes the so-called electro-neutrality (electro-neutrality) conditions.

These are statements on the electro-neutrality of the entire system, i.e., the total

charge around a solvent molecule must be zero, hence

rGWA ¼ rGWB ð4:122Þ
where r¼ rS¼ rA¼ rB is the number density of the solute S. Equivalently

GWA ¼ GWB ð4:123Þ
Similarly, we must have the conservation of the total charge around A and

around B, hence
1þ rGAA ¼ rGAB ð4:124Þ
1þ rGBB ¼ rGAB: ð4:125Þ

The three conditions (4.123)–(4.125) are referred to as the electro-neutrality

conditions. Note that from (4.124) and (4.125), one may also obtain

GAA ¼ GBB: ð4:126Þ
Substituting these conditions in the matrix B, we obtain

B ¼
rW þ r2WGWW rWrGWA rWrGWA

rWrGWA r2GAB r2GAB

rWrGWA r2GAB r2GAB

0
@

1
A: ð4:127Þ

Clearly, since two rows and two columns in this matrix are identical B is a

singular matrix and the corresponding determinant jBj is zero. This renders the
solution of the matrix equation (4.26) impossible, i.e., B has no inverse.
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Therefore, one cannot proceed with the KB theory.y Sometimes, this rendering of

the KB theory impossible, is attributed to the long-range interactions

between the ionic solutes. However, the KB theory does not require any

specific behavior of the intermolecular interactions. The KB theory can be

applied for ionic solutions without any restriction on the type of interac-

tions. The apparent impossibility of obtaining an inverse of the matrix B

is not due to any special electro-neutrality condition, but is a result of

mismatch of the KBIs, Gab, defined in different ensembles. To clarify the

situation, we consider the following two examples

(1) One-component system

Here, we have the compressibility equation

rGO ¼ �1þ rkTkT : ð4:128Þ
The corresponding B matrix for this case is simply

B ¼ r2GO þ r ð4:129Þ
where we used the subscript O for an open system.

If, however, we use the KBI, as defined in the closed system (C), i.e., the one

with the normalization

rGC ¼ �1 ð4:130Þ
we obtain the matrix

B ¼ �rþ r ¼ 0 ð4:131Þ
which is singular. Furthermore, if we use (4.130) in the compressibility equa-

tion, we get the absurd result

�1 ¼ �1þ rkTkT

or equivalently
rkTkT ¼ 0: ð4:132Þ

Clearly, the singularity of the matrix B results from using the wrong G, i.e., the

KBI for the closed system in (4.129), where the KBI for an open system, GO,

should be used.

(2) Two-component system

Suppose we have a two-component system of A and B. The matrix B in this

case is

B ¼ rA þ r2AGAA rArBGAB

rArBGAB rB þ r2BGBB

� �
ð4:133Þ

y The problem of the occurrence of the singularity of the matrix B, hence noninvertability, was
pointed out by many authors Friedman and Ramanathan 1970: Kusalik and Patey 1987; Behera 1998;
Newman 1988, 1989a, b, 1990, 1994, Beeby 1973. In particular Kusalik and Patey (1987) wrote: ‘‘The
condition renders indeterminate all the thermodynamic quantities obtained by direct substitution into
the KB equations.’’
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where again, one should use the KBI in an open system. If, on the other hand,

we use Gab from the closed system, i.e., with the normalization conditions

raGab;C ¼ �dab ð4:134Þ
in (4.133), we get a singular matrix

B ¼ 0 0

0 0

� �
: ð4:135Þ

Again, we note that the singularity of the matrix B in (4.135) arises from using

the wrong Gab,C (i.e., the KBIs for the closed system) in a theory derived in an

open system.

It is now clear that the singularity of the matrix B as written in (4.127) is not

the result of some special features of the interactions between the ionic species

(the KB theory applies for any type of intermolecular interactions), but from

using the wrong Gab in the KB theory.

To see this, we first note that though it is true that for ionic species, equations

(4.123)–(4.126) can result from the electro-neutrality conditions, the condi-

tions themselves are not necessarily a result of the electric charge neutrality.

They arise from the closure condition with respect to the fragments A and B.

Thus, for a solute S dissociating into two neutral fragments A and B, as in

(4.118) not necessarily ionic species as in (4.121), we still have the following

conservation relations:

(a) The total number of A and B particles must be the same, viewed from a

solvent molecule at the center, i.e.,

rA

Z
V

gAW ðRÞ dR ¼ rB

Z
V

gBW ðRÞ dR: ð4:136Þ

From this condition the relation (4.123) follows

(b) The total number of A’s must be equal to the total number of B’s, when

viewed from either an A or from a B particle at the center, i.e.,

1þ rA

Z
V

gAAðRÞ dR ¼ rB

Z
V

gABðRÞ dR ð4:137Þ

1þ rB

Z
V

gBBðRÞ dR ¼ rA

Z
V

gABðRÞ dR ð4:138Þ

from which relations (4.124) and (4.125) follow.

Thus, we see that the requirement that the solute fully dissociates as stated in

(4.118) or (4.121) imposes closure conditions on GAA, GAB, GBB, GAW, and

GBW. Therefore, care must be exercised to label these KBIs properly, e.g., we
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should write instead of (4.123)–(4.125) the relations

GWA;C ¼ GWB;C ð4:139Þ
1þ rGAA;C ¼ rGAB;C ð4:140Þ
1þ rGBB;C ¼ rGAB;C : ð4:141Þ

The subscript C stands for closure with respect to A and B individually. The

system can still be opened with respect to W and S, but we do not allow the

concentrations of A and B to change independently. With this labeling, it is

clear that we cannot use relations (4.139)–(4.141) in the KB theory which was

derived in the grand ensemble and hence all the KBIs in the matrix B must be

defined in a system open with respect toW, A, B. Failing to take this precaution

leads to absurd results, exactly as in the example given in (4.131) and (4.134).

However, if we open the system for all the species A, B, and W, then we can use

the KB theory as it is without any modification. It is true though that if we

open the system with respect to A, B, and W, and if A and B are charged

particles, then there will be fluctuations in the total charge of the system. In

this case the problem is not the applicability of the KB theory nor in the

application of its inversion. The problem is that the thermodynamic

quantities on the rhs of (4.75) are simply not available.

It should be noted that Kirkwood and Buff in their original publication

commented that equation (20) in their publication (4.60 in this chapter) is

‘‘completely general’’ and provides an alternative to the usual ‘‘charging pro-

cess.’’ They also added that ‘‘in the absence of long-range intermolecular forces,

the integrals Gabmay be developed in power series in the solute concentration.’’

It is clear that Kirkwood and Buff did not see any difficulty in applying their

results for ionic solutions as long as one uses the open-system Gab.

To summarize, for ionic solutions, one can either adopt the view that the

system is a two-component mixture and use the KB theory for a two non-ionic

species, say water and salt [as has been done by Friedman and Ramanathan

(1970) and by Chitra and Smith (2002)], where the system is open with respect

to the water and the salt (as a single entity). In this view, there is no place for

ion-ion correlations hence the electro-neutrality condition is irrelevant. In this

view only correlations between neutral molecules are meaningful. Or we can

view the system as water, cation, and anion – but in this case one must open the

system with respect to each of the species individually (hence allow also charged

fluctuations in the system). In this case, the KBI are meaningful, but the

thermodynamic quantities such as Vi or qmi/qNj are not available. In the

second view, the ion-ion correlations do enter into the KB theory, but again

the electro-neutrality condition is irrelevant.
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FIVE

Ideal Solutions

There exist several reference states of solutions referred to as ‘‘ideal state,’’ for

which we can say something on the behavior of the thermodynamic functions of

the system. The most important ‘‘ideal states’’ are the ideal-gas mixtures, the

symmetric ideal solutions and the dilute ideal solution. The first arises from

either the total lack of interactions between the particles (the theoretical ideal

gas), or because of a very low total number density (the practical ideal gas). The

second arises when the two (or more) components are ‘‘similar.’’ We shall discuss

various degrees of similarities in sections 5.2. The last arises when one compo-

nent is very dilute in the system (the system can consist of one or more com-

ponents). Clearly, these are quite different ideal states and caution must be

exercised both in the usage of notation and in the interpretations of the various

thermodynamic quantities. Failure to exercise caution is a major reason for

confusion, something which has plagued the field of solution chemistry.

5.1 Ideal-gas mixtures

As in the case of a one-component system, ideal-gas (IG) mixtures also enjoy

having a simple and solvablemolecular theory, in the sense that one can calculate

all the thermodynamic properties of the system from molecular properties of

single molecules. We also have a truly molecular theory of mixtures of slightly

nonideal gases, in which case one needs in addition to molecular properties of

single molecules, also interactions between two or more molecules.

As in the case of a one-component system, we should also make a distinction

between the theoretical ideal gas, and the practical ideal gas. The former is a

system of noninteracting particles; the latter applies to any real system at very

low densities. Occasionally, the former serves as a model for the latter. For

instance, to obtain the equation of state of an ideal gas

bP ¼ r ð5:1Þ



we can either take a real gas and let r! 0, or we can envisage a model system of

noninteracting particles at any finite density. Both come up with the same

equation of state (5.1). However, if we are to study deviation from the ideal-gas

state, we write a density expansion of the form

bP ¼ rþ B2r2 þ B3r3 þ � � � ð5:2Þ
where Bi(T ) are the virial coefficients which depend on temperature and on the

interactions among the i particles. Clearly, for a theoretical ideal gas, all

the Bi(T ) are zero, hence (5.2) reduces to (5.1). However, for a real gas, the

coefficient are non-zero. For any finite value of Bi(T ), (5.2) reduces to (5.1) in

the limit of r! 0. Thus, the ideal-gas equation of state is the same for the

theoretical and the practical ideal gas, but the reasons for reaching (5.1) are

different: in one, because all Bi(T )¼ 0; in the second, because r! 0.

The theoretical ideal-gas partition function for a system of c components of

composition N¼N1, N2, . . . , Nc contained in a volume V at temperature T is

QðT ,V ,NÞ ¼ VN
YC
i¼1

qNi

i

Ni ! L
3Ni

i

ð5:3Þ

where VN¼V
P

Ni is obtained from the configurational partition function of the

system. Hence, we have
P

Ni integrations over the volume V. qi is the internal

partition function of a molecule of species i, excluding the momentum parti-

tion function L3
i .

The Helmholtz energy of the system is obtained from

AðT ,V ,NÞ ¼ �kT lnQðT ,V ,NÞ ð5:4Þ
The chemical potential of the species i can be obtained by direct differentiation

with respect to Ni , i.e.,

mi ¼
qA
qNi

� �
T ;V ;N 0

i

¼ kT ln
Ni

V
L3

i q
�1
i : ð5:5Þ

From (5.3) and (5.4), we can derive all the thermodynamic quantities for our

system. However, in this chapter, we shall be interested in the T, P, N system;

these are the most common variables that are controlled in the experiments.

Hence, we use the T, P, N ensemble to derive the quantities of interest. Here the

chemical potential is defined asy

mi ¼
qG
qNi

� �
T ;P;N 0

i

¼ GðT , P,N þ 1iÞ � GðT , P,NÞ ð5:6Þ

y Note that we add one particle of species i (denoted 1i) to obtain the derivative defining the
chemical potential.
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where G is the Gibbs energy and N 0
i is the vector obtained from N¼N1,

N2, . . . ,Nc , by eliminating the ith component, Ni namely N 0
i ¼ ðN1,N2, . . . ,

Ni�1 Niþ1, . . . ,NcÞ. Using the T, P, N partition function, we obtain for the

chemical potential

exp½�bmi� ¼
DðT ,P,N þ 1iÞ
DðT , P,NÞ ¼ qi

L3
i ðNi þ 1Þ

Z
dV PðV ÞV ¼ qihV i

L3
i Ni

ð5:7Þ

where P(V ) is the probability density of finding the system with volume V.

This is the same as (5.5) except for the replacement of the exact volume V in

the T, V, N ensemble by the average volume hV i in the T, P, N ensemble. We

have also replaced Niþ 1 by Ni for the macroscopic system.

We define the average density ri¼Ni /hV i in the T, P, N ensemble and

rewrite (5.7) as

mi ¼ kT ln riL
3
i q

�1
i

¼ kT lnL3
i q

�1
i þ kT ln ri

¼ kT lnL3
i q

�1
i rT þ kT ln xi

¼ mPi þ kT ln xi ð5:8Þ

where rT¼
P

ri is the total (average) density of the system, and xi is the mole

fraction of the species i in the system. mPi ðT ,PÞ is the chemical potential of the

pure component i, at the same T and P. Its density is rT , i.e., one can obtain the

pure i at the same T, P, N by replacing each of the particles of the system by an i

particle keeping the total density rT fixed. It is clear from (5.8) that knowing

the molecular properties of the system like the mass, vibrational energy, etc., we

can calculate mi and hence all the properties of the system.

The Gibbs energy of this system is

G ¼
X

Nimi ¼
X

NimPi þ
X

kTNi ln xi: ð5:9Þ

The first term on the rhs of (5.9) is the Gibbs energy of c systems each con-

taining the pure component i at the same T, P. Sometimes, this is referred to as

the system before mixing (figure 5.1). Since each of these systems contains Ni

particles at the same P, T, the volumes of each system before mixing are

VP
i ¼ NikT=P. Removing the partitions separating the pure systems, we obtain

the mixture at the rhs of figure 5.1. The system’s volume is now V¼PNikT/P

(same T, P). The quantity
P

kTNi ln xi (or the corresponding quantity per

mole of the mixture
P

kTxi ln xi) is referred to erroneously as the free energy

of mixing. However, tracing the origin of the change in the Gibbs energy in

the process depicted in figure 5.1 shows that this change in due only to the
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expansion of each component from the initial volume VP
i into the final volume

V. More precisely, for the ith component we have

Niðmi � mPi Þ ¼ NiðkT ln ri � kT ln rPi Þ

¼ Ni kT ln
Ni

V
� kT ln

Ni

VP
i

� �

¼ kTNi ln
VP
i

V
¼ kT Ni ln xi ð5:10Þ

and the total change in the Gibbs energy isX
Niðmi � mPi Þ ¼

X
NikT ln xi ð5:11Þ

which clearly shows that the decrease of the total Gibbs energy is due to the

expansion of each component, from the initial volume VP
i at P, T, to the final

volume V ð¼PVP
i Þ, at the same P, T.

By taking the temperature derivative of (5.9), one can obtain the corre-

sponding entropy and enthalpy of the system

S ¼ � qG
qT

� �
P,N

¼
X
i

NiS
P
i �

X
kNi ln xi ð5:12Þ

H ¼ G � TS ¼
X

NiH
P
i ð5:13Þ

where SPi and HP
i are the entropy and the enthalpy (per molecule) of the pure

ith component at the same P, T, respectively. Note again that the quantity

�PkNi ln xi is erroneously referred to as the entropy of mixing. Clearly, by the

same argument given above, one can easily show that this change in entropy

arises from the expansion of each component from the initial volume VP
i to the

final volume V (at the same P, T ). The mixing of ideal gases in itself has

no effect on any thermodynamic quantity of the system. More on that in

Appendices H, I and J.

The (average) volume of the system may be obtained from the pressure

derivative of the Gibbs energy, i.e.,

V ¼ qG
qP

� �
T,N

¼
X

NiV
P
i : ð5:14Þ

N1, N2, N3, T, PN2,T, PN1,T, P N3,T, P

Figure 5.1 A process of mixing ideal gases. Initially we have three systems, each compartment con-
taining Ni particles of species i, at the same T and P. The final state is obtained by removing the partitions
between the systems. The temperature and the total pressure remains the same T and P.
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Note that since each of the pure components is an ideal gas at P, T, we have

VP
i ¼ NikT=P, hence

V ¼ kT

P

X
Ni ð5:15Þ

or equivalently

rT ¼
X

ri ¼
P

kT
ð5:16Þ

which is the equation of state for the ideal-gas mixture.

We note again that the equation of state (5.16) is obtained for either the

theoretical model of noninteracting particles at any density rT , or for a real

system of interacting particles but at very low density, where encounters

between particles, hence interactions, are rare events. In both cases, the pressure

of the system is a result of the interactions of the particles with the walls of the

system. (By noninteracting particles, one assumes that the intramolecular

interactions among the
P

Ni particles in the system are switched off. There

must still be an interaction between the particles and the wall, otherwise the

particles will not be confined to the volume V.)

Finally, we note that once we have the molecular properties of the molecules,

we can calculate all the thermodynamic quantities of the system, such as the

Gibbs energy, entropy, enthalpy, etc., Note also that the equation of state does

not depend on the specific properties of the system, only on the total number of

the particles in the system, at a given P, T. The same is true for the derivatives of

the volume with respect to pressure and temperature.

5.2 Symmetrical ideal solutions

In the previous section, we have derived the equations for the thermodynamic

quantities of ideal-gas mixtures. We could also compute all of these quantities

from the knowledge of the molecular properties of the single molecules. Once

we get into the realm of liquid densities, we cannot expect to obtain that

amount of detailed information on the thermodynamics of the system.

We have seen that in an ideal-gas mixture, the chemical potential of each

species can be written in one of the following forms:

mi ¼ kT ln riL
3
i q

�1
i ð5:17Þ

¼ m�
i þ kT ln riL

3
i ð5:18Þ

¼ mPi þ kT ln xi: ð5:19Þ
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Clearly knowing L3
i and qi allows us to compute the chemical potential mi. This

is not possible for real mixtures at high densities. Nevertheless, both theory and

experiments show that under certain conditions, the chemical potential of

species i depends on the density ri or on the mole fraction xi in the same way as

in (5.18) and (5.19) with some constants m�
i or m

P
i which are independent of ri

or xi , respectively, but whose actual dependence on the molecular properties of

the system is not known.

In this section, we shall discuss a class of mixture for which the chemical

potential of each species i depends on xi as in (5.19). In the next section, we

shall study the condition under which the chemical potential depends on ri as
in (5.18) with m�

i independent of ri . In both cases, we shall be satisfied in

obtaining conditions under which the chemical potential has this particular

dependence on ri or on xi , even though the constants m�
i or mPi cannot be

calculated from the theory.

We start by defining a symmetrical ideal (SI) solution as a system for which

the chemical potential of each species has the form

mi ¼ mPi þ kT ln xi ð5:20Þ
where mPi is the chemical potential of pure i at the same P, T as in the mixture,

and we require that this form is valid in the entire range of compositions

0	 xi	 1.

Clearly, an ideal-gas mixture is a particular example of a SI solution, as we

have seen in the previous section (particularly equation 5.18). Here we discuss

a real mixture at normal liquid densities, consisting of interacting molecules.

We shall examine first the conditions on the molecular properties (specifically

on the intermolecular interactions) that lead to this particular form of the

chemical potential. In section 5.2.2, we shall examine the local conditions under

which relation (5.20) is achieved.

5.2.1 Very similar components: A sufficient condition for
SI solutions

For notational convenience, we shall discuss a two-component mixture of A

and B. The generalization for multicomponent system is quite straightforward.

We consider a system of two components in the T, P, NA, NB ensemble. We

have chosen the T, P, NA, NB ensemble because the isothermal-isobaric systems

are the most common ones in actual experiments. By very similar components,

we mean, in the present context, that the potential energy of interaction among

a group of n molecules in a configuration Xn is independent of the species we
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assign to each configuration Xi
y. For example, the pair potential UAA(X

0, X00) is
nearly the same as the pair potential UAB(X

0, X00) or UBB(X
0, X00), provided that

the configuration of the pair is the same in each case. Clearly, we do not expect

that this property will be fulfilled exactly for any pair of different real molecules.

However, for molecules differing in, say, isotopic constitution, it may hold to a

good approximation.z

The chemical potential of component A is defined by

mA ¼ qG
qNA

� �
T ;P;NB

¼ GðT ,P,NA þ 1,NBÞ � GðT , P,NA,NBÞ ð5:21Þ

where G is the Gibbs energy and the last equality is valid by virtue of the same

reasoning as given in section 3.4.

The connection between the chemical potential and statistical mechanics

follows directly from the definition of the chemical potential in (5.21), i.e.,

expð�bmAÞ¼
DðT ,P,NAþ1,NBÞ
DðT ,P,NA,NBÞ

¼ qA
R
dV
R
dXNAþ1dXNB expb�bPV�bUNAþ1,NB

ðXNAþ1,XNBÞc
L3

AðNAþ1ÞR dV R dXNA dXNB exp½�bPV�bUNA,NB
ðXNA ,XNBÞ�

ð5:22Þ
whereL3

A and qA are the momentum and the internal partition function of an A

molecule, respectively. An obvious shorthand notation has been used for the

total potential energy of the system. The configuration (XNA, XNB) denotes the

total configuration of NA molecules of type A and NB molecules of type B.

Next, consider a system of N particles of type A only. The chemical potential

for such a system (at the same P and T as before) is

exp �bmPA
� � ¼ qA

R
dV

R
dXNþ1 expb�bPV � bUNþ1ðXNþ1Þc

L3
AðN þ 1Þ R dV R

dXN exp½�bPV � bUN ðXN Þ� ð5:23Þ

where we have denoted by mPA the chemical potential of pure A at the same P

and T as for the mixture,

Now we choose N in (5.23) to be equal to NAþNB in (5.22). The

assumption of very similar components implies, according to its definition, the

y If the particles are spherical, we need to specify only the locations of the particles. In case of non-
spherical particles, we specify the configuration of each particle by the same set of locational and
orientational coordinates.

z It is interesting to note that even mixtures of isotopes sometimes show measurable deviations
from SI solutions. Examples are mixtures of 36Ar and 40Ar (Calado et al. 2000) and mixtures of CH4

and CD4 (Calado et al. 1994). However, mixtures of H2O and D2O do not show any significant
deviations from SI solutions (Jancso and Jakli 1980).
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two equalitiesy

UN ðXN Þ ¼ UNA;NB
ðXNA ,XNBÞ ð5:24Þ

UNþ1ðXNþ1Þ ¼ UNA;þ1,NB
ðXNAþ 1,XNBÞ: ð5:25Þ

Using (5.24) and (5.25) in (5.22), we get

expð�bmA þ bmPAÞ � ðN þ 1Þ
ðNA þ 1Þ : ð5:26Þ

Rearranging (5.26) and noting that for macroscopic systems

xA ¼ NA

N
� ðNA þ 1Þ

ðN þ 1Þ
we get the final result

mAðT ,P, xAÞ ¼ mPAðT ,PÞ þ kT ln xA: ð5:27Þ
Thus, the chemical potential, when expressed in terms of the intensive

variables T, P and xA, has this explicit dependence on the mole fraction xA.

A system for which relation of the form (5.27) is obeyed by each component,

in the entire range of composition, is called a symmetrical ideal solutionz.
It is symmetrical in the sense that from the assumptions (5.24) and (5.25), it

follows that relation (5.27) holds true for any component in the system. In a

two-component system, it is sufficient to define SI behavior for one component

only. The same behavior of the second component, follows from the Gibbs–

Duhem relation

xA
qmA
qxA

þ xB
qmB
qxA

¼ 0: ð5:28Þ

Thus, whenever (5.27) is true for all 0	 xA	 1, it follows that

mB ¼ mPB þ kT ln xB for 0 	 xB 	 1: ð5:29Þ
The generalization for multicomponent systems is quite straightforward. The

condition on the equality of all interaction potentials is sufficient for the SI

behavior of all the components in the system. In the multicomponent system,

we have to require that the SI behavior of the type (5.27) holds for c� 1

components; the Gibbs–Duhem relation ensures the validity of the SI behavior

for the cth component.

y This is the same as requiring that replacing any A at X by a Bmolecule at the same configuration X
will have no effect on the total potential energy.

z It should be noted that this nomenclature is not universally accepted. Sometimes the term
‘‘perfect’’ solution is used instead (Guggenhein 1967; Prigogine 1957). See also the end of section 5.4.
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Relation (5.27) is important since it gives an explicit dependence of the

chemical potential on the composition, the fruitfulness of which was recognized

long ago. This relation has been obtained at the expense of the very strong

requirement that the two components be very similar. We know from experiment

that a relation such as (5.27) holds also under much weaker conditions. We shall

see in the next section that relations of the form (5.27) can be obtained under

much weaker assumptions on the extent of the ‘‘similarity’’ of the two compon-

ents. In fact, relation (5.27) could not have been so useful had it been restricted

to the extreme case of very similar components, such as two isotopes.

An alternative derivation of (5.20), which employs a somewhat weaker

assumption, is the following; we write the general expression for the chemical

potential of A in pure A denoted by mPA as

mPA ¼ m�
A þ kT ln rAL

3
A ¼ W ðAjAÞ þ kT ln rPAL

3
Aq

�1
A : ð5:30Þ

We use the notation W(A jA) to designate the coupling work of A against an

environment which is pure A, rPA being the density of pure A at the same P, T.

A straightforward generalization of (5.30) for a two-component mixture is

mA ¼ W ðAjAþ BÞ þ kT ln rAL
3
Aq

�1
A ð5:31Þ

where W(A jAþB) is a shorthand notation for the coupling work of A against

an environment composed of a mixture of A and B at the same P and T.

We now replace each B molecule in the environment of the A molecule (for

which we have written the chemical potential) by an A0 molecule. By A0 mole-

cules, we mean molecules that interact with A in exactly the same manner as B

interacts with A. However, A0 is still distinguishable from A. If we do that, then

the particle A that is being coupled to its environment would not notice the

difference in its environment. Hence, the coupling work in (5.31), W(A jAþB),

will be the same as W(A jA) in (5.30). But note that since the A0 molecules are

distinguishable from the A molecules, the density rA in (5.31) does not change.

Thus, substituting W(A jAþA0)¼W(A jA) from (5.31) into (5.30), we obtain

mA ¼ mPA � kT ln rPAL
3
Aq

�1
A þ kT ln rAL

3
Aq

�1
A

¼ mPA þ kT ln xA ð5:32Þ
where

xA ¼ rA
rPA

¼ rA
rA þ rB

: ð5:33Þ

This is the same result as (5.27). Although we have used the assumption that

A and B are ‘‘very similar,’’ it is clear that the requirements in the second
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derivation are somewhat weaker. We only need thatW(A jAþB) be the same for

any replacement of A and B in the environment of A. This condition is weaker

since it involves only an average quantity and not the bare pair potentials

themselves. We shall make this statement more precise in the next section.

The symmetrical ideal behavior is equivalent to the well-known Raoult

law. Suppose that a mixture of A and B is in equilibrium with an ideal-gas

phase; let PA be the partial pressure of A. The chemical potential of A in the gas

phase is

mgA ¼ kT ln
L3

Aq
�1
A PA

kT

� �
: ð5:34Þ

From the equilibrium condition mgA ¼ mAðT , P, xAÞ, we obtain from (5.27) and

(5.34)

PA ¼ P0
AxA 0 	 xA 	 1:

The proportionality constant P0
A can be identified as the vapor pressure of

pure A at the same temperature and total pressure P.

5.2.2 Similar components: A necessary and sufficient condition
for SI solutions

In the previous section, we showed that for a mixture of ‘‘very similar’’ (in the

sense defined there) components, the chemical potential of each component i

has the formy

mi ¼ mpi þ kT ln xi ð0 	 xi 	 1Þ ð5:35Þ
in the entire range of compositions. We have referred to a mixture for which

(5.35) is valid for all its components as an SI solution.

Experimentally, it had been known long ago that many mixtures are SI

although the two (or more) components are far from being ‘‘very similar’’ in

the sense of section 5.2.1.

A classical example is a mixture of ethylene bromide (EB) and propylene

bromide (PB). Figure 5.2a shows the partial and the total pressures of these

mixtures as a function of the mole fraction of (PB) at 85 �C, Based on the work

of von Zawidzki (1900) quoted by Guggenheim (1952). These two components

clearly cannot be considered as being identical, or ‘‘very similar.’’ Yet, the fact

that they form an SI solution in the entire range of compositions is equivalent

y The superscript p on mpa stands for the pure species. We reserve the symbol m0a to denote the
standard chemical potential (see chapter 7).
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to the assertion that the two components are similar in the sense discussed

below. A second example is the mixture of benzene (B) and bromobenzene

(BB). These two components have very different vapor pressures in their pure

states, yet their mixture is nearly SI in the entire range of composition. Figure

5.2b shows the vapor pressures for this system, based on data by McGlashan

and Wingrove (1956).

We shall now show that indeed a much weaker condition is required for SI,

which turns out to be both a sufficient and a necessary condition.

We first discuss a two-component system of A and B at T, P and xA. Since mPi
is independent of xA, differentiation of mA in (5.35) gives

qmA
qxA

� �
T , P

¼ kT

xA
, ð0 	 xA 	 1Þ: ð5:36Þ

Clearly, (5.35) and (5.36) are equivalent conditions for SI solutions, in the sense

that each one follows from the other.

From the KB theory we have equation (4.73)

qmA
qxA

� �
T, P

¼ kT
1

xA
� rTxBDAB

1þ rTxAxBDAB

� �
ð5:37Þ

where rT ¼ rAþ rB is the total number density in the mixture. We now show

that at any finite densityy, rT , a necessary and a sufficient condition for an SI

solution (in a binary system at T, P constant) is

DAB � GAA þ GBB � 2GAB ¼ 0 for 0 	 xA 	 1: ð5:38Þ
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Figure 5.2 The partial vapor pressures and the total pressure of a system of (a) ethylene bromide (EB)
and propylene bromide (PB) as a function of composition x (mole fraction PB) at T¼ 85 �C, based on data
by von Zawidski (1900) cited by Guggenheim (1952); (b) benzene (B) and bromobenzene (BB) at 80 �C.
Note that although the two components have widely different vapor pressures the mixture is nearly SI.
(Based on data from McGlashan and Wingrove 1956.)

y Note, however, that here rT is not an independent variable; it is determined by T, P, xA. Also, we
shall assume throughout that all the Gab are finite quantities.
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The condition (5.38) is clearly a sufficient condition for SI solutions. This

follows by substituting DAB¼ 0 in (5.37). Conversely, if (5.36) and (5.37) are to

be equivalent, we must have

xBrTDAB ¼ 0 for ð0 	 xA 	 1Þ: ð5:39Þ
Since rT is presumed to be nonzero, (5.39) implies (5.38) and hence (5.38) is

also a necessary condition for SI solutions.

We note that the necessary and sufficient condition, DAB¼ 0, for SI was

derived here and is valid for mixtures at constant P, T. The condition (5.38) is

very general for SI solutions. It should be recognized that this condition does

not depend on any model assumption for the solution. For instance, within the

lattice models of solutions we find a sufficient condition for SI solutions of the

form (Guggenheim 1952)

W ¼ WAA þWBB � 2WAB ¼ 0 ð5:40Þ
where Wab are the interaction energies between the species a and b situated on

adjacent lattice points.

We now define the concept of similarity between two components A and B

whenever they fulfill condition (5.38). We shall soon see that the concept of

‘‘similarity’’ defined here implies a far less stringent requirement on the two

components than does the concept of ‘‘very similar’’ as defined in the previous

section.

The concept of ‘‘very similar’’ was defined by the requirement that all

intermolecular interactions be the same. For instance, for simple particles,

we require

UAA ¼ UAB ¼ UBA ¼ UBB: ð5:41Þ
We have seen in section (5.17) that (5.41) is a sufficient condition for an SI

solution.

We now show that condition (5.38) is weaker than (5.41). Let us examine the

following series of conditions:

ðaÞ: UAA ¼ UAB ¼ UBA ¼ UBB ð5:42aÞ
ðbÞ: gAA ¼ gAB ¼ gBA ¼ gBB ð5:42bÞ
ðcÞ: GAA ¼ GAB ¼ GBB ð5:42cÞ
ðdÞ: GAA þ GBB � 2GAB ¼ 0 ð0 	 xA 	 1Þ: ð5:42dÞ

Clearly, each of the conditions in (5.42) follows from its predecessor.

Symbolically, we can write

ðaÞ ) ðbÞ ) ðcÞ ) ðdÞ: ð5:43Þ
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The first relation, (a)) (b), follows directly from the formal definition of the

pair correlation function, assuming pairwise additivity of the total potential

energy. The second relation, (b)) (c), follows from the definition of Gab, and

the third relation (c)) (d), is obvious.

Since we have shown that condition (d) is a sufficient condition for SI

solutions, any condition that precedes (d) will also be a sufficient condition.

In general, the arrows in (5.43) may not be reversed. For instance, the condition

(c) implies an equality of the integrals, which is a far weaker requirement

than equality of the integrands gab. It is also obvious that (d) is much weaker

than (c); i.e., the Gab may be quite different and yet fulfill (d). It is not clear

whether relation (a) follows from (b). If we require the condition (b) to hold

for all compositions, and all P, T it is likely that (a) will follow.

We now elaborate on the meaning of condition (5.38) for ‘‘similarity’’

between two components on a molecular level. First, we note that the

concept of ‘‘very similarity’’ as defined in section (5.2.1) is independent of

temperature or pressure. This is not the case, however, for the concept of

‘‘similarity’’; DAB can be equal to zero at some P, T but different from zero at

another P, T.

We recall the definition of Gab in equation 4.1 of section 4.1. Suppose we

pick up an A molecule and observe the local density in spherical shells around

this molecule. The local density of, say, Bmolecules at a distance R is rB gBA(R);
hence, the average number of B particles in a spherical shell of width dR at

distance R from an A particle is rB gBA(R)4pR
2dR. On the other hand,

rB 4pR
2dR is the average number of B particles in the same spherical shell,

the origin of which has been chosen at random. Therefore, the quantity

rB[gBA(R)� 1]4pR2dR measures the excess (or deficiency) in the number of B

particles in a spherical shell of volume 4pR2dR centered at the center of an A

molecule, relative to the number that would have been measured there using

the bulk density rB. Hence, the quantity rBGBA is the average excess of the

number of B particles around A. Similarly, rAGAB is the average excess of the

number of A particles around By. Thus, GAB is the average excess of A (or B)

particles around B (or A) per unit density of A (or B). It is therefore appropriate

to refer to GAB as a measure of the affinity of A toward B (and vice versa). A

similar meaning is ascribed to GAA and GBB.

Note that the aforementioned meaning ascribed to Gab is valid only when

these quantities have been defined in an open system. In a closed system, if we

place an A at the origin of our coordinate system, the total deficiency of A’s in

y Note that rAGAB can be positive or negative. In the latter case we can say that the ‘‘excess’’ is
negative, i.e., there is an average deficiency of the number of A particles around B.
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the entire volume is exactly � 1. The total deficiency of B’s in the entire volume

is exactly zero. In both cases, the correlation due to intermolecular interactions

extend to a distance of a few molecular diameters. Denote the correlation

distance by Rc , we can write the local change in the number of A’s around an

A at the origin by

DNAAðRcÞ ¼ rA

Z Rc

0

½gAAðRÞ � 1�4pR2dR: ð5:44Þ

In the open system, gAA(R) is practically unity for R>Rc , therefore, the local

change DNAA can be equated to the global change rAGAA in the entire volume.

On the other hand, if DNAA is defined in the closed system, it still has the

meaning of the local change in the number of A’s in the sphere of radius Rc. It is

also true that this is the change due to molecular interactions in the system.

However, this meaning cannot be retained if we extend the upper limit of the

integral from Rc to infinity. The reason is the same as in the one-component

system, as discussed in chapter 3. In a closed system, there is a long-range

correlation of the form 1�N� 1 due to the closure condition with respect to the

number of particles. Therefore, if we extend the limit of integration from Rc to

infinity, we add to the integral a finite quantity, the result of which is that rGAA

would not be a measure of the local change in the number of A’s around an A.

Thus, in a closed system, we have the equality rAG
C
AA ¼ rBG

C
BB ¼ �1. If

rA¼ rB, then it follows that GC
AA ¼ GC

BB. This is an exact result for a closed

system. From this equality, one cannot deduce anything regarding the relative

affinities between the AA and BB pairs.

In terms of affinities, the condition (5.38) for the SI solutions, DAB¼ 0, is

equivalent to the statement that the affinity of A toward B is the arithmetic

average of the affinities of A toward A, and B toward B. This is true for all

compositions 0	 xA	 1 at a given T, P. We shall see in chapter 8 another

interpretation of DAB in terms of preferential solvation.

We end this section by considering the phenomenological characterization of

SI solutions in terms of their partial molar entropies and enthalpies. If one

assumes that equation (5.35) is valid for a finite interval of temperatures and

pressures, then, by differentiation, we obtain

Si ¼ � qmi
qT

� �
P

¼ S
p
i � k ln xi ð5:45Þ

Hi ¼ mi þ TSi ¼ H
p
i ð5:46Þ

Vi ¼ qmi
qP

� �
T

¼ V
p
i ð5:47Þ
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where S
p
i ,H

p
i and V

p
i are the molar quantities of pure i, and Si,Hi,Vi, are the

corresponding partial molar quantities. An alternative, although equivalent way

of describing SI solutions phenomenologically is by introducing the excess

thermodynamic functions defined by

GEX ¼ G � Gideal ¼ G �
Xc
i¼1

Ni m
p
i þ kT ln xi

� �" #
ð5:48Þ

SEX ¼ S � Sideal ¼ S �
Xc
i¼1

Ni S
p
i � kT ln xi

� �" #
ð5:49Þ

V EX ¼ V � V ideal ¼ V �
Xc
i¼1

NiV
p
i ð5:50Þ

HEX ¼ H �H ideal ¼ H �
Xc
i¼1

NiH
p
i : ð5:51Þ

The SI solutions are characterized by zero excess thermodynamic functions.

Clearly, the phenomenological characterization of SI requires stronger

assumptions than the condition (5.38).

Finally, we note that the condition (5.38) for SI solutions applies only for

systems at constant P, T. This condition does not apply to systems at constant

volume.

We have discussed in this section the condition for SI solutions for a two-

component system. One can show that similar conditions for SI solutions apply

to multicomponent systems. We can prove, based on the KB theory, and with a

great deal of algebra, that in three- and four-component systems, a necessary and

sufficient condition for SI solutions, in the sense of (5.35) for all i, is

Dab ¼ Gaa þ Gbb � 2Gab ¼ 0 ð5:52Þ
for all compositions and all pairs of different species a 6¼ b. The proof for

the general case is relatively easy if we use the expression (4.91). We defer to

Appendix K the proof of this contention for the general case.

5.3 Dilute ideal solutions

We now turn to a different class of ideal solutions which has been of central

importance in the study of solvation thermodynamics. We shall refer to a dilute

ideal (DI) solution whenever one of the components is very dilute in the

solvent. The term ‘‘very dilute’’ depends on the system under consideration,

and we shall define it more precisely in what follows. The solvent may be
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a single component or a mixture of several components. Here, however,

we confine ourselves to two-component systems. The solute, say A, is the

component diluted in the solvent B. The generalization to multicomponent

systems is quite straightforward.

The very fact that we make a distinction between the solute A and the solvent

B means that the system is treated unsymmetrically with respect to A and B.

This is in sharp contrast to the behavior of symmetrical ideal solutions.

The characterization of a DI solution can be carried out along different but

equivalent routes. Here we have chosen the Kirkwood–Buff theory to provide

the basic relations from which we derive the limiting behavior of DI solutions.

The appropriate relations needed are (4.23), (4.24), and (4.62) which, when

specialized to a two-component system, can be rewritten as

qmA
qrA

� �
T ;mB

¼ kT

r2AGAA þ rA
¼ kT

1

rA
� GAA

1þ rAGAA

� �
ð5:53Þ

qmA
qrA

� �
T ;P

¼ kT
1

rA
� GAA � GAB

1þ rAðGAA � GABÞ
� �

ð5:54Þ

qmA
qrA

� �
T ;rB

¼ kT
1

rA
� GAA þ rB GAAGBB � G2

AB

� �
1þ rAGAA þ rBGBB þ rArBðGAAGBB � G2

ABÞ
� �

:

ð5:55Þ
Since we are interested in the limiting behavior rA! 0, we have separated the

singular part r�1
A as a first term on the rhs; this term leads to the divergence of

the chemical potential as rA! 0.

Note that the response of the chemical potential to variations in the density

rA is different for each set of thermodynamic variables. The three derivatives in

(5.53)–(5.55) correspond to three different processes. The first corresponds to a

process in which the chemical potential of the solvent is kept constant (the

temperature being constant in all three cases) and therefore is useful in the

study of osmotic experiments. This is the simplest expression of the three and it

should be noted that if we simply drop the condition of constant mB , we get the
appropriate derivative for pure A. This is not an accidental result; in fact, this is

the case where a strong resemblance exists between the behavior of the solute A

in a solvent B under constant mB and a system A in a vacuum which replaces the

solvent. We shall return to this analogy in chapter 6.

The second derivative (5.54) is the most important one from the practical

point of view since it is concerned with a system under constant temperature

and pressure. The third relation (5.55) is concerned with a system under

constant volume which is rarely used in practice.
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A common feature of all the derivatives (5.53)–(5.55) is the r�1
A divergence

as rA! 0 (note that we always assume that all the Gab are finite quantities). For

sufficiently low solute density, rA! 0, the first term on the rhs of each equation

(5.53)–(5.55) becomes the dominant one; hence, we get the limiting form of

these equations:

qmA
qrA

� �
T ;mB

¼ qmA
qrA

� �
T ;P

¼ qmA
qrA

� �
T ;rB

¼ kT

rA
, rA ! 0 ð5:56Þ

which, upon integration, yields

mAðT ,mB, rAÞ ¼ m0AðT ,mBÞ þ kT ln rA

mAðT , P, rAÞ ¼ m0AðT ,PÞ þ kT ln rA, rA ! 0

mAðT ,rB, rAÞ ¼ m0AðT ,rBÞ þ kT ln rA:

ð5:57Þ

We see that the general dependence on rA for rA! 0 is the same for the three

cases. In (5.57) we have used the notation m0A for the standard chemical

potential of A. A few comments regarding equations (5.57) are now in order.

(1) The precise condition that rA must satisfy to attain the limiting behavior

depends on the independent variables we have chosen to describe the system.

For instance, if rAGAA� 1, then we may assume the validity of (5.56). The

corresponding requirement for (5.54) is that rA(GAA�GAB)� 1, which is

clearly different from the previous condition, if only because the latter depends

on GAA as well as on GAB. Similarly, the precise condition under which the

limiting behavior of (5.56) is obtained from (5.55) involves all three Gab. We

can define a DI solution for each case, whenever rA is sufficiently small, so that

the limiting behavior of either (5.56) or (5.57) is valid.

(2) Once the limiting behavior (5.57) has been attained, we see that all

three equations have the same formal form, i.e., a constant of integration,

independent of rA, and a term of the form kT ln rA. This is quite a remarkable

observation, which holds only in this limiting case. This uniformity of

the behavior of the chemical potential already disappears in the first-order

deviation from a DI solution, a topic discussed in the next chapter.

(3) The quantities m0A which appear in (5.57) are constants of integration, and

as such depend on the thermodynamic variables we use to describe the system.

They are referred to as the ‘‘standard chemical potentials’’ of A in the corre-

sponding set of thermodynamic variables. It is important to realize that these

quantities, in contrast to mpA of the previous section, are not the chemical

potentials of A in any real system. Therefore, it is preferable to refer to m0A
merely as a constant of integration.
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(4) Instead of starting with relations (5.53)–(5.55), we could have started from

relation (4.73) of the Kirkwood–Buff theory, namely

qmA
qxA

� �
T ;P

¼ kT
1

xA
� rBDAB

1þ rBxADAB

� �
: ð5:58Þ

A limiting behavior of (5.58) is obtained for xA! 0, in which case we have

qmA
qxA

� �
T ;P

¼ kT

xA
, xA ! 0 ð5:59Þ

which, upon integration in the region for which (5.59) is valid, yields

mAðT ,P, xAÞ ¼ m0xA ðT , PÞ þ kT ln xA, xA ! 0: ð5:60Þ
Again, m0xA ðT , PÞ is merely a constant of integration. It is different from

m0AðT ,PÞ in (5.57), and therefore it is wise to use a different superscript to stress

this difference. The exact relation between m0A and m0xA can be obtained by

noting that xA¼ rA/rT, where rT is the total density of the solution. Hence,

from (5.60) we get

mA ¼ m0xA ðT ,PÞ þ kT ln rA � kT ln rT

¼ m0AðT , PÞ þ kT ln rA: ð5:61Þ
Hence,

m0AðT , PÞ ¼ m0xA ðT , PÞ � kT ln rPB; ðrA ! 0Þ ð5:62Þ
where rPB is the density of pure B. The replacement of rT by rPB is permissible

since rT ! rPB as rA! 0.

In actual applications, it is sometimes convenient to use the molality scale.

Instead of rA or xA as a concentration variable, one uses the molality of A,

which is related to xA (for dilute solutions) by

mA ¼ 1000xA

MB

ð5:63Þ

MB being the molecular weight of B. From (5.63) and (5.60), we get

mA ¼ m0xA ðT ,PÞ þ kT ln
MBmA

1000

� �

¼ m0xA ðT ,PÞ þ kT ln
MB

1000

� �� �
þ kT lnmA, mA ! 0

¼ m0mA ðT ,PÞ þ kT ln mA, ð5:64Þ
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where we have introduced a new standard chemical potential m0mA , which is

different from both m0A and m0xA .

We now discuss briefly the behavior of the solvent in a DI solution of a two-

component system. The simplest way of obtaining the chemical potential of the

solvent B is to apply the Gibbs–Duhem relation, which, in combination with

(5.59), yields

xB
qmB
qxA

� �
T ;P

þ xA
qmA
qxA

� �
T ;P

¼ �xB
qmB
qxB

� �
T ;P

þ kT ¼ 0: ð5:65Þ

From (5.65), upon integration in the region for which (5.65) is valid, we get

mBðT , P, xBÞ ¼ CðT , PÞ þ kT ln xB, xA ! 0: ð5:66Þ
Since the condition xA! 0 is equivalent to the condition xB! 1, we can

substitute xB¼ 1 in (5.66) to identify the constant of integration as the chemical

potential of pure B at the same T and P, i.e.,

mBðT , P, xBÞ ¼ mpBðT , PÞ þ kT ln xB, xB ! 1: ð5:67Þ
Note that (5.67) has the same form as, say, (5.35), except for the restriction

xB! 1 in the former.

5.4 Summary

In this chapter, we have discussed three types of ‘‘ideal’’ solutions. We stress

here that the sources of ideality are different for each case. All of the three cases

can be derived from the KB theory, specifically, from the relation (5.58), which

we rewrite as

qmA
qxA

� �
T ;P

¼ kT
1

xA
� rTxBDAB

1þ rTxAxBDAB

� �
: ð5:68Þ

An ideal gas (IG) mixture is obtained from (5.68) either (theoretically) when no

interactions exist, hence all Gij¼ 0, hence DAB¼ 0, hence

qmA
qxA

� �
T ;P

¼ kT

xA
; ð5:69Þ

or when rT! 0 for which we again obtain (5.69) from (5.68), but now DAB

is finite.

The symmetric ideal (SI) solution is obtained for similar components in the

sense that DAB¼ 0 for all compositions 0	 xA	 1, which again leads to (5.69)
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for all compositions 0	 xA	 1. Clearly, the interactions could be strong and

the total density could be large; hence, this case is conceptually very different

from the ideal-gas case. The third case is the diluted ideal (DI) case obtained

whenever xA (or rA) is very small, so that (xA)
�1 becomes very large, hence the

dominating term on the rhs of (5.68). Again, we note that there is no limitation

on the interactions in the system, nor on the total density of the system.

Clearly, the three types of ideal behavior are quite different. As we shall see in

the next chapter, deviations from each of these ideal behaviors occurs for

different reasons.

Note that some authors refer to the ‘‘symmetrical convention’’ as the limiting

behavior of gi! 1 as xi! 1, see, for example, Prausnitz et al. (1986). However,

this limiting behavior is manifested for any mixture, when one of its mole

fractions approaches unity. Similarly, for any mixture, when xi! 0, we have

gi! 1. The concept of SI solution is very different from these limiting behaviors.
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SIX

Deviations from ideal
solutions

In the previous chapter, we described three types of ideal solution, and the

conditions under which these behaviors are attained. In this chapter, we discuss

deviations from these three types of ideality. The nature of the deviation from

ideality is different for each case. The first is due to turning on the interactions

in the system. The second arises when the components do not subscribe to the

condition of similarity. The third is due to increasing the solute density (the

solute being that component which is very diluted in the system).

The deviations from ideality can be expressed either as activity coefficients or

as excess functions. Care must be exercised both in notation and in the

interpretation of these activity coefficients or the excess functions. Failure to do

so is a major source of confusion and erroneous statements regarding these

quantities. As before, we treat only two-component systems of A’s and B’s. The

generalization to multicomponent systems is quite straightforward.

6.1 Deviations from ideal-gas mixtures

We start with the KB result, equation (4.73) from chapter 4,

qmA
qxA

� �
T ;P

¼ kT
1

xA
� rTxBDAB

1þ rTxAxBDAB

� �
: ð6:1Þ

Integrating over xB, and noting that dxA¼ �dxB, we have

mAðT , P, xAÞ ¼ mpAðT ,PÞ þ kT ln xA þ kT

Z xB

0

rTx
0
BDAB

1þ rTx
0
Ax

0
BDAB

dx0
B ð6:2Þ



where mpAðT ,PÞ is the chemical potential of pure A at the same P, T. This has the

general form

mpAðT , PÞ ¼ W ðAjAÞ þ kT ln rpAðT ,PÞL3
Aq

�1
A ð6:3Þ

whereW(A jA) is the coupling work of A against a surrounding of pure A, and

rpA is the density of pure A, as determined by T and P.

When there are no interactions in the system (theoretical ideal gas), we

must have

W ðAjAÞ ¼ 0, DAB ¼ 0, rpAðT ,PÞ ¼ bP: ð6:4Þ
Hence, the chemical potential in the ideal-gas reference state is

mIGA ¼ kT lnðbPL3
Aq

�1
A Þ þ kT ln xA ð6:5Þ

which is the well-known expression for the chemical potential in an ideal-gas

mixture.

The excess chemical potential and the corresponding activity coefficient are

now defined by

mEX;IGA ¼ mAðT , P, xAÞ � mIGA ðT , P, xAÞ

¼ W ðAjAÞ þ kT lnðrPAðT , PÞ=bPÞ þ kT

Z xB

0

rTx
0
BDAB

1þ rTx
0
Ax

0
BDAB

dx0
B

ð6:6Þ

mEX;IGA ¼ kT ln gIGA : ð6:7Þ
When we turn off all the interactions, all the three terms on the rhs of

(6.6) become zero. Hence, mEX;IGA measures the deviations of the chemical

potential in a real system from the corresponding chemical potential in an

ideal-gas system due to turning on all the interactions in the system. The same

is true when rT ! 0.

We now evaluate the first-order deviations from ideal gas behavior

rpAðT ,PÞ ¼ bP � BAAðbPÞ2 þ � � � ð6:8Þ
and

kT lnðrPAðT , PÞ=bPÞ ¼ �BAAP þ � � � ð6:9Þ

W ðAjAÞ ¼ 2kTBAAr
p
AðT , PÞ ¼ 2BAAP þ � � � ð6:10Þ

kT

Z xB

0

bPx0
BD

00
AB dx

0
B ¼ P

x2B
2

G00
AA þ G00

BB � 2G00
AB

� �
¼ �x2BP½BAA þ BBB � 2BAB� ð6:11Þ
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where we used the definition of the virial coefficients

Bab ¼ � 1

2

Z 1

0

fexp½�bUabðRÞ� � 1g4pR2 dR ¼ � 1

2
G00
ab: ð6:12Þ

G00
ab are the limiting values of Gab as P ! 0 or rT ! 0.

The excess chemical potential, and the corresponding activity coefficient, for

this case are

mEX, IGA ¼ 2BAAP � BAAP � x2BPðBAA þ BBB � 2BABÞ
¼ BAAP � x2BPðBAA þ BBB � 2BABÞ ¼ kT ln gIGA : ð6:13Þ

Note that the Gibbs–Duhem relation determines the behavior of mB once the

behavior of mA is known. The result for B is thus

mEX, IGB ¼ BBBP � x2APðBAA þ BBB � 2BABÞ ¼ kT ln gIGB : ð6:14Þ

6.2 Deviations from SI behavior

Again, we use the KB result (6.1) and integrate to obtain (6.2). In the SI

solution, by definition DAB¼ 0, hence

mSIA ¼ mPA þ kT ln xA, 0 	 xA 	 1: ð6:15Þ
The excess chemical potential, due to deviations from symmetrical ideal

behavior, is thus

mEX, SIA ¼ mAðT , P, xAÞ � mSIA ðT , P, xAÞ

¼ kT

Z xB

0

rTx
0
BDAB

1þ rTx
0
Ax

0
BDAB

dx0
B

¼ kT ln gSIA

ð6:16Þ

Here, both the excess chemical potential, and the activity coefficient measure

the deviations from similarity of the two quantities. This is fundamentally

different from the deviations from the ideal-gas behavior (i.e., total lack of

interactions), discussed in section 6.1. Here the limiting behavior of the activity

coefficient is

lim
DAB!0

gSIA ¼ 1 (at T , P, xA constants). ð6:17Þ

The general case (6.16) is not very useful since in general, we do not know the

dependence of DAB on the composition. However, if the two components
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deviate only slightly from similarity (i.e., from DAB¼ 0), we can assume that

rTxAxBDAB � 1 ð0 	 xA 	 1Þ: ð6:18Þ
Note that since here we exclude the case of an ideal-gas mixture, rT is finite,

and the condition (6.18) is essentially a condition on DAB. If we further assume

that rTDAB is independent of the composition, then we can integrate (6.16) to

obtain the first-order deviations from SI behavior, namely

mEX, SIA � kTrTDABx
2
B=2: ð6:19Þ

In the phenomenological characterization of small deviations from SI

solutions, the concepts of regular and athermal solutions were introduced.

Normally, the theoretical treatment of these two cases was discussed within

the lattice theories of solutionsy. Here, we discuss only the very general
conditions for these two deviations to occur. First, when rTDAB does not
depend on temperature, we can differentiate (6.19) with respect to T to obtain

S
EX;SI
A ¼ � qmEX;SI

qT

� �
P;xA

¼ �krTDABx
2
B=2 ð6:20Þ

and

H
EX;SI
A ¼ mEX;SIA þ TS

EX;SI
A ¼ 0: ð6:21Þ

This is the case of athermal solution, i.e., no excess enthalpy but finite excess

entropy, both with respect to SI solutions.

The second case is when TrTDAB is independent of temperature, in which

case

S
EX;SI
A ¼ � qmEX;SI

qT

� �
P;xA

¼ 0 ð6:22Þ

H
EX;SI
A ¼ mEX;SIA þ TS

EX;SI
A ¼ kTrTDABx

2
B=2; ð6:23Þ

no excess entropy, but finite excess enthalpy. Again, the excesses are with respect to

SI solutions-This is the case of regular solutions.We have shown here the theoretical

requirements for obtaining the athermal and regular solution behavior. The phe-

nomenological characterization is made through the experimental excess entropies

and enthalpies of the various components as in equations (6.20)–(6.23). We shall

show a possible molecular reason for these two cases in section 6.4.

y The term ‘‘regular solutions’’ was first coined by Hildebrand (1929). It was characterized phe-
nomenoligically in terms of the excess entropy of mixing. It was later used in the context of lattice
theory of mixtures mainly by Guggenheim (1952). It should be stressed that in both the phenom-
enological and the lattice theory approaches, the ‘‘regular solution’’ concept applies to deviations from
SI solutions. (see also Appendix M).
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6.3 Deviations from dilute ideal solutions

In the previous two sections we have discussed deviations from ideal-gas and

symmetrical ideal solutions. We have discussed deviations occurring at fixed

temperature and pressure. There has not been much discussion of these ideal

cases in systems at constant volume or of constant chemical potential. The case

of dilute solutions is different. Both constant, T, P and constant T, mB (osmotic

system), and somewhat less constant, T, V have been used. It is also of theo-

retical interest to see how deviations from dilute ideal (DI) behavior depends

on the thermodynamic variable we hold fixed. Therefore in this section, we

shall discuss all of these three cases.

We have already seen that the form of the expression for the chemical

potential in the limit of dilute ideal solutions is the same in the three cases;

equations (5.56) and (5.57).

In all cases the limiting behavior has the form

mA ¼ m0A þ kT ln rA, ðrA ! 0Þ ð6:24Þ

where m0A is a constant, independent of rA.
Deviations from DI are observed whenever we increase the density of the

solute rA, beyond the range for which (6.24) is valid. The extent of the devia-

tions will, of course, depend on how, i.e., under which conditions, we add the

solute. Keeping T, P or T, mB or T, V constant will result in different deviations.

The general cases may be obtained by integrating equations (5.53)–(5.55)

under the different conditions T, mB, or T, P, or T, V constant. For instance, in

the open system (with respect to B) we have

mAðT ,mB, rAÞ ¼ m0rA ðT ,mBÞ þ kT ln rAg
DI
A ðT ,mBÞ: ð6:25Þ

Hence, the excess chemical potential for this case is

mEX,DIA ¼ mAðT ,mB,rAÞ � mDIA ðT ,mB, rAÞ
¼ kT ln gDIA ðT ,mB,rAÞ

¼ kT

Z rA

0

�GAA

1þ r0
AGAA

dr0
A: ð6:26Þ

Similar but more complicated expressions may be obtained from (5.54) and

(5.55). Clearly, since we do not know the dependence of Gab on rA we cannot

perform these integrations.
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From hereon, we shall discuss only small deviations from DI solutions. By

expanding the nondivergent parts in equations (5.53)–(5.55), and retaining the

first order in rA, we obtain

qmA
qrA

� �
T ;mB

¼ kT
1

rA
� G0

AA þ � � �
� �

ð6:27Þ

qmA
qrA

� �
T ;P

¼ kT
1

rA
� ðG0

AA � G0
ABÞ þ � � �

� �
ð6:28Þ

qmA
qrA

� �
T ;rB

¼ kT
1

rA
� G0

AA þ r0B½G0
AAG

0
BB � ðG0

ABÞ2�
1þ r0BG

0
BB

þ � � �
( )

: ð6:29Þ

The superscript zero in (6.27)–(6.29) stands for the limiting value of the cor-

responding quantity as rA ! 0. Note that the limit rA ! 0 is taken under

different conditions in each case, i.e., T and mB are constants in the first, T and P

are constants in the second, and T and rB in the third.

Since all the G0
ab in (6.27)–(6.29) are independent of rA, we can integrate

equations (6.27)–(6.29) in the region of rA, for which the first-order expansion

is valid, to obtain the first-order correction to DI solutions. These are:

mAðT ,mB, rAÞ ¼ m0AðT ,mBÞ þ kT ln rA � kTG0
AArA þ � � � ð6:30Þ

mAðT , P, rAÞ ¼ m0AðT , PÞ þ kT ln rA � kTðG0
AA � G0

ABÞrA þ � � � ð6:31Þ

mAðT ,rB,rAÞ¼m0AðT ,rBÞþkT lnrA�kT G0
AA�

r0BðG0
ABÞ2

1þr0BG
o
BB

" #
rAþ��� ð6:32Þ

It is instructive to compare these relations with (5.57). The most important

difference between equations (6.30)–(6.32) and (5.57) is that the uniformity

shown in the limit of rA ! 0 breaks down once we consider deviations from

DI behavior. The first-order deviations from DI solutions depend on the

thermodynamic variables we choose to describe our system. We can now

introduce the excess functions and the activity coefficients corresponding to the

first-order deviations from the DI behavior. These are defined by

mEX,DIA ðT ,mB, rAÞ ¼ kT ln gDIA ðT ,mB,rAÞ ¼ �kTG0
AArA ð6:33Þ

mEX,DIA ðT , P, rAÞ ¼ kT ln gDIA ðT ,P,rAÞ ¼ �kTðG0
AA � G0

ABÞrA ð6:34Þ
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mEX,DIA ðT ,rB,rAÞ¼kT lngDIA ðT ,rB,rAÞ¼�kT G0
AA�

r0BðG0
ABÞ2

1þr0BG
0
BB

 !
rA: ð6:35Þ

Hence, equations (6.30)–(6.32) can now be written as

mAðT ,mB,rAÞ ¼ m0AðT ,mBÞ þ kT ln½rAgDIA ðT ,mB, rAÞ� ð6:36Þ
mAðT , P,rAÞ ¼ m0AðT , PÞ þ kT ln½rAgDIA ðT ,P,rAÞ� ð6:37Þ
mAðT , rB,rAÞ ¼ m0AðT ,rBÞ þ kT ln½rAgDIA ðT ,rB, rAÞ�: ð6:38Þ

It is clearly observed that the activity coefficients in (6.33)–(6.35) differ fun-

damentally from the activity coefficient introduced in sections 6.1 and 6.2. To

stress this difference, we have used the superscript DI to denote deviations from

DI behavior. Furthermore, each of the activity coefficients defined in (6.33)–

(6.35) depends on the thermodynamic variables, say T and mB, or T and P, or T

and rB. This has also been indicated in the notation. In practical applications,

however, one usually knows which variables have been chosen, in which case

one can drop the arguments in the notation for gDIA .

The limiting behavior of the activity coefficients defined in (6.33)–(6.35) is,

for example,

lim
rA!0

gDIA ðT ,P,rAÞ ¼ 1, T , P constant: ð6:39Þ

Consider next the content of the first-order contribution to the activity coef-

ficients in (6.33)–(6.35). Note that all of these contain the quantity G0
AA. Recall

that G0
AA is a measure of the solute–solute affinity. In the limit of DI, the

quantity G0
AA is still finite, but its effect on the activity coefficient vanishes in the

limit rA ! 0. It is quite clear on qualitative grounds that the standard che-

mical potential is determined by the solvent–solvent and solvent–solute affi-

nities (this will be shown more explicitly in the next section). Thus, the effect of

solute–solute affinity becomes operative only when we increase the solute

concentration so that the solute molecules ‘‘see’’ each other, which is the reason

for the appearance of G0
AA in (6.33)–(6.35). In addition to G0

AA, relation (6.34)

also includes G0
AB and relation (6.35) also includes G0

BB.

The quantity GAA (or G0
AA) is often referred to as representing the solute–

solute interaction. In this book, we reserve the term ‘‘interaction’’ for the direct

intermolecular interaction operating between two particles. For instance, two

hard-sphere solutes of diameter s do not interact with each other at a distance

R> s, yet the solute–solute affinity conveyed by GAA may be different from

zero. Therefore, care must be exercised in identifying DI solutions as arising

from the absence of solute–solute interactions.
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Another very common misinterpretation of experimental results is the

following. Suppose we measure deviations from a DI solution in a T, P, NA, NB

system. The corresponding activity coefficient is given by (6.34); the same

quantity is often referred to as the excess chemical potential of the solute. One

then expands the activity coefficient (or the excess chemical potential) to first

order in rA and interprets the first coefficient as a measure of the extent of

‘‘solute–solute interaction.’’ Clearly, such an interpretation is valid for an

osmotic system provided we understand ‘‘interaction’’ in the sense of affinity, as

pointed out above. However, in the T, P, NA, NB system, the first-order coef-

ficient depends on the difference G0
AA � G0

AB. It is in principle possible that G0
AA

be, say, positive, whereas the first-order coefficient in (6.34) can be positive,

negative, or zero. This clearly invalidates the interpretation of the first-order

coefficient in (6.34) in terms of solute–solute correlation. Similar expansions

are common for the excess enthalpies and entropies where the first-order

coefficient in the density expansion is not known explicitly.

In practice, the most important set of thermodynamic variables is of course T,

P, rA, employed in (6.34). However, relation (6.33) is also useful and has enjoyed

considerable attention in osmotic experiments where mB is kept constant. This set
of variables provides relations which bear a remarkable analogy to the virial

expansion of various quantities of real gases. We demonstrate this point by

extracting the first-order expansion of the osmotic pressure p in the solute

density rA. This can be obtained by the use of the thermodynamic relation

qp
qrA

� �
T, mB

¼ rA
qmA
qrA

� �
T, mB

: ð6:40Þ

Using (6.27) in (6.40), we get

qp
qrA

� �
T , mB

¼ kT

rAGAA þ 1
�!rA!0

kTð1� G0
AArA þ � � �Þ: ð6:41Þ

This may be integrated to obtain
p
kT

¼ rA � 1
2
G0
AAr

2
A þ � � � ð6:42Þ

This expansion is known in the more familiar form

p
kT

¼ rA þ B�
2r

2
A þ � � � ð6:43Þ

where B�
2 is the analog of the second virial coefficient in the density expansion

of the pressure (see section 6.5)

P

kT
¼ rþ B2r2 þ � � � ð6:44Þ
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Thus, the virial coefficient B2 in (6.44) depends on the pair potential. The virial

coefficient B�
2 depends on the pair correlation function (or equivalently on the

potential of the mean force).

Next, we turn to the chemical potential of the solvent B for a system

deviating slightly from DI behavior. The simplest way of doing this is to use

relation (4.73) from the Kirkwood–Buff theory, which when written for the B

component and expanded to first order in xA, yields

qmB
qxB

� �
T, P

¼ kT
1

xB
� r0TD

0
ABxA þ � � �

� �
, xA ! 0, ð6:45Þ

where r0T and D0
AB are the limiting values of rT and DAB as xA ! 0. Integrating

(6.45) yields

mBðT ,P,xBÞ¼mpBðT ,PÞþkT lnxBþ
Z xA

0

kTr0TD
0
ABx

0
Adx

0
A, xA!0 ð6:46Þ

Here, r0TD
0
AB is independent of composition; hence, we can integrate (6.46) to

obtain

mBðT , P, xAÞ ¼ mPBðT , PÞ þ kT ln xB þ 1
2
kTr0BD

0
ABx

2
A, xA ! 0: ð6:47Þ

Clearly, in the limit rA ! 0, we can replace r0T by r0B, the density of the pure
solvent B at the given T, P. Note, however, the difference between the excess

chemical potential in (6.47), i.e., the last term on the rhs of (6.47), and relation

(6.19). These look very similar. Here the expansion is valid for small xA but

otherwise the value of r0BD
0
AB is unrestricted. In (6.19), on the other hand, we

have a first-order expansion in DAB, which is required to hold for all compo-

sitions 0	 xA	 1.

6.4 Explicit expressions for the deviations
from IG, SI, and DI behavior

This section is devoted to illustrating explicitly the three fundamentally dif-

ferent types of ideal mixtures. The first and simplest case is that of the ideal-gas

(IG) mixtures, which, as in the case of an ideal gas, are characterized by the

complete absence (or neglect) of all intermolecular forces. This case is of least

importance in the study of solution chemistry.

The second case, referred to as symmetric ideal (SI) solutions, occurs

whenever the various components are ‘‘similar’’ to each other. There are no
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restrictions on the magnitude of the intermolecular forces or on the densities.

The third case, dilute ideal (DI) solutions, consist of those solutions for which

at least one component is very diluted in the remaining solvent, which may be a

one-component or a multicomponent system. Again, there are no restrictions

on the strength of the intermolecular forces, the total density, or the degree of

similarity between the various components.

Any mixture of two components can be viewed as deviating from one of the

ideal reference cases. This can be written symbolically as

mA ¼ c1 þ kT lnðxAgIGA Þ
¼ c2 þ kT lnðxAgSIA Þ
¼ c3 þ kT lnðxAgDIA Þ ð6:48Þ

where the constants ci are independent of xA. Here, gIGA , gSIA , g
DI
A are the activity

coefficients that incorporate the correction due to non-idealityy.
There are several ways of reporting experimental data on the deviations from

ideal behavior. The most common ones are either the activity coefficients of

each component, or the total excess Gibbs energy of the system. If the vapor

above the liquid -mixture can be assumed to be an ideal gas, then it is also

convenient to plot PA=P
p
A as a function of xA where PA and P

p
A are the partial

pressure and the vapor pressure of A, respectively.

Figure 6.1 shows such curves for mixtures of carbon disulphide and acetone,

and the second for mixtures of chloroform and acetone. The first shows

positive deviations from SI behavior in the entire range of compositions; the

second shows negative deviations from SI solution.

We now consider two particular examples of a system which, on the one

hand, are not trivial, since interactions between particles are taken into

account, yet are sufficiently simple that all three activity coefficients can be

written in an explicit form.

6.4.1 First-order deviations from ideal-gas mixtures

We choose a two-component system for which the pressure (or the total

density) is sufficiently low such that the pair correlation function for each pair

of species has the form (see section 2.5)

gabðRÞ ¼ exp½�bUabðRÞ�: ð6:49Þ

y For the purpose of demonstration, we have chosen T, P, xA as the thermodynamic variables.
A parallel treatment can be carried out for any other set of thermodynamic variables.
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For simplicity, we have assumed that all the pair potentials are spherically

symmetrical, and that all the internal partition functions are unity. The general

expression for the chemical potential of, say, A in this system is obtained by a

simple extension of the one-component expression given in chapter 3.

mA ¼ kT lnðrAL3
AÞ þ rA

Z 1

0

dx
Z 1

0

UAAðRÞgAAðR, xÞ4pR2 dR

þ rB

Z 1

0

dx
Z 1

0

UABðRÞgABðR, xÞ4pR2 dR

¼ kT lnðrAL3
AÞ þ 2kTBAArA þ 2kTBABrB, ð6:50Þ

where we have used expression (6.49) with xUab(R) replacing Uab(R) so that

integrating over x becomes immediate. Also, we have used the more familiar

notation

Bab ¼ �1

2

Z 1

0

fexp½�bUabðRÞ� � 1g4pR2 dR: ð6:51Þ

We now analyze equation (6.50) with respect to the various kinds of ideality.

For the purpose of this section, it is preferable to transform (6.50) so that mA is

expressed as a function of T, P , and xA. To do this, we use the analog of the

virial expansion for mixtures, which reads

bP ¼ ðrA þ rBÞ þ ½x2ABAA þ 2xAxBBAB þ x2BBBB�ðrA þ rBÞ2 þ � � � ð6:52Þ
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Figure 6.1. (a) Reduced partial pressure (PA=P
0
A ) of carbon disulfide A¼ (CS2) as a function of the mole

fraction xA in mixtures of CS2 and B¼ acetone, at 35.2 �C. (b) Reduced partial pressure (PA=P
0
A ) of

chloroform A¼ (CHCl3) as a function of the mole fraction xA in mixtures of CHCl3 and B¼ acetone
at 35.2 �C.
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The factor in the square brackets can be viewed as an ‘‘average’’ virial coefficient

for the mixture of two components. We now invert this relation by assuming

an expansion of the total density r¼ rT in the form

r ¼ rA þ rB ¼ bP þ CP2 þ � � � ð6:53Þ
This is substituted into the rhs of (6.52). On equating coefficients of equal

powers of P, we get

r ¼ rA þ rB ¼ bP � ðx2ABAA þ 2xAxBBAB þ x2BBBBÞðbPÞ2 þ � � � ð6:54Þ
Transforming rA¼ xAr and rB¼ xBr in (6.50), and using the expansion (6.54)

for r, we get the final form of the chemical potential:

mAðT ,P,xAÞ¼kT lnðxAL3
AÞþkT lnbP

þkT ln½1�ðx2ABAAþ2xAxBBABþx2BBBBÞbP�
þð2kTBAAxAþ2kTBABxBÞ�½bP�ðx2ABAAþ2xAxBBABþx2BBBBÞðbPÞ2�
¼kT lnðxAL3

AÞþkT lnbPþPBAA�Px2BðBAAþBBB�2BABÞ: ð6:55Þ

In the last form of (6.55), we have retained only first-order terms in the

pressure (except for the logarithmic term). We now view expression (6.55) in

various ways, according to the choice of the reference ideal state. Essentially, we

shall rewrite the same equation in three different ways, each viewed as deviating

from a different reference ideal state.

(1) Ideal-gas mixture as a reference system. For P ! 0 (or if no interactions

exist, so that Bab¼ 0), (6.55) reduces to

mIGA ¼ kT lnðxAL3
AÞ þ kT ln bP

¼ m0gA ðT , PÞ þ kT ln xA ð6:56Þ

where m0gA (T, P) is defined in (6.4.9) as the IG standard chemical potential of A

(note its dependence on both T and P but not on xA).

Comparing (6.55) with (6.56), we find the correction due to deviations from

the IG mixture. The corresponding activity coefficient is

kT ln gIGA ¼ PBAA � Px2BðBAA þ BBB � 2BABÞ, ð6:57Þ
and hence

mAðT ,P, xAÞ ¼ m0gA ðT ,PÞ þ kT lnðxAgIGA Þ: ð6:58Þ
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It is clear that gIGA measures deviations from ideal-gas behavior due to

all interactions between the two species. In equation (6.58), we have rewritten

the chemical potential by grouping terms which are included in m0gA (T, P)

and in gIGA .

(2) Symmetric ideal solution as a reference system. In the next case we assume

that the two components A and B are ‘‘similar’’ in the sense of section 5.2,

which means that

BAA þ BBB � 2BAB ¼ 0: ð6:59Þ
This is the condition of an SI solution. Substituting in (6.55), we obtain

mSIA ¼ kT lnðxAL3
AÞ þ kT lnðbPÞ þ PBAA

¼ mPAðT ,PÞ þ kT ln xA: ð6:60Þ
Clearly, mpA is the chemical potential of pure A at this particular T and P, and

therefore it depends only on the A�A interactions through BAA. If, on the

other hand, the system is not SI, then we define the activity coefficient, for this

case, as

kT ln gSIA ¼ �Px2BðBAA þ BBB � 2BABÞ, ð6:61Þ
and (6.55) can be rewritten as

mAðT , P, xAÞ ¼ mpA þ kT lnðxAgSIA Þ, ð6:62Þ
where gSIA as defined in (6.62) is a measure of the deviations due to the dis-

similarity between the two components. In (6.62), we rewrote (6.55) again by

regrouping the various terms in (6.55).

(3) Dilute ideal solution as a reference system. In this case, we assume that A is

very diluted in B, i.e., xA! 0, or xB! 1. This is the case of a DI solution.

Equation (6.55) reduces to

mDIA ¼ kT lnðxAL3
AÞ þ kT lnðbPÞ þ Pð2BAB � BBBÞ

¼ m0xA þ kT ln xA, ð6:63Þ
where m0xA is defined in (6.63). We can easily transform (6.63) by substituting

xA¼ rA/r in (6.63) and using (6.54) to obtain

mDIA ¼ kT lnðrAL3
AÞ þ 2PBAB ¼ m0rA þ kT ln rA ð6:64Þ

where m0rA is defined in (6.64). Note that m0xA and m0rA do not include the term

BAA, which is a measure of the solute–solute interactions. The word ‘‘interac-

tion’’ is appropriate in the present context since in the present limiting case, we

know that gab(R) depends only on the direct interaction between the pair of

species a and b, as we have assumed in (6.49).
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The activity coefficients corresponding to the two representations (6.63) and

(6.64) are obtained by comparison with (6.55), i.e.,

kT ln gDI;xA ¼ 2xAPðBAA þ BBB � 2BABÞ ð6:65Þ

kT ln gDI;rA ¼ 2kTrAðBAA � BABÞ: ð6:66Þ
In (6.65) and (6.66), we have retained only the first-order terms in xA and in rA.
Using these activity coefficients, the chemical potential in (6.55) can be

rewritten in two alternative forms:

mAðT , P, xAÞ ¼ m0xA þ kT lnðxAgDI;xA Þ ð6:67Þ

mAðT , P, rAÞ ¼ m0rA þ kT lnðrAgDI;rA Þ: ð6:68Þ
The different notations gDI;xA and gDI;rA have been introduced to distinguish

between the two cases.

6.4.2 One-dimensional model for mixtures of hard ‘‘spheres’’

The second example where we can write the exact expression for the chemical

potential is a one-dimensional mixture of hard rods (i.e., hard spheres in one-

dimensional system). For a system of NA rods of length (diameter) sA and NB

rods of length sB, in a ‘‘volume’’ L at temperature T, the canonical partition

function is well knowny (Ben-Naim 1992).

QðT , L,NA,NBÞ ¼ ðL �NAsA � NBsBÞNAþNB

LNA

A LNB

B NA!NB!
ð6:69Þ

from which one can derive the exact expression for the chemical potential

mAðT , rA,rBÞ ¼ kT ln rALA � kT lnð1� rAsA � rBsBÞ

þ kTðrA þ rBÞsA
1� rAsA � rBsB

ð6:70Þ

and in terms of T, P, rA we havez

mAðT ,P,rAÞ ¼ kT ln rALA þ sAP � kT ln
1þ rAðsB � sAÞ

1þ bPsB

� �
: ð6:71Þ

y Note that in the one-dimensional case, the canonical partition function has the form of
Q ¼ VN

f =N !L where VN
f is the free volume. In this case, the quantity Vf is indeed the volume

unoccupied by particles. In the ‘‘free volume’’ theories of liquids, this form of the partition function
was assumed to hold for a three-dimensional liquid.

z This is obtained from eliminating rB from the equation of state (6.72) and substituting in (6.70).
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Also, the equation of state, and the virial expansion can easily be written for this

model:

bP ¼ rA þ rB
1� rAsA � rBsB

¼ rT
1� rT ðxAsA þ xBsBÞ

¼ rT þ B2r2T þ B3r3T þ � � � ð6:72Þ
where xA¼ rA/rT and rT¼ rAþ rB is the total density. The virial coefficients

are given by

BK ¼ ðxAsA þ xBsBÞK�1: ð6:73Þ
Note that in this model we always have sAB¼ (sAþ sB)/2. Transforming into

variables T, P, xA, we obtain the expression for the chemical potential

mAðT , P, xAÞ ¼ kT ln xALA þ kT ln bP þ sAP: ð6:74Þ
We now use the last expression to derive the three deviations, or the excess

chemical potential, with respect to the three ideal behaviors. As in the previous

case, we shall rewrite expression (6.74) in three different forms, as follows:

(1) Deviation from SI behavior. For xA¼ 1, we obtain the chemical potential

of pure A at the same T, P, i.e.,

mPAðT , PÞ ¼ kT ln bPLA þ sAP: ð6:75Þ
Substituting in (6.49), we obtain

mAðT , P, xAÞ ¼ mPAðT ,PÞ þ kT ln xA: ð6:76Þ
This means that a mixture of A and B differing in size will always behave as an

SI solution. Hence, the corresponding excess function is zero:

mEX;SIA ¼ 0 ð6:77Þ
This result holds for any multicomponent one-dimensional system. The reason

that we observe SI behavior in the one-dimensional system of hard rods, but

not for systems of hard disks or hard spheres, is as follows.

The condition for SI behavior is that the coupling work of each molecule is

independent of the composition (in the P, T, N system). In the one-dimensional

system, each particle ‘‘sees’’ only two ‘‘hard points’’ (the surfaces) in its neigh-

borhood, one in front and one in its back. Hence, the average interaction free

energy is independent of the sizes of its neighbors. This property is particular to

the one-dimensional system.
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The SI behavior is also consistent with the condition DAB¼GAA

þGBB� 2GAB¼ 0. In this model, it is easy to compute each of the KB

integrals.y The results are

Gij ¼ �si � sj þ ris
2
i þ rjs

2
j ð6:78Þ

where si is the length (diameter) of the rod of species i.

Hence, the condition DAB¼ 0 is fulfilled for all compositions.

(2) Deviations from DI behavior. Taking the limiting behavior, rA ! 0, in

equations (6.70) and (6.71), we obtain

mDIA ¼ kT ln rALA � kT lnð1� rBsBÞ þ
kTrBsA
1� rBsB

¼ kT ln rALA þ kT lnð1þ bPsBÞ þ sAP: ð6:79Þ
The excess chemical potential with respect to the DI solution is obtained from

(6.71) and (6.79).

mEX;DIA ¼ mA � mDIA
¼ �kT ln½1þ rAðsB � sAÞ�
¼ kTrAðsA � sBÞ þ 1

2
kTðsA � sBÞ2r2A þ � � � ð6:80Þ

(3)Deviations from ideal gas (IG) behavior. Taking the limit P ! 0, or rT !
0, we have the ideal-gas chemical potential

mIG ¼ kT ln rALA: ð6:81Þ
Hence, from (6.71) and (6.81) we obtain

mEX;IGA ¼ mA � mIGA

¼ kT ln
1þ bPsB

1þ rAðsB � sAÞ
� �

þ sAP

¼ �kT lnð1� rAsA � sBsBÞ þ kTðrA þ rBÞsA
1� rAsA � rBsB

: ð6:82Þ
We have thus expressed the three forms of the excess chemical potentials

corresponding to the three cases of ideal behaviors.

6.5 The McMillan–Mayer theory of solutions

The McMillan–Mayer (MM) theory is essentially a formal generalization of the

theory of real gases. In the theory of real gases we have an expansion of the

y Since we have an explicit expression for the chemical potential, we can also write explicit
expressions for the derivatives with respect to the various densities. Using the KB theory one can solve
for all Gij. The procedure is lengthy but quite straightforward. Note also that for a one-component
system, one can get G directly from the compressibility expression, i.e., G¼ �2sþ rs2.
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pressure in power series in the density (see chapter 1)

bP ¼ rþ B2ðTÞr2 þ B3ðTÞr3 þ � � � ð6:83Þ
where Bj is the jth virial coefficient. Note that Bj(T ) is a function of tem-

perature. The MM theory provides an expansion of the osmotic pressure in

power series in the solute density. For a two-component system of A

diluted in B, the analogue of the virial expansion is

bp ¼ rA þ B�
2ðT , lBÞr2A þ B�

3ðT , lBÞr3A þ � � � ð6:84Þ
In this case the coefficients B�

j are called the virial coefficients of the osmotic

pressure. Note that these virial coefficients depend on both the temperature

and the solvent activity lB , or the solvent chemical potential lB¼ exp(bmB).
In the case of real gases, the terms in the expansion (6.83) correspond to

successive corrections to the ideal-gas behavior, due to interactions among

pairs, triplets, quadruplets, etc., of particles. One of the most remarkable fea-

tures of the theory is that the coefficients Bj depend on the properties of a

system containing exactly j particles. For instance, B2(T ) can be computed from

a system of two particles in a volume V at temperature T.

Similarly, the coefficients B�
j are expressed in terms of the properties of

exactly j solute particles in a pure solvent B at a given solvent activity lB and

temperature T. When lB ! 0, we recover the expansion (6.83) from (6.84). In

this case we may say that the vacuum ‘‘fills’’ the space between the particles.

Thus, in (6.83) we have a special (and the simplest) ‘‘solvent’’. In this sense the

expansion (6.84) is a generalization of (6.83).

In the MM theory, there is the distinction between the solute and the

solvent. The most useful case is the expansion up to r2A, i.e., the first-order

deviation from the dilute ideal behavior. Higher-order corrections to the

ideal-gas equations are sometimes useful if we know the interaction energy

among j particles. This is not so in the case of the higher-order corrections to

the dilute ideal behavior. We shall soon see that B�
2 is an integral over the pair

correlation function for two solutes in a pure solvent. Similarly, B�
3 requires

knowledge of the triplet correlation function for three solutes in pure solvent.

Since we know almost nothing of the triplet (and higher) correlation func-

tions, the expansion (6.84) is useful in actual applications, up to the second-

order term in the solute density. For this limiting behavior the result we

obtain from the MM theory is identical with the result obtained in section 6.3,

from the KB theory. It is in this sense that the KB is a more general theory

than the MM theory.

We shall now derive the main result of the MM theory. More detailed

derivations may be found elsewhere (Hill 1956: Ben-Naim 1992).
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Consider a two-component system of a solute A and a solvent B at a given

temperature and activities lA and lB, respectively. The grand partition function

of such a system is defined by

XðT ,V ,lB,lAÞ¼
X
NA
0

X
NB
0

QðT ,V ,NB,NAÞlNA

A lNB

B

¼
X
NA
0

X
NB
0

zNA

A zNB

B

NA!NB!

Z
exp½�bUðNB,NAÞ�dXNB dXNA

¼
X
NA
0

zNA

A

NA!

Z
dXNA

X
NB
0

zNB

B

NB!

Z
exp½�bUðNB,NAÞ�dXNB

( )
ð6:85Þ

where we have denoted

za ¼ laqa
L3

að8p2Þ
: ð6:86Þ

Also, we have used the shorthand notation U(NB,NA) for the total interaction

energy among the NAþNB particles in the system.

In the limit of the dilute ideal solution, we already know the relation between

lA and rA. This is

mA ¼ W ðAjBÞ þ kT ln rAL
3
Aq

�1
A , ð6:87Þ

where W(A jB) is the coupling work of A against pure B, or equivalently

lA ¼ expðbmAÞ ¼ rAL
3
Aq

�1
A exp½bW ðAjBÞ�: ð6:88Þ

The limiting behavior of zA is obtained from (6.86) and (6.87), i.e.,

g0A ¼ lim
rA!0

zA8p2

rA
¼ exp½bW ðAjBÞ�: ð6:89Þ

Thus, g0A, defined in (6.89), is related to the coupling work of A against pure B.

The general definition of the molecular distribution function of nA solute

particles in an open system (chapter 2) is

rðnAÞðXnAÞ¼X�1
X

NA
nA

X
NB
0

zNA

A zNB

B

ðNA�nAÞ!NB!

Z
exp½�bUðNB,NAÞ� _ddXNA�nA dXNB

¼ znAA X�1
X
N 0

A

0

X
NB
0

z
N 0

A

A zNB

B

N 0
A!NB!

Z
exp½�bUðNB,N

0
AþnAÞ�dXN 0

A dXNB

ð6:90Þ
where X¼X(T, V, lB, lA). In the second form on the rhs of (6.90), we

have changed variables from NA
 nA to N 0
A ¼ NA � nA 
 0. rnA(XnA) is the
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probability density of finding nA particles at a configuration XnA¼X1, . . . ,XnA

in an open system characterized by the variables T, V, lB, lA. The correlation
function for nA is defined by

g ðnAÞðXnAÞ ¼ rðnAÞðXnAÞ
½rð1Þ

A ðXÞ�nA

¼ zA8p2

rA

� �nA

X�1
X
NA
0

X
NB
0

zNA

A zNB

B

NA!NB!

�
Z

exp½�bUðNB,NA þ nAÞ� dXNA dXNB ð6:91Þ

where rA is the average density of A (in the open system), and we have replaced

N 0
A by NA; otherwise, the sum in (6.90) is the same as the sum in (6.91).

We now take the limit rA! 0 or (zA! 0; the two are proportional to each

other at low density). In this limit, zA8p2=rA ! g0A, and all the terms in the sum

(6.91) are zero except those for which NA¼ 0. Therefore, denoting

g ðnAÞðXnA ;zA ¼ 0Þ ¼ lim
rA!0

g ðnAÞðXnA , zAÞ, ð6:92Þ

we obtain from (6.91) the expression

g ðnAÞðXnA ;zA ¼ 0Þ ¼ ðg0AÞnAXðT ,V , lBÞ�1

�
X
NB
0

zNB

B

NB!

Z
exp �bUðNB, nAÞ½ � dXNB

( )
: ð6:93Þ

Clearly, for pure solvent B (rA¼ 0, or zA¼ 0) there are no solute particles and

therefore one cannot define the correlation function among the solute particles.

The quantity defined in (6.92) is the correlation function among nA solute

particles when the density of all the remaining solute particles becomes zero. In

other words, g ðnAÞðXnA ;zA ¼ 0Þ is the correlation function for exactly nA solute

particles at configuration XnA in a pure solvent B.

Next we note that the expression in curly brackets in (6.93) is the same as in

(6.85) except for the replacement of NA by nA. Hence, we rewrite (6.85) using

(6.93) as

XðT ,V , lB, lAÞ ¼
X
NA
0

ðzA=g0AÞNA

NA!
X T ,V , lBð Þ

Z
g ðNAÞ XNA ;zA ¼ 0

� �
dXNA :

ð6:94Þ
We now define the potential of mean force for NA, A molecules in a pure

solvent B, by

W ðXNA ;zA ¼ 0Þ ¼ �kT ln g ðNAÞðXNA ;zA ¼ 0Þ: ð6:95Þ

174 DEVIATIONS FROM IDEAL SOLUTIONS



We also recall the fundamental relation between the pressure of a system and

the grand partition function

PðT ,V , lB, lAÞV ¼ �kT lnXðT ,V , lB, lAÞ ð6:96Þ
and for pure B

PðT ,V , lBÞV ¼ �kT lnXðT ,V , lBÞ: ð6:97Þ
In (6.96), P(T, V, lB, lA) is the pressure of a system characterized by the

variables T, V, lB, lA whereas P(T, V, lB) in (6.97) is the corresponding

pressure of the pure solvent B at T, V, lB. The difference between these two

pressures is, by definition, the osmotic pressure, thus

pV ¼ P T ,V , lB, lAð Þ � P T ,V , lBð Þ½ �V
¼ �kT ln

X T ,V , lB, lAð Þ
X T ,V , lBð Þ

� �
: ð6:98Þ

Denoting

zA ¼ zA

g0A
, ð6:99Þ

we can rewrite (6.94) as

expðbpV Þ ¼
X
NA
0

zNA

A

NA!

Z
exp½�bW ðXNA ; zA ¼ 0Þ� dXNA : ð6:100Þ

This result should be compared with the corresponding expression for the one-

component system

expðbPV Þ ¼
X
N
0

zN

N !

Z
exp½�bUðXN Þ� dXN : ð6:101Þ

In (6.101), we have expressed the pressure of a one-component open system as

integrals over the potentials of N particles U(XN). Similarly, in (6.100) the

osmotic pressure is related to integrals over the potentials of mean force of NA

solute particles, W(XNA; zA¼ 0) in a pure solvent B.

The virial expansion of the osmotic pressure, although formally exact, is not

very useful beyond the first-order correction to the DI limiting case. Higher-

order correction terms involve higher-order potentials of mean force about

which very little is known.

The derivation of the virial expansion of the osmotic pressure is quite

lengthy. We present only the final result for the second virial coefficient in the

expansion of the osmotic pressure

bp ¼ rA þ B�
2r

2
A þ � � � ð6:102Þ

which is essentially the same as the first-order expansion of the pressure, except

for the replacement of the virial coefficients Bi by B�
i .
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The explicit form of the second virial coefficient in the expansion (6.102) is

B�
2 ¼ �1

2

Z 1

0

exp½�bW ð2Þ
AA ðRÞ� � 1

n o
4pR2 dR, ð6:103Þ

where W
ð2Þ
AA ðRÞ is the potential of the mean force between two solutes A at a

distance R, in pure solvent B at a given T and mB. As expected, the coefficient B�
2

is related toW
ð2Þ
AA Rð Þ in the same manner as B2 is related to U(R) for real gases.

When we let lB! 0 in (6.103), W
ð2Þ
AA ðRÞ ! UAAðRÞ and B�

2 ! B2:

Using the notation of the KB theory, we arrive at the relation between B�
2 and

the KBI

B�
2 ¼ �1

2
G0
AA, ð6:104Þ

where G0
AA is the limit of GAA when rA! 0.

We conclude this section by noting that until the 1980s the MM theory

has enjoyed far more attention than the KB theory. This is quite strange in

view of the fact that the KB theory is easier to derive and easier to use. Its scope

of application is far more wide and general, and its interpretive power is

greater.

6.6 Stability condition and miscibility based
on first-order deviations from SI solutions

In this section we discuss the stability conditions of a mixture with respect to

material flow. There are several ways of expressing the condition of stability.

The simplest is in terms of the derivatives of the chemical potential.

Consider a mixture of two components A and B at some given T and P. Let

xA¼NA/(NAþNB) be the mole fraction of A. The condition of stability is

qmA
qxA

� �
P;T

> 0: ð6:105Þ

Basically, this condition means that if a fluctuation occurs at some region in the

system such that xA increases relative to the bulk composition, then the cor-

responding chemical potential in that region must increase. As a result of this,

A will flow out of the region, and the equilibrium composition in this region

will be restored.
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Another way of expressing the stability condition is in terms of the Gibbs

energy of the system. If G is the Gibbs energy of the mixture, then

G ¼ NAmA þ NAmB: ð6:106Þ
Taking the second derivative with respect to xA and using the Gibbs–Duhem

relation, we obtain

q2g
qx2A

� �
P;T

¼ 1

xB

qmA
qxA

� �
P;T

¼ 1

ð1� xBÞ
qmB
qxB

� �
P;T

> 0 ð6:107Þ

where g¼G/(NAþNB). Thus the condition of stability is equivalent to a

positive curvature of g (or G) when plotted as a function of xA.

Geometrically, a positive curvature means that the curve is upward concave.

For concave functions the following theorem holds. If a function f(x) is upward

concave, i.e., if q2f =qx2 is positive in some region say between x0 	 x	 x00, then
any point on the straight line connecting f(x0) and f(x00) (point a in figure 6.2)

must lie above the point f(x) on the curve (point b in figure 6.2). The physical

significance of this theorem is the following.

If g(x) has a positive curvature in some region x0 	 x	 x00, then a single-

phase mixture of composition x is always more stable than any pair of phases

with compositions x0 and x00 at equilibrium.y When g(x) has a negative cur-

vature, the single phase with composition x is less stable than a pair of mixtures

of compositions x0 and x00. In figure (6.3), we show g(x) that is a downward

concave in the region (x0, x00). Any point on the curve g(x) has a higher Gibbs

energy than a pair of mixtures with compositions x0 and x00, and overall

composition x. Therefore, the single phase will split into two phases. The total

quantities of the two phases can be calculated as follows.

Figure 6.2. An upper concave
function f (x). All the points on a
straight line connecting any two
points on the curve must lie above
the curve.
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y In this section, g(x) is the Gibbs energy per mole of the mixture, and x is used for xA.
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The conservation of the total number of A’s and B’s in the system is

NA ¼ N 0
A þ N 00

A , NB ¼ N 0
B þ N 00

B : ð6:108Þ
The corresponding mole fractions are

x0 ¼ N 0
A=ðN 0

A þN 0
BÞ, x00 ¼ N 00

A=ðN 00
A þ N 00

B Þ: ð6:109Þ
Hence, the overall composition x may be expressed in terms of x0 and x00 as
follows

x ¼ NA

NA þ NB

¼ N 0
A

N 0
A þ N 0

B

N 0
A þ N 0

B

NA þ NB

þ N 00
B

N 00
A þ N 00

B

N 00
A þ N 00

B

NA þ NB

¼ ax0 þ ð1 � aÞx00 ð6:110Þ
where 0	 a	 1 is

a ¼ N 0
A þN 0

B

NA þNB

: ð6:111Þ
Thus, in this case we have

gðxÞ> agðx0Þ þ ð1� aÞgðx00Þ: ð6:112Þ
Hence, the single phase at x will split into two phases with compositions x0 and
x00, with proportional quantities a and (1� a).

When the system is SI then

g ¼ xAðmpA þ kT ln xAÞ þ xBðmpB þ kT ln xBÞ ð6:113Þ
and

q2g
qx2A

� �
P;T

¼ kT

xAxB
>0 for all xA, 0 	 xA 	 1: ð6:114Þ

This guarantees that there are no two mixtures of composition x0 and x00 that
are more stable than the mixture with composition xA. In other words, the two

components A and B are miscible in the entire region 0	 xA	 1.

Figure 6.3. The function g (x) with
a region (x0, x0 0) where the curve is
downward concave (negative curva-
ture) hence the system is unstable in
this region.
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If the system is not SI, then there could be regions for which the curvature of

g(x) is negative. First note that negative curvature cannot be realized in the

entire range of composition 0	 xA	 1. If this happens then for each mixture

with composition x, there are two pure phases of A and B with overall com-

position x such that the two pure phases are more stable than the one-phase

solution. Clearly this cannot happen for all xA. We know that at very dilute

solution, the system obeys Henry’s law which is equivalent to

q2g
qx2A

� �
P;T

¼ kT

xAxB
>0 ðat xA � 0Þ: ð6:115Þ

Thus, whenever either xA! 0 or xB! 0, we must have positive curvature of

g(x). Physically this means that the two strictly pure phases cannot exist at

equilibrium when at contact. Since the chemical potential of say A in pure B

will be �1, this will produce infinite driving force for A to flow into pure B,

and the same applies for B to flow into pure A. Of course, this theoretical

condition might not be realized in practice. In extreme cases, the solubility

could be less than, say 10� 30mol/cm3 which means that on average one cannot

find even one Amolecule in one mole of pure B. In general, the curve of g(x) is

similar to the one drawn in figure 6.3, i.e., the one-phase mixture is stable near

x¼ 0 and x¼ 1 but in the ‘‘inner’’ region 0< x0 	 x	 x00 < 1, there are two

phases with compositions x0 and x00, the combined Gibbs energy of which is

lower than the Gibbs energy of the one-phase mixture at x. In this region, no

single phase exists with composition x, x0 	 x	 x00.
We now turn to examine the molecular origin of this kind of instability. We

first use the first-order deviation from SI solution (see section 6.2)

mAðT ,P, xAÞ ¼ mpA þ kT ln xA þ 1
2
kTrTDABx

2
B: ð6:116Þ

This is equivalent to

g ¼ xAm
p
A þ xBm

p
B þ kTxA ln xA þ kTxB ln xB þ 1

2
kTrTxAxBDAB: ð6:117Þ

If rTDAB is independent of xA, then

q2g
qx2A

� �
P;T

¼ kT

xAxB
� kTrTDAB: ð6:118Þ

The following discussion is the ‘‘traditional’’ way of examining the condition of

stability. It was originally discussed in the context of the lattice model of

mixtures (see below).

First, when DAB< 0, the curvature is always positive hence the one-phase

system is always stable. A negative DAB means that GAAþGBB< 2GAB, i.e., the

affinity between A–B pairs is larger than the average of affinities between A–A
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and B–B pairs. This makes sense since if A ‘‘prefers’’ to be surrounded by B

more than by A, and B ‘‘prefers’’ to be surrounded by A rather than by B, the

mixture will always be more stable than two separate mixtures. It should be

stressed however, that this is true only within the first-order deviations, as

expressed in 6.116–6.118. See also section 6.7.

Second, when DAB> 0, but small, i.e.y,

0< rDAB <
1

xAxB
	 4 ð6:119Þ

we shall still have a stable one-phase system. However, whenDAB> 0 becomes

very large, such that rDAB> 4 then the curvature changes sign and becomes

negative. Hence, the one-phase system is not stable. A large positive value of DAB

means that GAAþGBB> 2GAB, meaning that the average affinities between A–A

and B–B is larger than the affinity GAB. Again, it makes sense to expect instability

in this case but one must be careful in reaching any conclusion regarding the

stability for j rD j 
 4 since in this case the first-order expansion we have used

(equation 6.116) might not be valid. See also section 6.7, and Appendix M.

In figure 6.4, we present a few examples of negative deviations from Raoult’s

law, i.e., P�
A ¼ PA=P

0
A<xA, for different values of rDAB ¼ �5, �4,

�3, �2, �1, 0. It is seen that the system is stable in the entire range of com-

positions. Note that since r is always positive, the sign of the deviation is

determined by DAB.

Figure 6.5 shows some examples of small positive deviations from Raoult’s

law, rDAB¼ 0, 1, 2, 3, 4. Again in this case, the system is stable in the entire

range of compositions. Note that when rDAB¼ 4, the curve for P�
A ¼ PA=P

0
A has

an inflection point at xA¼ 1
2
. Figure 6.6 shows the behavior for large values of

rDAB¼ 4, 6, 8. Here for each value of rDAB> 4, we have a region of instability

where qmA/qxA becomes negative, or equivalently the excess of Gibbs energy

becomes concave downward. In all of these cases, the instability region is

around the center xA¼ 1
2
, and there are always two regions of stability near the

edges xA� 0 and xA� 1. The latter becomes narrower as we increase rDAB. A

summary of the regions of stability and instability is shown in figure 6.7.

We now turn to some simple examples where DAB can be calculated. We still

stay within the first-order deviation from ideal symmetrical solution.

(1) Mixture of gases at very low Pressure. In the limit of P! 0 or rT! 0, we

have

Gij ¼
Z 1

0

exp½�bUij� � 1
� �

4pR2 dR: ð6:120Þ

y In the following we use r instead of rT.
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Figure 6.4. Negative deviations
from Raoult’s law. Plots of PA=P

0
A (or

the activity) as a function of xA for
different values of rDAB¼ � 5,
� 4, � 3, � 2, � 1, 0. The larger
j rDAB j the farther the curve from
the diagonal line. –0.2 0 0.2 0.4 0.6 0.8 1
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Figure 6.5. Small positive devia-
tions. Same as in figure 6.4 but with
rDAB¼ 0, 1, 2, 3, 4.
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Figure 6.6 Large positive devia-
tions. Same as in figure 6.4 but with
rDAB¼ 4, 6, 8.
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Note that this is not a theoretical ideal gas. We take the limit P! 0 for a real gas

mixture. Uij(R) is the pair potential for the ij pair. We assume that the pair

potential has a square-well form, i.e.,

UijðRÞ ¼
1 for R<sij
�eij for sij 	 R 	 sij þ dij
0 for R>sij þ dij

8<
:

9=
; ð6:121Þ

where dij is the range of the potential. If all beij are small, we can write (6.120) as

Gij ¼
Z sij

0

ð�1Þ4pR2 dR þ
Z sijþdij

sij
beij4pR2 dR

¼ � 4ps3ij
3

þ beijVij: ð6:122Þ

The first term on the rhs of (6.122) is due to the ‘‘hard’’ part of the interaction;

it equals the volume of a sphere of radius sij. The second is due to the ‘‘soft’’

part of the interaction; here, Vij is the region where the soft part is operative.

One can easily see that for hard-sphere mixturesy (i.e., all eij¼ 0) DAB< 0, hence

the curvature of g is always positive.

Next suppose that A and B have the same size and the same interaction range,

i.e., Vij¼Vint, but differ in the soft interaction parameter eij, in which case

DAB ¼ bVint½eAA þ eBB � 2eAB�: ð6:123Þ
Here we obtain DAB> 0 whenever eAAþ eBB> 2eAB and DAB< 0 whenever

eAAþ eBB< 2eAB. It is tempting to conclude that in these two cases we shall

obtain stable and unstable mixtures, respectively. However, we must remember

that in the limit of P! 0, rT¼ bP and rTDAB¼ b2PVint[eAAþ eBB� 2eAB] must

be small. Therefore, one cannot predict the behavior at large values of j rTDAB j .
Thus, from the above discussion one can predict the occurrence of positive

or negative deviations from SI solutions. But since in this limit P! 0, and

rT! 0 we also expect j rTDAB j to be small, therefore we must have miscibility

in the entire region of compositions.

r∆AB < 0 r∆AB > 40 < r∆AB < 4

40

Positive deviations
Regions of instability

Positive deviations
Stable phase

Negative deviations
Stable phase

Figure 6.7. Region of stability and instability as determined by rDAB, based on first-order deviation from
SI solutions.

y Note that this is true for hard spheres which obeys sAB¼ (sAAþ sAB)/2. In a one-dimensional
system, DAB¼ 0, see section 6.4.
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(2) Lattice model of solutions. In a lattice model of mixtures (Guggenheim

1952) the size of particles are assumed to be nearly the same. Hence A and B can

occupy the same lattice sites. It is well known that in this case the deviations

from SI solutions are expressed in the form (see Appendix M)

mA ¼ mpA þ kT ln xA � zWx2B
2

ð6:124Þ

where W¼ EAAþ EBB� 2EAB is the so-called exchange energy. Eij< 0 are the

interaction energies between i and j on adjacent sites, and z is the coordination

number or the number of nearest neighbors to any site. The condition for

instability is when W is large and negative, i.e.,

W ¼ EAA þ EBB � 2EAB < 0 ð6:125Þ
(note that Eij< 0, whereas eij in (6.123) are positive).

Most of the analysis of the conditions for stability were carried out using

equation (6.124) (see Guggenheim 1952; Denbigh 1966; Prausnitz et al. 1986).

Unfortunately, it was not explicitly recognized that the expression (6.124) is the

first-order deviation from SI. However, going through the arguments reveals

that at some point one uses the approximation

e�X
� � � e�hXi: ð6:126Þ

This ‘‘elevation’’ of the average sign to the exponent is valid only when X is

small compared to unity. For more details, see Appendix M. Failing to

recognize the ‘‘first-orderness’’ of the expression (6.124) has misled almost two

generations of scientists to conclude that large positive deviations in the sense of

rTDAB> 0 lead to instability, but, large negative deviations do not produce any

instability. It should be stressed however, that either (6.116) or (6.124) are valid

only for small values of jrDAB j or j zW j , respectively. Therefore, no con-

clusions should be reached for large deviations from SI behavior. This point

will be further examined in the next section.

6.7 Analysis of the stability condition based
on the Kirkwood–Buff theory

In section 6.6, we have examined the conditions for stability using the first-

order deviations from SI solutions. The regions of stability and instability were

summarized in figure 6.7.
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We noted in section 6.6 that care must be exercised when examining the

conditions for stability, based on first-order deviations. The reason is simple –

the first-order expansion is valid only for small values of rTDAB. Clearly, one

cannot use the first-order expansion to examine the behavior of these solutions

at large values of j rTDAB j . To the best of the author’s knowledge the molecular

conditions for stability were never studied beyond the first-order correction to

SI solutionsy. This is true also within the lattice theories of solutions where the

conditions for stability were examined in terms of the exchange energy W, in

equation (6.124).

In this section, we examine the conditions for stability using the exact result

of the KB theory

q2g
qx2A

� �
¼ 1

xB

qmA
qxA

� �
P;T

¼ kT

xB

1

xA
� xBrDAB

1þ xAxBrDAB

� �

¼ kT

xBxAð1þ xAxBrDABÞ : ð6:127Þ

As in section 6.6, we shall examine the conditions under which the derivative in

equation (6.127) is positive, i.e., when the free energy is concave upwards. The

examination of the excess chemical potential, or the activity coefficient, is less

convenient in this case since it requires integration of equation (6.127). In most

of what follows we assume that DAB is independent of the composition. We

shall examine the conditions under which the rhs of (6.127) changes sign.

First, it is clear that for any positive values of rDAB, the system is stable

everywhere, i.e., the Gibbs energy of the system is concave upwards, in the

entire range of compositions. This is in sharp contrast to the conclusion based

on the first-order expansion, where we found that instability ensues when rDAB

became large and positive beyond rDAB
 4. See figure 6.7.

Second, for rDAB< 0 we have two regions.

(1) For �4< rDB< 0 (in the entire range of compositions) the rhs of (6.127)

is positive, and the system is stable.

(2) At rDB¼ �4 the derivative diverges at xA¼ xB¼ 1
2
and for rDB< �4, we

have regions of stability at the edges, i.e., near xA � 0 and xA� 1 but

instabilities in the center of the composition range.

This is summarized in figure 6.8 which should be compared with figure 6.7

of the previous section. Note that in the region where j rDAB j < 4, the two

y Much work has been done on the regions of stability and instability using empirical expression for
the excess free energy; see, for example, Prausnitz et al. (1968) and Novák et al. (1987).
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figures agree. They do not agree for larger values of jrDAB j 
 4. For larger

values of jrDAB j the use of the first-order expansion should not be trusted.

The reason for this discrepancy is quite simple. If we expand the rhs of

equation (6.127) in a power series about the point rDAB¼ 0, we have

q2g
qx2A

� �
P;T

¼ kT

xAxB
1�xAxBrDABþ xAxBrDABð Þ2�ðxAxBrDABÞ3þ���� �

: ð6:128Þ

Clearly, we can trust the first-order expansion only for small values of jrDAB j .
As we have seen in section 6.6, positive values of rDAB lead to positive devia-

tions from Raoult’s law, and negative values of rDAB lead to negative deviations

from Raoult’s law. However, once we get beyond the first-order deviations

from SI solutions, one must use higher-order terms in the expansion, or better,

the exact analytical expression (6.127) which is valid for all values of rDAB

except for values of rDAB where the denominator is zero.

We next turn to some numerical illustrations of the behavior of the deri-

vative (6.127) for different values of rDAB.

In figure 6.9, we plot the second derivative of g with respect to xA, for a few

values of rDAB. First, for values of rDAB¼ 0, 1, 2, 3, 4 we have a stable phase

in agreement with the case of the first-order deviations. For rDAB¼ 4, 6, 8 we

find a stable phase, in disagreement with the case of the first-order deviations.

For rDAB¼ �0.35, �0.36, �0.37, �0.38, �0.39 we still have a stable phase,

but as rDAB approaches rDAB¼ �4, the second derivative of g diverges at

xA¼ xB¼ 1
2
.

Figure 6.10 shows what happens when rDAB decreases beyond �4. Recall that

within the first-order deviations, we found that the system is stable. Here,

however, once we pass below rDAB< �4 we have instability in the ‘‘inner’’

region of compositions (around xA¼ 1
2
), but stability in the ‘‘outer’’ region, i.e.,

near the edges of xA� 0 and xA� 1. Clearly as rDAB becomes more negative, the

region of instability widens and the regions of stability are pushed towards the

edges. This again is in contrast to the conclusions reached in section 6.6. For each

value of rDAB< �4 there are two points at which the rhs of equation (6.127)

diverges. The two points are the solution of the equation 1þ x(1� x)rDAB¼ 0.

r∆AB < –4 r∆AB > 0–4 < r∆AB < 0

0–4

Positive deviations
Stable phase

Negative deviations
Stable phase

Negative deviations
Regions of instability

Figure 6.8. Region of stability and instability based on the exact KB expression (6.127).
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In figure 6.11, we plot the pair of compositions (x0, x00) between which the

system is unstable. In this particular example all the pairs (x0, x00) are sym-

metrical about xA¼ 1
2
. This is a result of the choice of a constant value (i.e.,

independent of composition) of rDAB. Clearly for rDAB> 4, there are no real

solutions to the equation 1þ x(1� x)rDAB¼ 0. For rDAB<�4 there are two

solutions x0, x00. These are plotted for different values of rDAB.

Finally, we note first that in all our calculations, we have assumed that

rDAB is constant in the entire range of composition. In real systems we

should expect that rDAB will change with composition. This will affect the

details of the regions of stability and instability but grossly the qualitative

behavior should not be much different. In figure 6.12, we present two

examples of the behavior of the second derivative of g for two cases when

rDAB depends linearly on xA. Second, we recall that the KB theory and the
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Figure 6.9. The second derivative of g (the Gibbs energy of the system per mole of the mixture) as a
function of xA for various values of rDAB: (a) small positive values of rDAB¼ 0, 1, 2, 3, 4. The upper curve
is for rDAB¼ 0, the lower for rDAB¼ 4; (b) large positive values of rDAB¼ 4, 6, 8 (the upper curve for
rDAB¼ 4, the lower for rDAB¼ 8); (c) small negative values of rDAB¼ �0.35, �0.36, �0.37, �0.38
and �0.39; (d) divergence of the derivative at xA¼ 1/2 for the case rDAB¼ � 4.

186 DEVIATIONS FROM IDEAL SOLUTIONS



result we have used in equation (6.127) is valid for stable mixture. This was

explicitly assumed in chapter 4 when we inverted the matrix B. The existence

of the inverse matrix is equivalent to the assumption of stability. Therefore,

one cannot use the KB theory to study systems that are unstable with respect

to composition. In Appendix P we further examine the relation between

deviations from SI as measured by rDAB, and experimental deviations from

Raoult’s law as measured by PA=P
0
A or by the activity coefficient gSIA .

6.8 The temperature dependence of the region
of instability: Upper and lower critical
solution temperatures

In sections 6.6 and 6.7 we have analyzed the region of stability for a constant

value of rDAB. We have seen that when the ‘‘magic’’ value of �4 is crossed, we
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Figure 6.10. The second derivative of g as a function of xA for large negative values of rDAB¼ �4.1,
�4.5, �6, �10. In each case there are two points xA (symmetrical about xA¼ 1/2) at which the curve
diverges.
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pass from stable to unstable mixtures.y In this section we examine the

conditions under which we get upper and lower critical solution temperatures

(UCST and LCST, respectively). These are obtained when, as a result of change

in the temperature (or the pressure) we cross the ‘‘magic’’ border of

rDAB¼ �4. We shall still assume that rDAB is independent of composition, but

assume that it is a function of temperature. To obtain a UCST or LCST we must

cross the borderline of rDAB¼ �4. We now examine a few possible cases of the

temperature dependence of rDAB¼ f(T ). In all cases, in order to obtain either a

UCST or a LCST, the function f(T ) must cross the borderline of f(T )¼ � 4 at

least once.

Figure 6.11. The pair of compo-
sitions x0 and x00 at which the second
derivative of the Gibbs energy
diverges, as a function of rDAB.
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Figure 6.12. As in figure 6.10 but now we assume that rDAB is a function of composition. This particular
illustration is for rDAB¼ � 10þ ax, with different values of a as indicated.

y The unique value of rDAB¼ �4 is simply a result of the fact that the product xA(1� xA) has a
maximum value of 1/4 at xA¼ 1

2
. Hence, whenever rDAB¼ �4, the denominator of equation (6.127)

becomes zero. The divergence of the derivative at exactly xA¼ 1
2
is a result of the assumption of rDAB

being independent of composition.
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(1) A linearly increasing function of T. Figure 6.13a shows a linearly increasing

function f(T ) that crosses the line at � 4. Clearly, as long as f(T) is below � 4,

we have a region of instability with a width (x1(T ), x2 (T )). As the temperature

increases, the width of the instability region decreases and at the temperature

where f(T)¼ � 4, the region of instability shrinks to zero. Beyond f(T)¼ � 4

we have a single stable phase. This is the case of a UCST. In figure 6.13 we show

both the function f(T) and the corresponding T(x) diagram.

An example of a system with a UCST is a mixture of n-hexane and nitro-

benzene. At one atmospheric pressure, this system has a critical temperature at

about 19 �C.

(2) A linearly decreasing function of T. Figure 6.13b shows a simple linearly

decreasing function f(T) that starts above the line � 4 and cross downward

below � 4. As long as f(T ) is above � 4 we have a single and stable phase.

Once we cross the borderline, we have an incipient instability – the system

splits into two phases with compositions (x1 (T ), x2 (T )). At the temperature
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Figure 6.13. (a) A T (x ) diagram for a linearly increasing function of f (T ). In this particular illustration
f (T )¼ � 6þ 2T. (b) As in (a) but for a linear decreasing function f (T ). Specifically f (T )¼ �3� T.
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TC when we cross the line � 4, we obtain a LCST. An example of the system

with a LCST is a mixture of water and diethylamine, which has a critical

temperature at about 143.5 �C.
In both of the examples above, we have assumed that rDAB is independent of

composition and that the dependence of rDAB on the temperature is linear.

Clearly if the temperature dependence is nonlinear, but still monotonically

increasing or decreasing functions of T, we shall obtain UCST and LCST,

respectively. If, on the other hand, rDAB is also a function of xA, then we lose

the symmetrical behavior of the T(x) diagram, but still the general phenom-

enon is the same.

(3) A function f(T) that crosses the borderline twice; upwards then downwards.

Figure 6.14a shows an example of a function f(T), here chosen as a parabolic

function that starts at low temperature, below �4, at higher temperature cross
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Figure 6.14. (a) As in figure 6.13 but with a parabolic function f (T ). In this illustration
f (T )¼ �10þ 8T� 2T2. (b) Here again we have a parabolic function but concave downwards, specifically
f (T )¼ 2� 8Tþ 2T2.
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the line �4 upwards, then at even higher temperature crosses again the bor-

derline �4 downwards. The corresponding behavior of the T(xA) diagram is

simply a combination of the two cases (a) and (b) of figure 6.13. Initially, when

rDAB< �4 we have instability in the region (x1(T ), x2 (T )), at crossing the

border line at�4, we enter into a single-phase region, and stay there as long as

f(T ) is above �4. Once the function f(T ) crosses the borderline again we enter

into an instability region. The T(xA) will show first a UCST and then a LCST.

An example of such a system where two-phase regions are separated by a one-

phase region is carbon dioxide and ethane. This kind of behavior is observed in

solutions of polymers (Sandler 1994).

(4) A function f(T ) that crossed the borderline twice; downwards then upwards.

Figure 6.14b shows what happens when the function f(T ) crosses the border-

line twice, first downward then upwards. In this case we get first a LCST at low
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Figure 6.15. (a) A possible system with three critical temperatures, first UCST then LCST, then UCST
again with f (T )¼ � 40þ 43.6T� 16.6T 2þ 2T 3. (b) A possible system with four critical temperatures,
first UCST followed by LCST, UCST, and LCST, with f (T )¼ � 22þ 23T� 11T 2þ 2T 3� 0.1T 4.
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temperature, then a closed loop of instability region at higher temperature and

eventually reaching a UCST at higher temperature. Examples of such a closed

loop with UCST and LCST are mixtures of nicotine and water, and of glycerol

and water.

(5) A function that crosses the borderline thrice. Figures 6.15 shows two

possible cases. In (a) the function f(T ) crosses the line � 4 three times; first

starts lower than � 4, crosses the borderline upwards, then crosses downwards

and then crosses upward again. A second possibility is shown in (b) where the

function f(T) crosses the line �4 four times.

One can go on and examine more complex functions f(T) that cross the

borderline many times; the corresponding T(x) diagram would have as many

LCST and UCST as the number of times the function crosses the borderline.

Theoretically, there is no limit to the number of LCST and UCST, the only

question is whether there are real mixtures for which rDAB will have this kind

of complex behavior.

Figure 6.16 shows an example for which rDAB is a function of both T and x:

rDAB¼ (�6þ 0.5x)þ (0.1þ 0.8x)T. This system shows a UCST at a mole

fraction of about x¼ 0.4.

1.5 2 2.5 3 3.5 4 4.5 5

0.2

0.4

0.6

0.8

1

T

x2(T )

x1(T )

Figure 6.16. An asymmetric T(x) curve obtained for a system for which rDAB is a function of T and x.
rDAB¼ (�6þ 0.5x)þ (0.1þ 0.8x)T. This system shows a UCST at a mole fraction of about x¼ 0.4.
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SEVEN

Solvation thermodynamics

The study of solvation thermodynamics has a very long history. Almost any

experiment carried out in a solution necessarily involves solvation. Prior to the

1970s there were several quantities referred to as standard Gibbs energies of

solution (or hydration, when the solvent is water). All of these were defined in

terms of a process of transferring of a solute from a specified standard state in

the gaseous phase into some other standard state in the liquid phase. It was not

at all clear which of these quantities is truly a measure of the Gibbs energy of

interaction between the solute and the solvent. It is no wonder that Lewis and

Randall (1961) have written on this matter: ‘‘Of all the applications of ther-

modynamics to chemistry, none has in the past presented greater difficulty, or

been subject to more misunderstanding.’’

Traditionally, solvation was studied within the context of thermodynamics.

In this context, it could be studied only in the limit of very dilute solution, i.e.,

in the concentration range when Henry’s law is obeyed.

In 1978, a new process of solvation was introduced along with the corre-

sponding thermodynamic quantities (Ben-Naim 1978y, 1987). Initially the new
measure was referred to as ‘‘nonconventional,’’ ‘‘generalized’’, and ‘‘local’’

quantities. It was only much later, after I had been convinced that these

quantities are the only bonafidemeasure of solvation, that I claimed the already

used term ‘‘solvation thermodynamic quantities’’ to the newly introduced

quantities. With this new concept, the study of solvation became a powerful

tool to probe the extent of interaction between the solute and the solvent, and

the effect of the solute on various molecular distribution functions in the

solvent. We shall study these aspects of solvation in the following sections.

Before doing that, we present here several situations in which the concept of

solvation Gibbs energy arise ‘‘naturally,’’ hence justifies its study. The rest of the

chapter is devoted to the study of solvation of different systems with increasing

degree of complexity.

y This paper was entitled: ‘‘Standard thermodynamics of transfer. Uses and misuses.’’ Later in 1987,
a monograph was published where all the advantageous aspects of the new quantities were spelled out
in great detail.



7.1 Why do we need solvation thermodynamics?

Consider a general chemical reaction in the gaseous phase, written symboli-

cally as

R ! P ð7:1Þ
where R stands for all the reactants, and P for all the products. If the reaction

(7.1) is carried out in an ideal-gas phase, then one can compute the equilibrium

constant of this reaction, as well as the corresponding standard thermodynamic

quantities of this reaction, from the knowledge of the properties of all the

molecules involved in the reaction. For many relatively simple reactions, one

can actually compute the partition function of each of the species involved

in the reaction and from that, the equilibrium constant by the well-known

procedure of statistical mechanics.

First, the chemical potential of each species is written as

mi ¼ kT ln riL
3
i q

�1
i ¼ m0gi þ kT ln ri ð7:2Þ

where ri is the number density, L3
i the momentum partition function (or the

de Broglie thermal wavelength), and qi include all the internal partition

functions of the species i.

At any given P, T and composition N¼ (N1, . . . ,Nc) of the system, the total

Gibbs energy is given by

G ¼
Xc
i¼1

Nimi ð7:3Þ

where the sum is over all c-components in the system (including all reactants

and products). At equilibrium, the Gibbs energy must attain its minimum with

respect to the ‘‘reaction coordinate;’’ any infinitesimal change in the compo-

sition of the system away from the equilibrium composition must increase the

Gibbs function. This leads to the well-known equilibrium conditiony

Xc
i¼1

uimi ¼ 0 ð7:4Þ

where ui is the stoichiometric coefficient for the species i in the reaction (7.1).

By convention, ui is positive for the products and negative for the reactants.

Using the expression (7.2) for each of the species involved in reaction (7.1), we

y See, for example, Prigogine and Defay (1954), or Denbigh (1966).
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arrive at the expression for the ideal-gas equilibrium constant

Xc
i¼1

uim
0g
i þ kT ln

Yc
i¼1

ruii ¼ 0, ð7:5Þ

or equivalently,

K ig ¼
Yc
i¼1

ruii ¼ exp½�bDG0g � ð7:6Þ

where DG0g is the standard Gibbs energy of the reaction in the ideal-gas phase

DG0g ¼
Xc
i¼1

uim
0g
i : ð7:7Þ

As a simple example, suppose two monomers (M) form a dimer (D). The

reaction is

2M $ D: ð7:8Þ
The equilibrium constant, and the corresponding standard Gibbs energy of this

reaction, are

K ig ¼ rD
r2M

� �ig
eq

¼ exp½�bDG0g � ð7:9Þ

and

DG0g ¼ m0gD � 2m0gM ð7:10Þ
where ‘‘eq’’ indicates that the ratio is evaluated at equilibrium. Now, suppose

that we carry out exactly the same process, at the same P, T, but in some sol-

vent l. How is the equilibrium constant (and the corresponding standard

Gibbs energy) modified by this transfer? The qualitative answer, as suggested by

inspection of figure 7.1, is that each chemical potential in (7.3) is modified by

the appropriate coupling work W(i), hence

mi ¼ W ðiÞ þ kT ln riL
3
i q

�1
i : ð7:11Þ

The modified equilibrium constant in the liquid phase is

Kl ¼ rD
r2M

� �l
eq

¼ exp½�bDG0l� ¼ K ig exp½�bðDm�
D � 2Dm�

MÞ� ð7:12Þ

where Dm�
i is the solvation Gibbs energy of the component i. This will be defined

more precisely in section 7.2. It is clear that in order to obtain the standard
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Gibbs energy in the liquid phase, we have to transfer each of the species from

the ideal-gas phase into the liquid. This transfer involves the solvation Gibbs

energies of all the species participating in the reaction.

The second situation, where the solvation Gibbs energy features naturally, is

in the distribution of a solute s between two phases a and b. Let a solute s be
distributed between two phases a and b. At equilibrium, we have

mas ¼ mbs : ð7:13Þ
Hence,

rbs
ras

� �
eq

¼ exp½�bðDm�b
s � Dm�a

s Þ�: ð7:14Þ

Thus the distribution of s between the two phases a and b is determined by the

difference in the solvation Gibbs energies of s in the two phases. As we shall see

in the next sections, relation (7.14) is actually used to measure the solvation

Gibbs energy when one of the phases is chosen to be an ideal-gas phase. Thus,

when a is an ideal-gas phase then

rls
rigs

 !
eq

¼ exp½�bDm�l
s Þ� ð7:15Þ

which defines Dm�l
s of s in the liquid l. We shall discuss this definition of the

solvation quantities in detail in the next section.

Beyond the importance of the solvation Gibbs energy in calculating equili-

brium constants in solutions, or solubilities (which is also an equilibrium

constant), the solvation Gibbs energy and its derivatives are themselves valuable

tools for studying the interaction between the solute (or any molecule) and the

solvent (or any liquid in which the molecule is immersed), and the effect of the

inserted molecule on the solvent, such as structural changes in the solvent or

the effect of the solute on various molecular distribution functions of the

solvent. As we shall see throughout this chapter, solvation quantities are

P

P
∆G0g

∆G0l

*∆GP
*∆GR

ig

l

R

R

Figure 7.1 Schematic diagram showing the relation between standard free energies of reaction in two
phases (ideal gas and a liquid), and the corresponding solvation Gibbs energies of all the species involved
in the reaction.
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powerful tools for probing the effect of a solute on the solvent at a local level,

i.e., in the immediate surroundings of the solutes.

In the aforementioned paragraphs, we have referred to the solute and solvent

in their traditional meanings, i.e., when one component, the solute, is relatively

diluted in the solvent. As we shall see in the next section, the process of sol-

vation and the corresponding thermodynamic quantities can be defined for any

molecule in any medium. This has infinitely increased the range of systems for

which this concept could be defined and applied.

7.2 Definition of the solvation process and the
corresponding solvation thermodynamics

For the sake of convenience, we define the process of solvation using the follow-

ing simple thought experiment. We transfer a molecule s from a fixed position

in an ideal gas phase into a fixed position in the liquid phasey, Figure 7.2.
If s is a spherical particle, such as argon, then we place the center of s at the

fixed position. When s is not spherical, then we may choose the center of mass

of the molecule, or any other convenient point, say the center of the oxygen

atom in water, to be the center of the moleculez.
Clearly, the process as defined above cannot be carried out experimentally,

but since we consider a classical system, it is meaningful to think of a particle

lacking any translational degrees of freedom, i.e., at fixed position and zero

velocity. As we shall see later in this section, this thought experiment is con-

venient but not essential for constructing the thermodynamic quantities

associated with the process of solvation. Once we have established the meaning

of the thermodynamic quantities defined below, we can do away with this

thought experiment. Instead, we can just imagine fixing the origin of our

coordinate system at the center of the inserted particle.

We start with the general expression for the chemical potential of s in any

liquid system which reads

mls ¼ msðT ,P,NÞ ¼ m�l
s ðT ,P,NÞ þ kT ln rsL

3
s : ð7:16Þ

We use here the independent variables T, P, N. These are the most common

variables that are controlled in solution chemistry. In writing (7.16), we

y Since all points in the system are considered equivalent except for some negligible region near the
boundaries of our system, we do not need to specify the location of the fixed point.

z We also assume in most of this chapter that the molecule is rigid or nearly rigid. In sections 7.8
and 7.11, we shall also treat molecules with internal rotations, such as butane or a protein. In this case,
one must define an average solvation Gibbs energy, averaged over all internal configurations.
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have already committed ourselves to systems where the translational degrees

of freedom are classical (L3
s arises from the integration over the classical,

Maxwell–Boltzmann, distribution of momenta). Any other internal degrees

of freedom that s might have can be treated either classically or quantum

mechanically. The corresponding internal partition function of s is included in

qs, and qs is absorbed by m�l
s .

In section 3.4 we also found a convenient interpretation of the two terms

in equation (7.16). The process of adding one s to the system is performed in

two steps, figure 3.1. First, we place s at a fixed position in the system. The

corresponding change in Gibbs energy is m�
s referred to as the pseudo-chemical

potential of s. Second, we release the particle from the constraint of being at a

fixed position. We call this the liberation process. The corresponding change in

Gibbs energy is kT ln rsL
3
s . We have also shown that there are three, con-

ceptually different, contributions to the liberation free energy. One is due to the

acquiring of momenta; the second is due to gaining access to the entire volume

V of the system; the third is due to the process of assimilation of the newly

added s particles into the community of the already existing Ns particles of the

same species. Altogether, the liberation Gibbs energy must be negativey.
It is also convenient to introduce the concept of a solvaton. The solvaton s is

simply that particular particle which we have added to our system. As long as it

is outside the system, i.e., before its insertion, or when it is at some fixed

position, it is distinguishable from all other particles of the same species in the

system; otherwise it is identical to all Ns particles. Once we have released the

y This is the condition for which the classical partition function is valid.

Figure 7.2 Definition of the solvation process.
A solute s is transferred from a fixed position in
an ideal gas phase to a fixed position in a liquid.

Ideal gas

Liquid

S

S
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solvaton from its fixed position, it loses its distinguishability. Alternatively we

may think of the solvaton as one selected particle at the center of which we

place our origin of the coordinate systems. All the locations of the other par-

ticles are defined with respect to this origin.

If s is in an ideal gas phase, then its chemical potential has the form

migs ¼ m�ig
s þ kT ln rsL

3
s

¼ �kT ln qs þ kT ln rsL
3
s : ð7:17Þ

Again, we may interpret the first term on the rhs of (7.17) as the change in

Gibbs energy for the process of placing s at a fixed position in the ideal-gas

phase. Clearly, in this process the particle carries with it all its internal degrees

of freedom. By definition of the ideal-gas system, there are no interactions

between s and any of the particles in the system.We now define the solvation

Gibbs energy associated with the solvation process by the difference

Dm�
s ¼ DG�

s ðig ! lÞ ¼ m�l
s � m�ig

s : ð7:18Þ
Note that in writing (7.16) and (7.17), we have assumed that L3

s is the same in

the two phases. Again, classically speaking, the momentum partition function

depends only on the temperature and is not affected by the interaction of the

solvaton with the rest of the system. Any other degrees of freedom might or

might not be affected by the interactions. In most sections of this chapter, we

assume that qs is unaffected by the interaction of the solvaton with the rest of

the system. Hence, in this case, (7.18) reduces to

Dm�
s ¼ DG�

s ðig ! lÞ ¼ W ðsjlÞ ¼ �kT lnhexp½�bBs�i0 ð7:19Þ
i.e., the solvation Gibbs energy is the coupling work of s to the rest of the system.

This is the average of the quantity exp [�bBs], where Bs is the binding energy of
s to the rest of the system at some fixed configuration. The average is taken over

all the configurations of the molecules in the system, in the T, P, N ensemble,

using the distribution function of configurations of all the particles in the

system before the addition of s; this average is indicated by the symbol h i0.
In the more general case, when s is inserted into the system, some internal

degrees of freedom might change. Hence, Dm�
s , in general, includes both the

coupling work and the effect of the solvation process on the internal degrees of

freedom. We shall discuss an example of this in section 7.8, but from hereon we

shall assume that qs (as well asL
3
s ) is not affected by the process of solvation. To

avoid confusion, two comments are in order:

First, Dm�
s is in general not the excess chemical potential of s, neither with

respect to ideal gas, nor with respect to dilute ideal solutions (see sections 6.1

and 6.3, respectively). Unfortunately, Dm�
s is sometimes referred to as the
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excess chemical potential of the solute. The two excess chemical potentials are

defined as

mEX;IGs ¼ mls � kT ln rsL
3
s q

�1
s ð7:20Þ

mEX;DIs ¼ mls � ½m0rs þ kT ln rs�: ð7:21Þ
When qs is unaffected by the interactions, we have

mls ¼ W ðsjlÞ þ kT ln rsL
3
s q

�1
s ¼ m�

s þ kT ln rsL
3
s : ð7:22Þ

Hence, (7.20) and (7.21) reduce to

mEX;IGs ¼ W ðsjlÞ ¼ Dm�l
s ð7:23Þ

mEX;DIs ¼ W ðsjlÞ � lim
rs!0

W ðsjlÞ ¼ Dm�l
s � lim

rs!0
Dm�l

s : ð7:24Þ

Thus, only when qs is unaffected by the solvation process, mEX;IGs becomes

identical with the solvation Gibbs energy, whereas mEX;DIs is reduced to the

difference in the solvation Gibbs energy in the actual system and in the limit of

the dilute ideal system with respect to s.

The second comment concerns the choice of standard states. Clearly, in

defining the process of solvation, one must specify the thermodynamic variables

under which the process is carried out. Here we used the temperature T, the

pressure P, and the composition N1, . . . ,Nc of the system into which we added

the solvaton. In the traditional definitions of solvation, one needs to specify, in

addition to these variables, a standard state for the solute in both the ideal gas

phase and in the liquid phase. In our definition, there is no need to specify any

standard state for the solvaton. This is quite clear from the definition of the

solvation process yet there exists some confusion in the literature regarding the

‘‘standard state’’ involved in the definition of the solvation process. The con-

fusion arises from the fact that Dm�
s is determined experimentally in a similar way

as one of the conventional standard Gibbs energy of solvation. The latter does

involve a choice of standard state, but the solvation process as defined in this

section does not. For more details, see the next two sections.

We have used the variables T, P, N to define, the chemical potential and the

solvation process. These are the most common variables used in practice.

However, one can define solvation quantities in any other ensemble. Some-

times it is more convenient in theoretical work to use the T, V, N ensemble.

Note that Dm�
s as defined in (7.19) may be referred to as the free energy of

interaction of s with the system. This should be clearly distinguished from the

average interaction energy between s and l.
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Having defined the Gibbs energy of solvation, we can derive all the other

thermodynamic quantities of solvation by using standard thermodynamic

relationships. The most important quantities are the first derivatives of the

Gibbs energy, i.e.,

DS�s ¼ � qDG�
s

qT

� �
P

ð7:25Þ

DH�
s ¼ DG�

s þ TDS�
s ð7:26Þ

DV �
s ¼ qDG�

s

qP

� �
T

: ð7:27Þ

The Helmholtz energy of solvation is given by DA�
s ¼ DG�

s � PDV �
s and the

internal energy of solvation is DE�
s ¼ DH�

s � PDV �
s . However, for most of the

specific systems discussed in this book, the term PDV �
s is usually negligible with

respect to DH�
s or DG�

s . Therefore, the distinction between DG�
s and DA�

s or

between DH�
s and DE�

s is usually insignificant. For more details see Ben-Naim

(1987).

Clearly, all the thermodynamic quantities associated with the solvation

process, as defined above, pertain to exactly the same process. We stress again

that the process of solvation is not experimentally feasible, i.e., we cannot carry

out this process in the laboratory. For this reason, it cannot be handled within

the realm of classical thermodynamics. Fortunately, as we shall see in the fol-

lowing section, statistical mechanics does provide a simple connection between

solvation quantities and experimentally measurable quantities.

7.3 Extracting the thermodynamic quantities of
solvation from experimental data

In this section we turn to the question of evaluating the pertinent thermo-

dynamic quantities from experimental data. We discuss in this section the case

of a solvaton s which does not undergo dissociation in any of the phases. The

more complicated case of dissociated solvatons (such as ionic solutes) will be

discussed separately in section 7.9.

Consider two phases a and b in which smolecules are distributed. We do not

impose any restrictions on the concentration of s in the two phases. At equili-

brium, assuming that the two phases are at the same temperature and pressure,

we have the following equation for the chemical potential of s in two phases:

mas ¼ mbs : ð7:28Þ
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In the traditional thermodynamic treatment, one usually imposes the restric-

tion of a very dilute solution of s in two phases. However, here we shall use the

general expression (7.16) for the chemical potential of s in the two phases, to

rewrite (7.28) as

m�a
s þ kT ln ras ¼ m�b

s þ kT ln rbs ð7:29Þ
From (7.29) we obtain

DG�b
s � DG�a

s ¼ ðm�b
s � m�ig

s Þ � ðm�a
s � m�ig

s Þ
¼ m�b

s � m�a
s

¼ kT ln
ras
rbs

 !
eq

ð7:30Þ

where ras and rbs are the number densities of s in the two phases, at equilibrium

(eq). Relation (7.30) provides a very simple way of computing the difference in

the solvation Gibbs energies of s in the two phases a and b, from the mea-

surement of the two densities ras and rbs at equilibrium. A specific case of (7.30)

occurs when one of the phases, say a, is an ideal gas. In such a case DG�a
s ¼ 0

and relation (7.30) reduces to

Dm�b
s ¼ DG�b

s ¼ kT ln
rigs
rbs

 !
eq

: ð7:31Þ

It is important to note that there are no restrictions on the density of s in phase

b, but rigs must be low enough to ensure that this phase is an ideal gasy. A
specific example is a liquid–vapor equilibrium in a one-component system. If

the vapor pressure is low enough, we may safely assume that the vapor behaves

as an ideal gas. In such a case we rewrite equation (7.31) as

Dm�p
s ¼ DG�p

s ¼ kT ln
rigs
rps

� �
eq

ð7:32Þ

where Dm�p
s or (DG�p

s ) is the solvation Gibbs energy of s in its own pure liquid s.

As we shall see in the next section, this quantity cannot be studied within the

traditional approach to solvation.

Another limiting case is the very dilute solution of s in phase b, say, argon in

water, for which we have the limiting form of equation (7.31) which reads

Dm�0
s ¼ DG�0

s ¼ kT ln
rigs
rbs

 !
eq

: ð7:33Þ

y We cannot use here the theoretical definition of an ideal gas since we are concerned with
experimentally determinable quantities.

202 SOLVATION THERMODYNAMICS



This relation is identical in form to an equation derived from thermodynamics.

However, we stress that conceptually, the two relations differ from each other.

Further elaboration on this point is given in the next section.

Relation (7.31) [as well as (7.32) and (7.33)], provide a simple and con-

venient way of determining Dm�
s from experimental data. It is fortunate that

statistical mechanical considerations have provided us with means ofmeasuring

a quantity which pertains to an unfeasible process.

Having obtained the Gibbs energy of solvation through one of the relations

cited above, it is a straightforward matter to calculate other thermodynamic

quantities of solvation using the standard relations. For instance, the solvation

entropy can be calculated from the temperature dependence of the DG�b
s , i.e.,

DS�bs ¼ � q
qT

kT ln
rigs
rbs

 !
eq

2
4

3
5

8<
:

9=
;
P

: ð7:34Þ

The differentiation in this equation is carried out at constant pressure P. One

must distinguish between this derivative and the derivative along the liquid–

vapor equilibrium line. The relation between the two quantities is discussed in

section 7.6.

Using standard thermodynamic relationships, we can derive all the thermo-

dynamic quantities of solvation from experimental data using equation (7.31).

7.4 Conventional standard Gibbs energy of
solution and the solvation Gibbs energy

In this section, we present a detailed comparison between the solvation quan-

tities as defined in section 7.2 and the conventional standard thermodynamic

quantities of solutions. The latter are also referred to as solvation quantities. As

we shall demonstrate in this section, the conventional quantities are always

restrictive measures of solvation quantities, sometimes even inadequate mea-

sures of solvation.

There are quite a few conventional quantities that have been employed in the

literature. We shall discuss in this section only three of these, which we believe

to be the most frequently used. In order to avoid any (understandable) con-

fusion, a special notation will be used for the various conventional processes

(i.e., x-process, r-process, etc.) The superscript asterisk is reserved for the

solvation process as defined in section 7.2.
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Let Cs be any concentration unit utilized to measure the concentration of s in

the system. The most common units are the molarity rs, the molality ms, and

the mole fraction xs. We shall often refer to rs as either the molar or the number

density. The two differ by the Avogadro number. It should be clear from the

context as to which of these we are referring to in a particular case.

The conventional thermodynamic approach always applies to the limit of a

very dilute solution of s, where the chemical potential of the solute s can be

written as

ms ¼ m0cs þ kT lnCs ð7:35Þ
where m0cs is referred to as the standard chemical potential of s, based on the

concentration scale of C. This is formally defined as the limit

m0cs ¼ lim
Cs!0

ðms � kT lnCsÞ ð7:36Þ

but it is interpreted using (7.35) as the chemical potential of s in a ‘‘standard’’

state where Cs¼ 1. In general, one cannot guarantee that in this standard state,

the system is DIy. Hence, the meaning assigned to the m0cs is dubious.

In all the conventional processes to be discussed below, it is important to

bear in mind that the so-called (conventional) standard quantities only apply to

very dilute solutions of s in the system. This is a very severe restriction on the

applicability of the standard quantities defined below.

Let a and b be two phases in which the concentrations of s are Ca
s and Cb

s ,

respectively. If the limiting expression (7.35) applies to both phases, we may

define the Gibbs energy change for the process of transferring one s (or one

mole of s) from a to b as

DG
a ! b
Ca
s ,C

b
s

� �
¼ mbs � mas ¼ m0cbs � m0cas þ kT lnðCb

s =C
a
s Þ: ð7:37Þ

We shall always assume that the temperature and the pressure are the same in

the two phases. Hence, these will be omitted from our notation. On the left-

hand side of relation (7.37), we do specify the concentrations of s in the two

phases. These can be chosen freely as long as they are within the range of

validity of equation (7.35).

Next, one makes a choice of a standard process. In principle, one can choose

any specific values of Ca
s and C

b
s to characterize this standard process. The three

most commonly employed choices in the literature are the following.

(1) The r-process. This is the process of transferring one s molecule from an

ideal-gas phase into a dilute ideal solution (Henry’s law) at fixed temperature

y In fact, one cannot guarantee that such a physical state exists at all. I owe this comment to
Dr. R.M. Mazo.
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and pressure and such that rls ¼ rgs . This is essentially a special case of the

general process described in (7.37) with the choice of number (or molar)

concentration units for Cs i.e., C
b
s ¼ rls,C

a
s ¼ rgs . The corresponding Gibbs

energy change is

DG0r
s ¼ DGs ðr-processÞ ¼ m0rls � m0rgs ð7:38Þ

where DGs (r-process) is a shorthand notation for

DG
g ! l

rgs ¼ rls

� �
: ð7:39Þ

The superscript ‘‘0rl ’’ stands for standard, r-units, and liquid phase l.

The relation between DGs (r-process) and the solvation Gibbs energy DG�
s

may be obtained by applying relation (7.16) to the two phases:

DG0r
s ¼ DGsðr-processÞ ¼ m�l

s � m�ig
s ¼ Dm�

s : ð7:40Þ
Thus, the standard Gibbs energy of solvation DG0r

s is equal to the solvation

Gibbs energy. It is also determined experimentally in the same way as in (7.31).

To see that, we write the chemical potential of s in the two phases in the tra-

ditional convention, valid only in the limit of ideal gas and ideal dilute solutions:

mgs ¼ m0rgs þ kT ln rgs ð7:41Þ
mls ¼ m0rls þ kT ln rls: ð7:42Þ

At equilibrium (7.28) holds, hence from (7.41) and (7.42) it follows that

DG0r
s ¼ m0rls � m0rgs ¼ �kT ln rls=r

g
s

� �
eq

ð7:43Þ
which is exactly the same as relationship as (7.31).

Relation (7.40) is quite remarkable. The apparent identity of the two free

energy changes is deceiving, however. One should be careful in interpreting this

relation as implying the identity of the two processes.

The reason for misinterpretation, which is commonly committed in the

literature, is the following. The r-process and the solvation process are two

distinctly different processes. It so happens that under very special conditions

(s is very diluted in the two phases), their Gibbs energy changes are equal in

magnitude as stated in (7.40). This has led some authors to identify Dm�
s with

the Gibbs energy change for the r-process and actually refer to Dm�
s as the

standard Gibbs energy of solvation based on the r standard states. This is not

the case, however. First because Dm�
s is applicable to an infinitely larger range

of concentrations than the very restricted range of applicability of DGs

(r-process). The magnitude of the two quantities happen to coincide only in

the limit of rs! 0 in both phases. Second, some of the other thermodynamic
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quantities, as we shall see below, have different magnitudes for the two pro-

cesses even in the limit of DI solutions in both phases. For instance, an equality

of the form (7.40) does not exist for the entropy change even in the limit of DI

solutions (see below).

(2) The x-process. This is defined as the process of transferring an s molecule

from an ideal gas at 1 atm pressure to a hypothetical dilute-ideal solution in

which the mole fraction of s is unity. (The temperature T and pressure of 1 atm

are the same in the two phases).y

The relation between the standard Gibbs energy of the x-process and the

solvation Gibbs energy is obtained from the general expression (7.16) for the

chemical potential. Thus,

DG0x
s ¼ DGsðx-processÞ ¼ ½m�l

s � m�g
s þ kT lnðrls=rgs Þ�Ps¼1

xs¼1
ð7:44Þ

where we must substitute Ps¼ 1 atm and xs¼ 1 in equation (7.44). To achieve

that, we transform variables as follows. Since the x-process applies for ideal

gases, we have

rgs ¼ Ps=kT ð7:45Þ
where Ps is the partial pressure of s in the gaseous phase. Furthermore, the

x-process applies to dilute-ideal solutions; hence, we may write

xls ¼
rlsP
rli

� rls
rlB

, rs ! 0 ð7:46Þ

where rlB is the number density of the solvent B, which in principle can be a

mixture of many components.

After this transformation of the variables, we rewrite equation (7.44) in

the form

DG0x
s ¼ DGsðx-processÞ ¼½m�l

s � m�g
s þ kT lnðxlsrlBkT=PsÞ�Ps¼1

xs¼1

¼m�l
s � m�g

s þ kT lnðkTrlBÞ
¼DG�

s þ kT lnðkTrlBÞ: ð7:47Þ
Note that since we put Ps¼ 1 atm, kTrlB must also be expressed in units of

atmospheres. This renders the argument of the logarithm a dimensionless

quantity.

The connection between DG0x
s and experimental data is similar to the

connection (7.43). One writes the chemical potentials of s in the two phases, in

y The hypothetical dilute ideal state with xs¼ 1 is awkward, to say the least. More on this can be
found in Ben-Naim (1978).
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the traditional form

mgs ¼ m0gs þ kT ln Ps ð7:48Þ

mls ¼ m0xls þ kT ln xls ð7:49Þ
and imposes the equilibrium condition (7.28) to obtain

DG0x
s ¼ m0xls � m0gs ¼ �kT ln

Ps

xs

� �
eq

: ð7:50Þ

Clearly, in this case, we do not have an equality of the type (7.40). In (7.47), we

see that DG0x
s and DG�

s are, in general, different quantities, pertaining to two

distinctly different processes.

Relationship (7.47) clearly shows that DG0x
s could be either larger or smaller

than DG�
s , depending on whether kTrlB is larger or smaller than 1 atm. One

could adopt DG0x
s as a measure of solvation Gibbs energy shifted by the

quantity kT lnðkTrlBÞ. This is unacceptable, however, for reasons that could not
have been noticed within the traditional approach to solvation. The reason is

that in the limit of very small rlB, Dm
�
s must tend to zero since in this limit the

average of the quantity exp½�bBs� will tend to unity; hence, Dm�
s ! 0. On the

other hand, DG0x
s will diverge to minus infinity. This renders DG0x

s invalid as a

measure of the solvation Gibbs energy. Unfortunately, this fact was both elusive

to the traditional approach to solvation as well as to the most trained eyes of

practitioners in this field.

(3) The m-process. This is defined as the process of transferring one s

molecule from an ideal-gas phase at 1 atm pressure to a hypothetical ideal

solution in which the molality of s is unityy. (The temperature T and the

pressure of 1 atm are the same in the two phases.)

The basic connection between the Gibbs energies of the m-process and the

solvation process is again obtained from equation (7.16). The result is

DG0m
s ¼ DGsðm-processÞ ¼ ½m�l

s � m�g
s þ kT lnðrls=rgs Þ�Ps¼1

ms¼1
: ð7:51Þ

Assuming that the gas is ideal, we can use the transformation (7.45). Further-

more, for very dilute solutions of s and assuming for simplicity that the solvent

B is a one-component liquid with density rlB and molecular mass MB, we can

write the transformation from rls into molality units ms as follows:

rls ¼ MBrlBms=1000: ð7:52Þ
y As in the previous case, the hypothetical state of dilute ideal solution at 1 molality is awkward

since at this concentration, in reality, the system would not be dilute ideal.
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Substitution of relations (7.45) and (7.52) into equation (7.51) yields

DG0m
s ¼DGsðm-processÞ

¼½m�l
s � m�g

s þ kT lnðMBrlBmskT=1000PsÞ�Ps¼1
ms¼1

¼DG�
s þ kT lnðMBrlBkT=1000Þ� ð7:53Þ

which is the required relation between the Gibbs energy changes for the

m-process and for the solvation process.

We now summarize the three relationships between the various Gibbs

energies of solution and the Gibbs energy of solvation:

DG0r
s ¼ DGsðr-processÞ ¼ DG�

s ð7:54Þ

DG0x
s ¼ DGsðx-processÞ ¼ DG�

s þ kT lnðkTrlBÞ ð7:55Þ

DG0m
s ¼ DGsðm-processÞ ¼ DG�

s þ kT lnðMBrlBkT=1000Þ: ð7:56Þ

Note that in both (7.55) and (7.56), the argument in brackets under the

logarithm sign must be rendered dimensionless, consistent with the substitu-

tion of 1 atm in (7.55), and 1 atm and 1 molal in (7.56).

Some general comments are now in order. First, we stress that all the three

relations (7.54)–(7.56) are valid for the limiting case when one phase is an ideal

gas and one phase is dilute ideal solution with respect to the solute s. It is only

in this case that the three traditional standard quantities are defined and

applicable. DG�
s , on the other hand, is defined and applicable for all the con-

centration range of s, from rs¼ 0 up to the concentration of pure s, rPs .
Second, the equality in (7.54) is somewhat deceptive; it is an equality

between two quantities which pertain to two different processes and which

happen to have the same magnitude at very specific conditions of ideality. For

most concentrations of rs in either phase, no such equality exists.

Third, the equality of the Gibbs energies for the r-process and the solvation

process do not imply equality between any other thermodynamic quantities

pertaining to these two processes. One must exercise extreme care in deriving

the relations between, say, the standard entropy of the r-process and the

entropy of solvation; these cannot be obtained by taking the temperature

derivative of equation (7.54). As we shall see in the next section, this is a tricky

point which has been overlooked even by experts working in this field.

Finally, we note that in both (7.55) and (7.56) the term kT ln kTrB origi-

nates from the liberation Gibbs energy (or the translation Gibbs energy) of

208 SOLVATION THERMODYNAMICS



the solvent B. The solvation Gibbs energy DG�
s does not include any con-

tribution due to the translational free energy of either the solute or the solvent.

From (7.54) it is clear that alsoDGs(r-process) is devoid of any contribution due
to the translational free energyy. As we shall soon see, the entropy change cor-

responding to the r-process does include the temperature derivative of the

solvent density rB.
In relations (7.55) and (7.56), we see that the difference between the Gibbs

energy of the thermodynamic process (either x-process or m-process), and the

solvation process is a constant quantity depending on the properties of the

solvent. This means that if we wish to compare various solutes in the same

solvent B we may disregard the constant quantities on the rhs of equations

(7.55) and (7.57). But what if we wish to study a single solute in various sol-

vents? Here we encounter a serious problem because of the special way the

solvent density features in the quantities on the rhs of equations (7.55) and

(7.56)z. To demonstrate the difficulty, suppose we wish to study the solvation

Gibbs energy of a given solute s in a series of solvents B having decreasing

densities rB. It can easily be shown that DG�
s will tend to zero as rlB ! 0. This

is clearly the behavior we should expect from a quantity that measures the

extent of the Gibbs energy of interaction between s and its environment. In the

extreme case when rlB ¼ 0, we haveDG�
s ¼ 0 as it should be! On the other hand,

a glance at equations (7.55) and (7.56) show that when rlB ! 0 both DGs (x-

process) and DGs (m-process) will tend to minus infinity{. This behavior is
clearly unacceptable for a quantity that is presumed tomeasure the Gibbs energy

of interaction between s and its environment. We shall see below that such

divergent behavior is exhibited by other thermodynamic quantities corre-

sponding to the x-process and the m-process. It is for this reason that both of

these quantities cannot, in principle, serve as bona fidemeasures of the solvation

Gibbs energy.

y In discussing the various standard states, Friedman and Krishnan (1973) commented that ‘‘At an
elementary level, the choice of the standard state in equation (16) (referring to the r-process) elim-
inates the translational entropy contribution to DG(r-process), but a deeper analysis shows that this is
not really so.’’ In spite of my correspondence with these authors, I still do not know what that ‘‘deeper
analysis’’ is and why that comment has been made.

z Arnett and McKelvey (1969) found that the standard free energy of transferring propane from
H2O to D2O have different signs if calculated using the mole fraction or molality scale. They referred
to this finding as a ‘‘shocking example,’’ and indeed it is. Thus, within the conventional standard
quantities of solvation, one could not tell even the sign of the change when passing from one solvent to
another.

{ It is ironic to note that Tanford, who has enthusiastically advocated the use of the mole fraction
scale (Tanford 1973; Reynolds et al. 1974), reacted to my publication (Ben-Naim 1978), by saying that
‘‘ . . . those who dismiss work of this kind on the basis of second-order terms in theoretical equations . . . ’’
(See Tanford 1979, and Ben-Naim 1979). Divergence to infinity is deemed to be ‘‘second order terms!’’
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7.5 Other thermodynamic quantities of solvation

In this section, we derive some more relations between the solvation quantities

and standard thermodynamic quantities of solution.

7.5.1 Entropy

As before, our starting point is the general equation (7.16) for the chemical

potential. The partial molar (or molecular) entropy of s is

Ss ¼ �qms
qT

¼ �qm�
s

qT
� k ln rsL

3
s �

kTq lnðrsL3
s Þ

qT
: ð7:57Þ

All the differentiations are taken at constant pressure and composition of the

system.

We denote by S�s the entropy change corresponding to the process of adding

one s molecule to a fixed position in the system. On performing the differ-

entiation with respect to temperature in equation (7.57), we obtain

Ss ¼ S�s � k ln rsL
3
s þ kTap þ 3

2
k ð7:58Þ

where ap¼V� 1qV/qT is the thermal expansion coefficient of the system at

constant pressure.

Applying equation (7.58) for an ideal-gas phase and for an ideal dilute solu-

tion, we may derive the entropy changes associated with the standard processes

as defined above. For the solvation process we simply have the relation

DS�s ¼ S�ls � S�gs ¼ �qDG�
s

qT
: ð7:59Þ

(In most cases, the superscript g for ‘‘gas’’ is understood to stand for ideal gas. If

the gaseous phase is not ideal, then DS�s is the difference in the solvation

entropy between the two phases.)

For the r-process, we have

DSsðr-processÞ ¼ ½Sls � S
g

s �rls¼rgs

¼ S�l
s � S�gs þ kTalp � kTagp

¼ DS�
s þ kTalP � k ð7:60Þ

where agp ¼ T�1 for the ideal-gas phase.

Similarly, for the x-process and the m-process we have, respectively.

DSsðx-processÞ ¼½Sls � S
g

s �Ps¼1
xs¼1

¼ S�l
s � S�gs � k lnðkTrlBÞ þ kTalp � k

¼DS�
s � k lnðkTrlBÞ þ kTalp � k ð7:61Þ
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and

DSsðm-processÞ ¼ ½Sls � S
g

s �Ps¼1
ms¼1

¼ DS�
s � k lnðMBrlBkT=1000Þ þ kTalp � k: ð7:62Þ

We see that in contrast to the case of the solvation Gibbs energies where we

encountered only three different quantities which correspond to four distinctly

different processes, here we have four different quantities. The entropy change

for the r-process is unequal to the entropy of solvation. Hence, one cannot

identify the solvation process with the r-process. Unfortunately, such an iden-

tification is frequently made in the literature. We also note that DSs
(r-process) cannot be obtained by direct differentiation of DGs(r-process) with
respect to the temperature.When we take the temperature derivative ofDG0r

s we

do not get the entropy change for ther-process. The reason is quite subtle and has
to dowith the choice of standard states.We shall elaborate further on this aspect.

We recall that the pseudo-chemical potential was defined as the Gibbs energy

change for the process of inserting s at a fixed position. Hence, the temperature

derivative gives the entropy change for the same process, i.e.,

S�s ¼ � qm�
s

qT

� �
P;N

: ð7:63Þ

When we take the temperature derivative of mls with respect to temperature, we

obtain

Ss ¼ � qms
qT

� �
P;N

¼ S�
s � k ln rsL

3
s � kT

q lnðrsL3
s Þ

qT
: ð7:64Þ

We can read this equation as follows. The entropy change for adding one s

particle to the system is composed of two parts: the entropy change associated

with the process of placing the added solute s at a fixed position; this is S�
s , a

second term due to the liberation of the particle. The latter consists of the two

terms on the rhs of (7.64). Equation (7.64) and the interpretation of the two

contributions to the entropy just mentioned holds true for any rs.
The situation is different when we write the expression for the chemical

potential in the traditional convention, either (7.41) or (7.42). For example,

when we take the temperature derivative of mls we obtain

Ss ¼ � qmls
qT

� �
P;N

¼ � qm0rls

qT
� k ln rs � kT

q ln rs
qT

: ð7:65Þ

Normally, m0rls is defined as an integration constant and has no meaning as a

chemical potential. However, m0rls has been traditionally interpreted as the
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chemical potential of s in the hypothetical dilute ideal solutions, for which

rs¼ 1. Clearly, in (7.65), we cannot interpret �ðqm0rls =qTÞ as the entropy

change corresponding to the process of adding an s particle to the system at

rs¼ 1. To do this, we must substitute rs¼ 1 in (7.65) to obtain the required

entropy change which we denote by

Ss ðat rs ¼ 1Þ ¼ � qm0rls

qT
þ kT

V

qV
qT

� �
P;N

: ð7:66Þ

In other words, one cannot substitute rs¼ 1 in (7.42) and then take the

temperature derivative of mlsðrs ¼ 1Þ to obtain the required entropy. Instead,

one must first take the temperature derivative of (7.42) to obtain (7.65),

thereafter substitute rs¼ 1 to obtain the required entropy, (7.66). Repeating the

same process for the two phases, we obtained relation (7.60). Actually, to

obtain (7.60), we do not need to choose rs¼ 1 for each phase. It is sufficient to

require rls ¼ rgs when we form the quantity DSs (r-process). Similar procedures

should be taken to obtain (7.61) and (7.62).

A glance at the expressions (7.61) and (7.62) for DSs(x-process) and DSs
(m-process) shows that both contain the solvent density rlB under the logarithm
sign. Thus, for a series of solvents with decreasing densities, bothDSs (x-process)
and DSs(m-process) will diverge to infinity, clearly an undesirable feature for a

quantity that is presumed to measure the solvation entropy of a molecule s.

On the other hand, DS�s tends to zero as the solvent density decreases to zero, as
it should! In addition to this unacceptable behavior of DSs(x-process) and

DSs(m-process), all of these standard entropies of transfer contain the term

kTalp � k, which is irrelevant to the solvation process of the molecule s.

7.5.2 Enthalpy

The enthalpies of the various processes are obtained from the combination

Hs ¼ ms þ TSs. The results are

DH�
s ¼ H�l

s �H�g
s ¼ DG�

s þ TDS�s ð7:67Þ
DHsðr-processÞ ¼DHsðx-processÞ

¼DHsðm-processÞ
¼DH�

s þ kT 2alp � kT : ð7:68Þ
We see that the enthalpy changes for the three standard processes are identical.

This follows from the assumption of ideality introduced in the definition of

these processes. On the other hand, these three processes produce an enthalpy

change which differs from the solvation enthalpy by the quantity kT 2alp � kT .
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Although this quantity is not divergent as rlB ! 0, it is certainly irrelevant to

the process of solvation.

7.5.3 Volume

Taking the derivative of the general expression for the chemical potential with

respect to pressure, we obtain the partial molar (or molecular) volume of s, i.e.,

Vs ¼ qms
qP

� �
T

¼ qm�
s

qP

� �
T

þ kT
q ln rs
qP

� �
T

¼ V �
s þ kTklT

ð7:69Þ

where V �
s is the volume change due to the addition of one s molecule at a fixed

position in the system and klT is the isothermal compressibility of the phase l,

defined as

klT ¼ �1

V

qV
qP

� �
T

ð7:70Þ

which, for an ideal-gas phase, reduces to

kigT ¼ 1=P: ð7:71Þ
The volume changes for the four processes of interest are

DV �
s ¼ qDG�

s

qP
¼ V �l

s � V �g
s ð7:72Þ

DVsðr-processÞ ¼ DV �
s þ ½kTðklT � P�1Þ�rls¼rgs

ð7:73Þ

DVsðx-processÞ ¼ DVsðm-processÞ ¼ DV �
s þ kTðklT � 1=atmÞ: ð7:74Þ

Note that the volume changes for the last two processes are identical. We note

also that for the liquid phases at room temperature klT is much smaller than 1

atm� 1 (e.g., for water at 0 �C, kTkT � 1 cm3 mol� 1, DV �
s � 20 cm3 mol�1,

and kT / atm � 2� 104 cm3 mol� 1). Similarly, in equation (7.73) klT � P�1

(the limit of an ideal-gas phase). Thus, the volume change for the three

standard processes is dominated by the terms which originate from the ideal-

gas compressibility. Because of this undesirable feature, it is common to

abandon these processes when studying the volume of solvation. Almost all

researchers who study the solvation phenomena apply one of these standard

processes for quantities like the Gibbs energy, entropy and enthalpy of
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solvation, but for the volume of solvation they switch to partial molar volumes

at infinite dilution. The latter clearly corresponds to a different process. Similar

difficulties are encountered in the study of higher-order derivatives of the

free energy.

No such difficulty arises in the study of the solvation process as defined in

section 7.2. This can be applied uniformly to all the thermodynamic quantities

of solvation. Obviously, this is a convenient feature of the solvation process

which is not shared by the conventional standard processes.

From the quantities derived above, one may construct the internal energy

of solvation ðDE�
s ¼ DH�

s � PDV �
s Þ and the Helmholtz energy of solvation

ðDA�
s ¼ DG�

s � PDV �
s Þ. As noted in section 7.2, the difference between DE�

s

and DH�
s and between DA�

s and DG�
s is usually very small and may be neglected

for most systems of interest discussed in this book. For more details see

Ben-Naim (1987).

It is straightforward to go beyond first-order derivatives of the Gibbs energy.

One can define the compressibility, heat capacity, thermal expansion, and so

on, for the process of solvation. These quantities are of potential interest in the

study of solvation phenomena.

We now recap the main differences between the two approaches to the study

of solvation phenomena. First and foremost is the fact that the solvation

process as defined in section 7.2 is the most direct tool of probing the free

energy of interaction of a solvaton with its environment. All the thermo-

dynamic quantities of solvation tend to zero when the solvent density goes to

zero (i.e., when there are no interactions between the solvaton and its envir-

onment). This is not the case for the conventional thermodynamic quantities,

some of which even diverge to plus or minus infinity in this limit. Furthermore,

by adopting the solvation process we achieve both a generalization and a

uniformity in application of this concept. The generalization involves the

extension of the range of concentration of s for which the solvation thermo-

dynamics may be studied, from the very dilute s up to pure liquid s. This

immensely increases the range of systems which may be studied by means of

solvation. The uniformity involves the application of the same process for all

thermodynamic quantities. This is in sharp contrast to the conventional

approach where different processes are used for studying different thermo-

dynamic quantities.

Finally, we may add that once we adopt the definition of the solvation

process as given in section 7.2, we can forget about all standard states. This is a

drastic simplification compared to the traditional approach where in addition

to specifying the thermodynamic variables of the system, one must also choose

a standard state.
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7.6 Further relationships between solvation
thermodynamics and thermodynamic data

In section 7.3, we outlined the fundamental connections between solvation

thermodynamics and experimental data. However, in many cases thermo-

dynamic data are available that may be directly converted into solvation

thermodynamic quantities without going through the fundamental relation-

ships. Some of these transformations are presented here.

7.6.1 Very dilute solutions of s in l

These are the only systems for which studies of solvation, in the conventional

meaning, have been carried out. For these systems there are numerous pub-

lications of tables of thermodynamics of solution (or solvation) which pertain

to one of the processes discussed in section 7.4. All the conversion formulas for

these cases have already been derived in the previous section. Here, we add one

more connection with a very commonly used quantity, the Henry law constant.

In its most common form it is defined by

KH ¼ lim
xls!0

ðPs=xlsÞ ð7:75Þ

where Ps is the partial pressure and xls is the mole fraction of s in the system and

the limit takes xls into the range where Henry’s law becomes valid. The general

expression for the solvation Gibbs energy in this case is

DG�0
s ¼ kT lnðrigs =rlsÞeq: ð7:76Þ

Assuming that we have a sufficiently dilute solution of s in l such that Henry’s

law in the form Ps ¼ KHx
l
s is obeyed, we can transform equation (7.76) into

DG�0
s ¼ kT lnðPs=kTxlsrlBÞ

¼ kT lnðKH=kTrlBÞ:
ð7:77Þ

This is a connection between the tabulated values of KH as defined in (7.75),

and the solvation Gibbs energy. (Here we have assumed, for simplicity, that the

solvent consists of one component with a number density rlB.) We also note

that from relations (7.52) and (7.77), we also have

DGsðx-processÞ ¼ kT lnKH ð7:78Þ
i.e., information on KH is essentially equivalent to information on the Gibbs

energy change for the x-process.
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7.6.2 Concentrated solutions

For solutions (or rather mixtures) of s at higher concentrations beyond the

realms of Henry’s law, we depart from the traditional notion of solvation and

must use the definition as presented in section 7.2. There exists a variety of data

which measures the extent of deviation from dilute ideal solutions. These

include tables of activity coefficients, osmotic coefficients, and excess functions.

All of these may be used to compute solvation thermodynamic quantities.

As always, our starting point is the general expression for the chemical

potential of s in the liquid phase l, equation (7.16),

ms ¼ m�l
s þ kT ln rlsL

3
s : ð7:79Þ

The chemical potential in the same system may be expressed in conventional

thermodynamics as

ms ¼ m0rs þ kT ln rls þ kT ln gD;rs ð7:80Þ
where gD;rs is the activity coefficient which measures deviations with respect to

the ideal-dilute behavior, based on the number density rs as concentration units;

m0rs is the conventional standard chemical potential of s in the r-concentration
scale, and is formally defined by

m0rs ¼ lim
rls!0

ðms � kT ln rlsÞ: ð7:81Þ

Substitution of equation (7.79) into (7.81) yields

m0rs ¼ lim
rls!0

ðm�l
s þ kT ln rlsL

3
s � kT ln rlsÞ ¼ m�0l

s þ kT lnL3
s ð7:82Þ

which is the required connection between the conventional standard chemical

potential m0rs , and the pseudo-chemical potential of s at infinite dilution m�0l
s . By

using relations (7.79), and (7.80) and (7.81), we arrive at the final expression:

m�l
s � m�0l

s ¼ kT ln gD;rs : ð7:83Þ
This quantity is equivalent to the difference between the solvation Gibbs energy

of s in the phase l, and the solvation Gibbs energy of s in the same phase except

for taking the limit rs! 0. Using the notation of section 7.2, we may rewrite

this quantity as

DG�
s � DG�0

s ¼ m�l
s � m�0l

s ¼ kT ln gD;rs : ð7:84Þ
Thus, from the activity coefficient (based on the r-concentration scale), one

can compute the solvation Gibbs energy of s in a liquid phase l (containing any

quantity of s), relative to the solvation Gibbs energy of s in the same phase but
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as rs! 0. This quantity is quite useful whenever the infinite dilute limit is

already known.

Relation (7.83) holds only for the activity coefficient as defined in equation

(7.82), i.e., based on the number density scale. However, it is quite a simple

matter to use any other activity coefficient to extract the same information. Let

Cs be any other concentration units (e.g., molality, mole fraction, etc). We write

the general conversion relation between Cs and rs symbolically as

rs ¼ Tc
s Cs: ð7:85Þ

Where Tc
s is defined in (7.85)

The general expression of the chemical potential may be expressed in the

Cs scale as

ms ¼ m�l
s þ kT lnTc

s CsL
3
s : ð7:86Þ

In the limit of a very dilute solution rs! 0, we have

ms ¼ m�0l
s þ kT lnTc;0

s CsL
3
s ð7:87Þ

where

Tc;0
s ¼ lim

rs!0
Tc
s : ð7:88Þ

The conventional standard chemical potential in the Cs scale is given by

m0cs ¼ lim
rs!0

ðms � kT lnCsÞ
¼ lim

rs!0
ðm0rs þ kT ln rsg

D;r
s � kT lnCsÞ

¼ m0rs þ kT lnTc;0
s : ð7:89Þ

Hence, the relation between the two activity coefficients is

kT ln gD;cs ¼ ms � m0cs � kT lnCs ¼ ms � m0rs � kT lnðTc;0
s rs=T

c
s Þ

¼ kT ln gD;rs þ kT lnðTc
s =T

c;0
s Þ: ð7:90Þ

The connection with the solvation Gibbs energy is

DG�
s � DG�0

s ¼ kT ln gD;cs þ kT lnðTc
s =T

c;0
s Þ ð7:91Þ

which may be used when activity coefficients based on any concentration scale

are available.

The second source of data available for multicomponent mixtures are the

excess thermodynamic quantities. These are equivalent to activity coefficients

that measure deviations from symmetrical ideal solutions and should be dis-

tinguished carefully from activity coefficients which measure deviations from

ideal dilute solutions (see chapter 6). In a symmetrical ideal (SI) solution, the

FURTHER RELATIONSHIPS 217



chemical potential is written in the form

mi ¼ mpl þ kT ln xi ð7:92Þ
where mpl is the chemical potential of the pure component i at the same tem-

perature and pressure.

The SI behavior is realized by a variety of two-component systems of

two ‘‘similar’’ species. Deviations from this behavior may be expressed by

introducing either an activity coefficient gSIs or an excess function. These are

defined as

mi ¼ mpi þ kT ln xi þ kT ln gSIi ¼ mpi þ kT ln xi þ mEXi : ð7:93Þ
The total excess Gibbs energy of the entire system is defined as

GEX ¼
X
i

NimEXi ð7:94Þ

and the excess Gibbs energy per molecule of the mixture is defined by

gEX ¼ GEX
.X

i

Ni ¼
X
i

ximEXi : ð7:95Þ

For some two-component systems, the quantity gEX is available as an ana-

lytical function of the composition of the system. Let A and B be the two

components, and xA the mole fraction of A in the system:

xA ¼ NA

NA þ NB

: ð7:96Þ

When gEX is given as a function of xA in the entire range of compositions, one

can recover both mEXA and mEXB using the following well-known procedure:

mEXA ¼ qGEX

qNA

� �
P;T ;NB

¼ q
qNA

½ðNA þ NBÞgEX�

¼ ðNA þ NBÞ qg
EX

qNA

þ gEX: ð7:97Þ

Transforming variables from NA into xA

q
qNA

¼ NB

ðNA þ NBÞ2
q
qxA

ð7:98Þ

yields

mEXA ¼ gEX þ xB
qgEX

qxA
ð7:99Þ
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and similarly

mEXB ¼ gEX þ xA
qgEX

qxB
: ð7:100Þ

The connection between excess chemical potentials and solvation Gibbs

energies may be obtained as follows. We write both mA and mpA using the general

expression (7.16), and the expression (7.92) to obtain

mA ¼ mpA þ kT ln xA þ mEXA ¼ m�p
A þ kT ln rpAL

3
AxA þ mEXA ð7:101Þ

mA ¼ m�
A þ kT ln rAL

3
A: ð7:102Þ

By comparing equation (7.100) with (7.101), we arrive at

DG�
A � DG�p

A ¼ m�
A � m�p

A ¼ kT lnðrpAxA=rAÞ þ mEXA : ð7:103Þ
In (7.103), we obtained the solvation Gibbs energy of A in the mixture DG�

A

relative to the solvation of A, in pure A DG�p
A (at the same temperature and

pressure). This may be computed for any composition from knowledge of the

excess chemical potential mEXA , and the densities of A in the mixture and in the

pure component, rA and rpA, respectively. A similar expression may be written

for the second component B.

Sometimes, the densities rA are not available in the entire range of com-

positions. Instead, data on excess volume are available. This may be used as

follows. The excess volume per molecule of the mixture is given by

nEX ¼ V EX

NA þNB

¼ V �NAV
p
A � NBV

p
B

NA þ NB

¼ nm � xAV
p
A � xBV

p
B ð7:104Þ

where V
p
A and V

p
B are the molar (or molecular) volumes of pure A and B,

respectively, and nm is the volume per molecule of the mixture given by nm¼V/

(NAþNB). Thus,

rpAxA
rA

¼ rpA
rA þ rB

¼ nm
V

p
A

¼ nEX þ xAV
p
A þ xBV

p
B

V
p
A

: ð7:105Þ

This may be used in (7.103) to calculate the relative solvation Gibbs energy of A.

7.6.3 Pure liquids

The extreme limit of high density of s is the pure liquid. Normally, the liquids

of interest are either at room temperature and 1 atm pressure or along the

liquid–vapor coexistence equilibrium line. Let l and g be the liquid and the

gaseous phases of a pure component s at equilibrium. The Gibbs energy of
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transferring s from a fixed position in g into a fixed position in l is equal to the

difference in the solvation Gibbs energies of s in the two phases, i.e.,

m�l
s � m�g

s ¼ DG�l
s � DG�g

s ¼ kT lnðrgs =rlsÞeq: ð7:106Þ
Knowing the densities s of in the two phases at equilibrium, gives us only the

difference in the solvation Gibbs energies of s in two phases. However, in many

cases, especially near the triple point, the density of the gaseous phase is quite

low, in which case we may assume that DG�g
s � 0 and therefore relation (7.106)

reduces to

DG�p
s ¼ kT lnðrigs =rlsÞeq

¼ kT lnðPs=kTrlsÞeq ð7:107Þ
where Ps is the vapor pressure of s at temperature T.

When evaluating other thermodynamic quantities of solvation from data

along the equilibrium line, care must be exercised to distinguish between

derivatives at constant pressure and derivatives along the equilibrium line. The

connection between the two is

dDG�
s

dT

� �
eq

¼ qDG�
s

qT

� �
P

þ qDG�
s

qP

� �
T

dP

dT

� �
eq

: ð7:108Þ

Here, we use straight derivatives to indicate differentiation along the equili-

brium line. The two derivatives of DG�
s on the rhs of equation (7.108) are

identified as the solvation entropy and the solvation volume, respectively; thus,

dDG�p
s

dT

� �
eq

¼ �DS�ps þ DV �p
s

dP

dT

� �
eq

: ð7:109Þ

Usually, data are available to evaluate both of the straight derivatives in

equation (7.108). This is not sufficient, however, to compute both DS�p
s and

DV �p
s . Fortunately, DV �p

s may be obtained directly from data on molar volume

and compressibility of the pure liquid. For the pure system s we have

mps ¼ m�p
s þ kT ln rpsL

3
A ð7:110Þ

Differentiation with respect to P at constant T yields

V
p

s ¼ qmps
qP

� �
T

¼ V �p
s þ kTkpT ð7:111Þ

where kpT is the isothermal compressibility of the pure s.

We now write the analog of (7.111) for an ideal gas system as

V
ig

s ¼ V �ig
s þ kTkigT ð7:112Þ
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(all quantities are for pure s). Hence, the solvation volume is

DV �p
s ¼ V

p

s � V
ig

s � kT ½kpT � kigT �: ð7:113Þ
Care must be exercised in taking the limit of ideal gas (r! 0 or P! 0). In

general, one cannot take the limiting behavior of V
ig

s and kigT as:

V
ig

s ! kT

P
, kigT ! 1

P
: ð7:114Þ

This would lead to V �ig
s ¼ 0, which in general, is not correcty. Further dis-

cussion of this point is presented in Appendix O.

7.7 Stepwise solvation processes

We have defined the solvation process as the process of transfer from a fixed

position in an ideal gas phase to a fixed position in a liquid phase. We have seen

that if we can neglect the effect of the solvent on the internal partition function

of the solvaton s, the Gibbs or the Helmholtz energy of solvation is equal to the

coupling work of the solvaton to the solvent (the latter may be a mixture of any

number of component, including any concentration of the ‘‘solute’’ s). In actual

calculations, or in some theoretical considerations, it is often convenient to

carry out the coupling work in steps. The specific steps chosen to carry out the

coupling work depend on the way we choose to write the solute–solvent

interaction.

For simplicity, we discuss here a solute s in a one-component solvent b, in a

system atT, V, Ns, Nb.
z We assume that the solute–solvent interaction can be

written as a sum of two parts, say

UsbðRÞ ¼ UX
sbðRÞ þ UY

sbðRÞ: ð7:115Þ
The coupling work is the same as the work of ‘‘turning on’’ the interaction

Usb(R). If Usb(R) has the form (7.115), we can carry out the coupling work in

two steps; first we couple UX
sbðRÞ, and then we couple the second part UY

sbðRÞ.
This procedure was found useful in interpreting the solvation quantities of

simple solutes in water, the study of hydrophobic hydrophilic interactions and

y For a theoretical ideal gas V �ig
s ¼ 0. But this is not true for a real gas at r ! 0 or P ! 0. This

error has been made in Ben-Naim (1987).
z Note that we use the terms ‘‘solute’’ and ‘‘solvent’’ in the nontraditional sense. The solute can be

any molecule and its concentration in the solvent can either be very low rs ! 0 or very high rs ! rps .
In the latter, we have pure liquid s, where the traditional distinction between solute and solvent does
not apply.

STEPWISE SOLVATION PROCESSES 221



the solvation of macromolecules, such as proteins (see section 7.11). In all cases

we assume some kind of additivity of the intermolecular potential and then

derive the corresponding split of solvation Gibbs or Helmholtz energy.

7.7.1 Stepwise coupling of the hard and the
soft parts of the potential

One of the earliest attempts to interpret the anomalous properties of aqueous

solutions was based on splitting the solvation process into two parts: first, we form

a cavity in the solvent, then introduce the solute into the cavity. In the present

section, we shall discuss the statistical-mechanical basis for such a split of the

solvation process. For more details see Eley (1939, 1944) Ben-Naim (1992).

In essence, the molecular basis for splitting the solvation into two (or more)

steps stems from the recognition of the two (or more) parts of the solute–

solvent intermolecular potential function, in the present case, the hard and soft

parts of the interactions.

For simplicity, we assume that the solute–solvent pair potential is a function

of the distance R only, and that this function may be written as

UsbðRÞ ¼ UH
sb ðRÞ þ US

sbðRÞ ð7:116Þ
where the ‘‘hard’’ part of the potential is defined, somewhat arbitrarily, by

choosing an effective hard-core diameter for the solute ss and the solvent sb,
respectively, i.e.,

UH
sb ðRÞ ¼ 1 forR 	 ssb

0 forR>ssb

	
ð7:117Þ

where ssb¼ (ssþ sb)/2. In practice, one can always find a small enough value of

ssb such that for R	 ssb, the potential function rises so steeply so as to justify

an approximation of the form (7.117). The ‘‘soft’’ part, US
sb, is next defined

through equation (7.116). This is illustrated in figure 7.3.

We now write the solvation Helmholtz energy of s as follows

DA�
s ¼ �kT ln expð�bBsÞh i0
¼ �kT lnhexpð�bBH

s � bBS
s Þi0 ð7:118Þ

where BH
s and BS

s are the ‘‘hard’’ and ‘‘soft’’ parts of the binding energies of s to

all the solvent molecules.

The average quantity in (7.118) can be viewed as an average of a product of

two functions. If these were independent (in the sense of the independence of

two random variables), one could rewrite this average as a product of two
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averages, i.e.,

hexpð�bBH
s Þ expðbBS

s Þi0 ¼ hexpð�bBH
s Þi0hexpð�bBS

s Þi0 ð7:119Þ
and DA�

s could be split into a sum of two termsy

DA�
s ¼ DA�H

s þ DA�S
s : ð7:120Þ

However, the factorization in equation (7.119) is in general invalid, and

therefore a split of DA�
s in terms of a hard and soft part in the form as in (7.120)

is not justified. To see why, we rewrite the average in (7.119) as

expð�bBH
s Þ expð�bBS

s Þ
� �

0

¼
R
dXN expð�bUN � bBH

s Þ expð�bBS
s ÞR

dXN expð�bUN Þ

¼
R
dXN expð�bUN � bBH

s ÞR
dXN expð�bUN Þ

R
dXN expð�bUN � bBH

s Þ expð�bBS
s ÞR

dXN expð�bUN � bBH
s Þ

¼ expð�bBH
s Þ� �

0
expð�bBS

s Þ
� �

H
: ð7:121Þ

The first average on the rhs of (7.121) is the same as in (7.119); the second

average on the rhs of equation (7.121) is a conditional average, using the

probability distribution function

P XN=XH
s

� � ¼ P XN ,XH
s

� �
P XH

s

� � ¼ exp �bUN � bBH
s

� �R
dXN exp �bUN � bBH

s

� � ð7:122Þ

where P XN=XH
s

� �
is the probability density of finding a configuration XN of

the N particles, given a hard particle at XH
s . By using the form (7.121), the

solvation Helmholtz energy can be written as

DA�
s ¼ DA�H

s þ DA�S=H
s ð7:123Þ

where DA�H
s is the Helmholtz energy of solvation of the hard part of the

potential. This part is the same as in (7.120). The second term on the rhs of

(7.122), DA�S=H
s , is the conditional Helmholtz energy of solvation of the soft part
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R
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R

Hard part

Figure 7.3 A typical Lennard-Jones pair potential (a), is split into two parts: a soft part (b) and a hard
part (c).

y Note that the subscript s is for solute, and the superscript S for the soft part of the potential.
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of the potential. This is different from the second term in (7.120). It is the work

required to couple, or to switch-on, the soft part of the solute–solvent inter-

action, given that the hard part of the potential has already been coupled.

Clearly, the procedure outlined above may be generalized to include other

contributions to the pair potential. An important generalization of equation

(7.116) might be the inclusion of electrostatic interactions, hydrogen bonding,

etc. The generalization of equation (7.116) might look like this:

UsbðRÞ ¼ UH
sb ðRÞ þ US

sbðRÞ þ Uel
sbðRÞ þ UHB

sb ðRÞ: ð7:124Þ

Correspondingly, the solvation Helmholtz energy will be written in a gen-

eralization of expression (7.123) as follows:

DA�
s ¼ DA�H

s þ DA�S=H
s þ DA�el=S;H

s þ DAHB=el;S;H
s ð7:125Þ

where DA�el=S,H
s is the conditional Helmholtz energy of solvation of the elec-

trostatic part of the interaction, given that a solvaton with the soft and hard

parts (excluding the electrostatic part) has already been placed at a fixed

position in the solvent. Similar interpretation applies to the last term on the rhs

of (7.125).

It is important to take note of the order in which we couple each part of the

potential. When the nth part has already been coupled, it has an effect on

the distribution of the configurations of the solvent molecules. Therefore, in the

next step we have to replace the distribution function used in the coupling of

the nth part by a conditional distribution function for calculating the average

in the (nþ 1)th part.

The solvation Helmholtz energy of a hard particle in a solvent is related to

the probability of finding a cavity of suitable size in the liquid (see section 7.11

and appendix N). Hence, (7.123) may be rewritten as

expð�bDA�
s Þ ¼ PrðcavityÞhexpð�bBS

s ÞiH ð7:126Þ

Equation (7.126) is useful in actual estimation of the solvation Helmholtz

energy. The cavity work is usually estimated by the scaled particle theory

(Appendix N). If the soft part of the interaction is small, i.e., if jbBS
s j�1, then

we may estimate

hexpð�bBS
s ÞiH � 1� bhbBS

s iH ð7:127Þ

where hbBS
s iH is the conditional average binding energy of the soft part of the

interaction between the solute s and the solvent, given that the hard part has

already been coupled.

224 SOLVATION THERMODYNAMICS



7.7.2 Stepwise coupling of groups in a molecule

In this section, we examine the molecular basis of a group-additivity approach.

As we shall see, the problem is essentially the same as treated in the previous

section; i.e., it originates from a split of the solute–solvent intermolecular

potential function into two or more parts.

Consider a solute of the form X�Y, where X and Y are two groups, say CH3

and CH3 in ethane, or CH3 and OH in methanol. We assume that the solute–

solvent interaction may be split into two parts as follows:

UðX � Y , iÞ ¼ UðX , iÞ þ UðY , iÞ ð7:128Þ
where U(X, i) and U(Y, i) are interaction energies between the groups X and Y,

and the ith solvent molecule, respectively (figure 7.4).

As in the preceding section, where we had split the interaction energy into a

hard and soft part, we also have here an element of ambiguity as to the exact

manner in which this split may be achieved. For instance for ethane, we assume

that the ethane–water interaction may be written as the sum of the two methyl–

water interactions, as schematically depicted in figure 7.4. Next, we proceed to

split the total binding energy of the solute X�Y into two parts,

BX�Y ¼
XN
i¼1

UðX , iÞ þ
XN
i¼1

UðY , iÞ ¼ BX þ BY : ð7:129Þ

The solvation Helmholtz energy of the solute X�Y is now written as

DA�
X�Y ¼ �kT lnhexpð�bBX�Y Þi0

¼ �kT lnhexpð�bBXÞ expð�bBY Þi0: ð7:130Þ
As in the previous section, we have again an average of a product of two

functions. This, in general, may not be factorized into a product of two average

quantities. If this could have been done, then relation (7.130) could have been

written as a sum of two terms, i.e.,

DA�
X�Y ¼ �kT lnhexpð�bBXÞi0 � kT lnhexpð�bBY Þi0

¼ DA�
X þ DA�

Y ð7:131Þ

Figure 7.4 Schematic split of the ethane–
water interaction into two methyl–water
interactions. CH3 CH3

H2O
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Such a group additivity, though very frequently assumed to hold for DA�
X�Y (as

well as for other thermodynamic quantities), has clearly no justification on a

molecular basis, even when the split of the potential function in expression

(7.128) is exact.

The reason is quite simple: since the two groups X and Y are very close to

each other, their solvation must be correlated, and therefore the average in

(7.130) cannot be factored into a product of two averages. In order to achieve

some form of ‘‘additivity’’ similar to relation (7.131), we rewrite equation

(7.130) as follows:

DA�
X�Y ¼�kT lnhexpð�bBX �bBY Þi0

¼�kT ln

R
dXN expð�bUN Þexpð�bBXÞexpð�bBY ÞR

dXN expð�bUN Þexpð�bBXÞ
�

�
R
dXN expð�bUN Þexpð�bBXÞR

dXN expð�bUN Þ
�

¼�kT ln

Z
dXNPðXN=XXÞexpð�bBY Þ

Z
dXNPðXN Þexpð�bBXÞ

� �
¼DA�

X þDA�
Y=X : ð7:132Þ

The interpretation of equation (7.132) is the following. The solvation

Helmholtz energy of the solute X�Y is written [presuming the validity of

relation (7.129)] as a sum of two contributions. First, the solvation Helmholtz

energy of the group X, and second, the conditional solvation Helmholtz energy

of the group Y, given that the group X is already at a fixed point in the liquid.

This is schematically shown in figure 7.5.

ig

l

X

X

Y

X Y

Y
ig

l

ig

l

Figure 7.5 Insertion of a solute X–Y in two steps. First, we insert the group X. The resulting solvation
Helmholtz energy is DA�

x . Next we insert Y to a fixed position next to X. The conditional solvation
Helmholtz energy is DA�

y=x .
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Clearly, since the second group Y is brought to a location very near X, one

cannot ignore the effect of X on the (conditional) solvation of Y. In other

words, in the first step, we insert X in pure solvent. In the second, we insert Y in

a solvent which has been perturbed by the presence of X. It is only in very

extreme cases when X and Y are very far apart that we could assume that their

solvation Helmholtz energies will be strictly additive, as in equation (7.131).

Because of symmetry, we could, of course, replace equation (7.132) by the

equivalent relation

DA�
X�Y ¼ DA�

Y þ DA�
X=Y : ð7:133Þ

We see that relations (7.132) and (7.133) have the same form as relation

(7.120). Placing X at a fixed position has an effect on the distribution of the

configurations of solvent molecules around X. Therefore, when we couple

the group Y at a location near X, the average work is now calculated with the

conditional distribution function as shown in (7.132). The procedure outlined

above may be generalized to include large molecules with many groups. We

shall make use of such a procedure for proteins in section 7.11.

Note that since DA�
X�Y applies to the entire molecule X�Y, the conditional

solvation Helmholtz energy DA�
X=Y does not include the direct bond energy

between X and Y. We shall see in the next section the relation between DA�
X=Y

and DA�
X , and the correlation function between the two groups.

7.7.3 Conditional solvation and the pair correlation function

In this section, we examine in some more detail the relation between the

conditional and the unconditional solvation Helmholtz energies. Consider a

solvent l at any given temperature, volume, and composition. Let s be a simple

spherical molecule. The solvation Helmholtz energy of s is given by

exp½�bDA�
s ðR1Þ� ¼ hexp½�bBsðR1Þ�i0: ð7:134Þ

Note that we have explicitly introduced the location of R1 at which we have

placed the solvation s. This is in general not necessary since all points in the

solvent are equivalent. In this section, however, we shall produce inhomo-

geneity in the solvent by introducing two particles at R1 and R2; therefore, the

recording of their locations is important. In this section, we assume that we

have a dilute solution of s in a solvent. Theoretically, we can think of having just

one s in a pure solvent. The symbol h i0 stands for an average over all the

configurations of the solvent molecules in the T, V, N ensemble, i.e.,

hexp½�bBsðR1Þ�i0 ¼
Z

� � �
Z

dXNP0ðXN Þ exp½�bBsðR1,X
N Þ� ð7:135Þ
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where P0(X
N) is the probability density of finding a configuration XN, i.e.,

P0ðXN Þ ¼ exp½�bUðXN Þ�R � � � R dXN exp½�bUðXN Þ� : ð7:136Þ

Suppose we have one solute at R1 and we introduce a second solute at a

different location R2. The corresponding work is obtained by taking the ratio of

the two partition functions

exp½�bDA�
s ðR2=R1Þ� ¼ QðT ,V ,N ;R1,R2Þ

QðT ,V ,N ;R1Þ

¼
R � � � R dXN exp½�bUðXN Þ � bBsðR1Þ � bBsðR2Þ � bUðR1,R2Þ�R � � � R dXN exp½�bUðXN Þ � bBsðR1Þ�

¼ exp½�bUðR1,R2Þ� exp½�bBsðR2Þ�h iR1:
ð7:137Þ

Here, U(R1, R2) is the direct interaction between the two solutes at R1, R2,

and the symbol h iR1
stands for a conditional average, i.e., an average over all

configurations of the solvent molecules, given one solute at R1. The corre-

sponding conditional density is

PðXN=R1Þ ¼ exp½�bUðXN Þ � bBsðR1Þ�R � � � R dXN exp½�bUðXN Þ � bBsðR1Þ�
ð7:138Þ

Equation (7.137) can be rewritten in another equivalent form as

exp½�bDA�
s ðR2=R1Þ� ¼ hexp½�bUðR1,R2Þ�i hexp½�bBssðR1,R2Þ�i0

hexp½�bBsðR1Þ�i0
ð7:139Þ

where Bss(R1, R2)¼Bs(R1)þBs(R2). Equation (7.139) can be rearranged into

exp½�bDA�
s ðR2=R1Þ� ¼ gðR1,R2Þ exp½�bDA�

s ðR1Þ�: ð7:140Þ
Thus, the correlation function g(R1, R2) ‘‘connects’’ the solvation Helmholtz

energy on the first ‘‘site’’ and on the second ‘‘site.’’ Equation (7.140) can also be

rewritten as

W ðR1,R2Þ ¼ DA�
s ðR2=R1Þ� � DA�

s ðR2Þ: ð7:141Þ
This means that the potential of mean force is the same as the solvation

Helmholtz energy at R2 given a particle at R1, minus the solvation Helmholtz

energy at R2. In other words the difference between the conditional and the

unconditional quantities on the rhs of (7.141) is equal to the work required to

bring the second s from infinity to position R2, given that another s is already
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placed at R1. If we are dealing with two different solutes, say s1 and, s2 then ,

instead of (7.141) we write

Ws1;s2ðR1,R2Þ ¼ DA�
s2=s1

ðR2=R1Þ � DA�
s2
ðR2Þ

¼ DA�
s1=s2

ðR1=R2Þ � DA�
s1
ðR1Þ: ð7:142Þ

In (7.142), we have written the work of bringing the two solutes from infinity to

the positions R1 and R2 in two equivalent forms. The result of the two steps is

the same work Ws1,s2
(R1, R2).

In the aforementioned examples, the conditional solvation Helmholtz energy

includes the direct interaction between the two solute particles, as well as the

effect of the solvent. In some applications it is found useful to exclude the direct

interaction. This occurs whenever we want to estimate the contributions to the

solvation Helmholtz energy of each part of a combined solute. In our defini-

tions of both DA�
s ðR1Þ and DA�

s ðR2=R1Þ, we transferred one solute s from a

fixed position in an ideal gas into the liquid. Now suppose that we are given

a pair of solutes at a distance R¼ jR2�R1j in an ideal gas. This pair of solutes

can be viewed as a single molecule. We wish to know the contribution of

each particle (1 and 2) to the Helmholtz energy of solvation of the pair. The

latter is

exp½�bA�
ssðR1,R2Þ� ¼ hexp½�bBssðR1,R2Þ�i0: ð7:143Þ

Instead of transferring the pair as a single entity, we first transfer one particle.

The solvation Helmholtz energy change is almost the same as in (7.134) but we

must also add the energy required to break the S–S bond in the vacuum. In the

second step, we transfer the second particle; the corresponding work is now

exactly as in (7.139) where we now gain the S–S bond energy in the liquid.

Therefore, in the entire process, the direct interaction, between the two solutes

cancel out.

Thus, instead of equation (7.140), we now write the corresponding relation

excluding the direct interaction. First, define

yðR1,R2Þ ¼ gðR1,R2Þ exp½bUðR1,R2Þ� ð7:144Þ
and rewrite the analog (7.140) as

hexp½�bBsðR2Þ�iR1
¼ yðR1,R2Þhexp½bBsðR1Þ�i0: ð7:145Þ

Note that the average on the rhs of (7.145) is the same as in (7.134); i.e., this

is the same as the solvation Helmholtz energy of one s particle in a pure

solvent. On the lhs of (7.145), we have the conditional solvation Helmholtz

energy as in (7.137), but excluding the direct interaction between the two
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solutes. Note that since the solute at R1 affects the distribution of the solvent

configurations, the average on the lhs of (7.145) is different from the average on

the rhs of (7.145).

Another useful form of y(R1, R2) is

yðR1,R2Þ ¼ hexp½�bBsðR2Þ�iR1

hexp½�bBsðR1Þ�i0
¼ hexp½�bBssðR1,R2Þ�i0

hexp½�bBsðR1Þ�i20
: ð7:146Þ

Note that both averages on the rhs of (7.146) are taken with the distribution

function of the pure solvent (7.136). If jR1�R2j !1, the two solutes are

uncorrelated and the average in the numerator of (7.146) can be factored into a

product of two averages, i.e.,

hexp½�bBssðR1,R2Þ�i0 ¼ hexp½�bBsðR1Þ�i20: ð7:147Þ
In this case we have

yðR1,R2Þ ¼ 1, jR1 � R2j ! 1 ð7:148Þ
which means that there is no solvent-induced correlation.

7.8 Solvation of a molecule having internal
rotational degrees of freedom

So far, in all of our discussions of the solvation phenomena, we assumed that

the internal partition function is not affected by the solvent; i.e., qs was assumed

to be the same in the gas or in the liquid state. This assumption is approxi-

mately correct for the internal partition function of simple molecules in a simple

solvent. There is one important exception where we must take into account the

solvent effects even in simple solvents: the case in which the molecule can have

different conformations, each with a different rotational partition function.

Clearly, for large polymers, the rotational partition function of the extended

polymer differs significantly from the rotational partition function of a com-

pact conformer of the same molecule. Since these two conformations have

different binding energies to the solvent, the relative weights given to each

conformation will be different in the gas and in the liquid state. We shall

demonstrate this effect for a small molecule such as butane (figure 7.6) and

then generalize to larger polymers.

Consider a solute s with internal rotational degrees of freedom. We assume

that the vibrational, electronic, and nuclear partition functions are separable

and independent of the configuration of the molecules in the system. We define

the pseudo-chemical potential of a molecule having a fixed conformation Ps as

the change in the Helmholtz energy for the process of introducing s into the
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system l (at fixed T, V) in such a way that its center of mass is at a fixed position

Rs. If we release the constraint on the fixed position of the center of mass, we

can define the chemical potential of the Ps conformer in the gas and liquid

phases as follows:

mgs ðPsÞ ¼ m�g
s ðPsÞ þ kT ln rgs ðPsÞL3

s ð7:149Þ
mlsðPsÞ ¼ m�l

s ðPsÞ þ kT ln rlsðPsÞL3
s : ð7:150Þ

Note that the rotational partition function of the entire molecule, as well as the

internal partition functions of s, are included in the pseudo-chemical potential.

In classical systems, the momentum partition function L3
s is independent of the

environment, whether it is a gas or a liquid phase.

The solvation Helmholtz energy of the Ps conformer is defined as

Dm�
s ðPsÞ ¼ m�l

s ðPsÞ � m�g
s ðPsÞ

¼ �kT lnhexp½�bBsðPsÞ�i0 ð7:151Þ
i.e., this is the Helmholtz energy of transferring an s molecule, having a fixed

conformation, from a fixed position in g to a fixed position in l. If we assume

that all vibrational, electronic, and nuclear degrees of freedom are not affected

by this transfer from g to l, we can write the second equality on the rhs of

equation (7.151).

We now wish to find an expression for the Helmholtz energy of solvation of

the molecule s, without specifying its conformation. We do this in two steps,

and for convenience we use the T, V, N ensemble. Suppose first that s can attain

only two conformations A and B, say the cis and trans conformations of a given

molecule at equilibrium (figure 7.6). The pseudo-chemical potential of the

conformer A is the change in the Helmholtz energy for placing an Amolecule at

a fixed position in l. The corresponding statistical-mechanical expression is

expð�bm�l
A Þ ¼ qA

R
dXN d�A exp½�bUN ðXN Þ � bBAðXN Þ � bU �ðAÞ�

ð8p2Þ R dXN exp½�bUN ðXN Þ�
ð7:152Þ

where BA(X
N) is the binding energy of A to the rest of the system of

N molecules at a specific configuration XN. U �(A) denotes the intramolecular

CH3 CH3 CH3

CH2 CH2 CH2 CH2

CH3

Cis Trans

Figure 7.6 Schematic description of n-butane. Here we show only two conformers: the cis and trans.
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potential or the internal rotation potential function of s in the state A. We also

assume that qA has the form

qA ¼ qvqeqr;A ð7:153Þ
where qv and qe are presumed to be independent of the conformation as well as

of the solvent. qr,A is the rotational partition function of the entire molecule in

state A. Clearly, since the two conformations have different moments of inertia,

they will also have different rotational partition functions.

Equation (7.152) may be rewritten as

expð�bm�l
A Þ ¼ qA exp½�bU �ðAÞ�hexpð�bBAÞi0 ð7:154Þ

where the average is over all the configurations of the Nmolecules in the system

excluding the solvaton A. Likewise, in the gaseous phase, we have

expð�bm�g
A Þ ¼ qA exp½�bU �ðAÞ�: ð7:155Þ

Hence, the solvation Helmholtz energy of the conformer A is obtained from

(7.154) and (7.155) i.e.,

expð�bDm�l
A Þ ¼ hexpð�bBAÞi0: ð7:156Þ

A similar expression holds for the conformer B.

To obtain the connection between Dm�l
A , Dm

�l
B , and Dm�l

s , we start with the

equilibrium condition

mls ¼ mlA ¼ mlB ð7:157Þ
or equivalently

m�l
s þ kT ln rlsL

3
s ¼ m�l

A þ kT ln rlAL
3
s ¼ m�l

B þ kT ln rlBL
3
s ð7:158Þ

where rls ¼ rlA þ rlB and rlA and rlB are the densities of A and B at equilibrium.

Equation (7.158) may be rearranged to obtain

expð�bm�l
s Þ ¼ rls

rlA
expð�bm�l

A Þ ð7:159Þ

and similarly

expð�bm�l
s Þ ¼ rls

rlB
expð�bm�l

B Þ: ð7:160Þ

On multiplying equation (7.159) by xlA, and equation (7.160) by xlB, and adding

the resulting two equations (where xlA ¼ rlA=r
l
s and xlB ¼ 1� xlA), we get

expð�bm�l
s Þ ¼ expð�bm�l

A Þ þ expðbm�l
B Þ ð7:161Þ

which is the required connection between the three pseudo-chemical poten-

tials. Equation (7.161) is equivalent to the statement that the partition func-

tion of a system with one additional s particle at a fixed position is the sum
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of the partition function of the same system with one A particle at a fixed

position and the partition function of the same system with one B particle at a

fixed position.

We now write the corresponding expression for the ideal-gas phase, namely,

expð�bm�g
s Þ ¼ expð�bm�g

A Þ þ expðbm�g
B Þ: ð7:162Þ

Taking the ratio between expressions (7.161) and (7.162), with the aid of

equations (7.154) and (7.156), we obtain

expð�bDm�l
s Þ

¼ qA exp½�bU �ðAÞ� expð�bDm�l
A Þ þ qB exp½�bU �ðBÞ� expð�bDm�l

B Þ
qA exp½�bU �ðAÞ� þ qB exp½�bU �ðBÞ�

ð7:163Þ
or equivalently,

expð�bDm�l
s Þ ¼ y

g
A expð�bDm�l

A Þ þ y
g
B expð�bDm�l

B Þ ð7:164Þ
where y

g
A and y

g
B are the equilibrium mole fractions of A and B in the gaseous

phase. These are defined by

y
g
A ¼ qA exp½�bU �ðAÞ�

qA exp½�bU �ðAÞ� þ qB exp½�bU �ðBÞ� , y
g
B ¼ 1� y

g
A: ð7:165Þ

Equation (7.164) is the required relation between the solvation Helmholtz

energy of the solute s and the solvation Helmholtz energies of the two con-

formers A and B. Note that if qv and qe are the same for the two conformations,

they will cancel in (7.165) and (7.163). What remains is only the rotational

partition function of the two conformers. Generalization to the case with n

discrete conformations is straightforward: if there are n conformers, we have

instead of (7.163) and (7.164)

expð�bDm�l
s Þ ¼

Pn
i¼1 qi exp½�bU �ðiÞ�hexpð�bBiÞi0P

i qi exp½�bU �ðiÞ�
¼
Xn
i¼1

y
g
i expð�bDm�l

i Þ ð7:166Þ

and for the continuous case , we have

expð�bDm�l
s Þ ¼

R
dPs qðPsÞ exp½�bU �ðPsÞ�hexp½�bBðPsÞi0R

dPs qðPsÞ exp½�bU �ðPsÞ�
¼
Z

dPs y
gðPsÞ exp½�bDm�lðPsÞ� ¼ hhexp½�bBðPsÞ�i0i:

ð7:167Þ
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Here, q(Ps) denotes the rotational, vibrational, etc., partition function of a

single s molecule at a specific conformation. Ps , y
g (Ps) dPs is the mole fraction

of s molecules at conformations between Ps and Psþ dPs. The final expression

on the rhs of equation (7.167) is a double average quantity; one, over all

configurations of the Nmolecules (excluding the solvaton) and the second (the

outer average), over all the conformations of the s molecule with distribution

function yg(Ps).

The chemical potential of s in an ideal gas phase can now be written as

migs ¼ m�g
s þ kT ln rgsL

3
s

¼ �kT ln

Z
dPs qðPsÞ exp½�bU �ðPsÞ�

	 �
þ kT ln rgsL

3
s

¼ �kT ln q
g
int þ kT ln rgsL

3
s ð7:168Þ

where the term in the curly brackets can be interpreted as the internal partition

function of a single s in the gas phase. This is denoted by q
g
int.

In the liquid state we have the corresponding equation for the chemical

potential of s

mls ¼ m�l
s þ kT ln rlsL

3
s

¼ �kT ln

Z
dPs qðPsÞ exp½�bU �ðPsÞhexp½�bBðPsÞ�i0

	 �
þ kT ln rlsL

3
s :

ð7:169Þ
Here we cannot separate the internal partition function from the coupling

work. The reason is that each conformation has a different binding energy to

the solvent. In a formal way, we can use the definition of q
g
int from (7.168) to

rewrite (7.169) as

mls ¼ �kT ln q
g
int þ Dm�l

s þ kT ln rlsL
3
s : ð7:170Þ

In (7.170), the first term on the rhs is the same as in (7.168) but Dm�l
s includes

both the coupling work of all the conformations, as well as the effect of the

solvent on the internal degrees of freedom of the molecule.

In (7.165), we have written the mole fraction of the A and B conformers.

These are also the probabilities of finding the solute s in A or B, respectively.

When the conformation changes continuously, say in butane, as a function of

the dihedral angle f, (7.165) generalizes to

ygðfÞ ¼ qðfÞ exp½�bU �ðfÞ�R 2p
0

df qðfÞ exp½�bU �ðfÞ� ð7:171Þ
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where yg(f) df is the probability of finding the molecule at angle between f
and fþ df. Likewise, in the solution, the probability density is

ylðfÞ ¼ qðfÞ exp½�bU �ðfÞ � bDm�ðfÞ�R 2p
0

df qðfÞ exp½�bU �ðfÞ � bDm�ðfÞ�
: ð7:172Þ

The difference between (7.171) and (7.172) is the addition of the solvation

Gibbs energy Dm�(f). Note, that yg(f) and yl(f) are the actual distribution

of the f conformers for butanes in the ideal gas, and in the liquid phase. A

related function, which has been calculated theoretically and by simulations

[Rosenberg et al (1982), Jorgensen (1982), Jorgensen and Buckner (1987),

Tobias and Brooks (1990), Zichi and Rossky (1986), Imai and Hirata (2003)], is

the dihedral distribution of a molecule lacking translation and rotational

degrees of freedom (i.e., as if we were holding the orientation of the C2�C3

bond fixed and measure the distribution of the angle of rotation about this

bond). This function s(f) is obtained from yg(f) or yl(f) by eliminating the

rotational partition function q(f) in (7.171) and (7.172).

Figure 7.7 shows the qualitative change in the distribution s(f) when the

molecule is transferred from an ideal gas into aqueous solution. Note that the

trans conformer (f¼ p) dominates in the gaseous phase. In the liquid phase

there is a shift of the distribution in favor of the gauche conformers (f¼ p/3)
and (f¼ 5p/3).

The solvation Gibbs energy of the solute s, in this case, is given by

exp ½�bDm�l
s � ¼

Z
dfygðfÞ exp½�bDm�ðfÞ� ð7:173Þ

which is a particular case of (7.167), for a solute with one internal rotation.
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f

trans

gauche gauche

Figure 7.7 The angle distribution of butane, s(f), in the gaseous phase (dashed line) and in the aqueous
phase (solid line). The particular illustration here is an ‘‘average’’ result taken from various sources
(see text).
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In this section, we have arrived at the expression for Dm�l
s by relying on the

equilibrium conditions (7.157) among the different conformers.

It is instructive to re-derive this expression in a stepwise process, as depicted

in figure 7.8. This stepwise process will also be helpful in understanding the

process of solvation as carried out in the case of dissociable solute and will be

discussed in the next section. The process of solvating s is carried out in five

steps as depicted in figure 7.8. For convenience, we shall use the case of discrete

species, i.e., the solute s is distributed among n isomers with mole fractions y
g
i .

We can use the language of either a single-solvaton in the system distributed

with probability y
g
i , or of a one-mole-of-solvatons distributed with mole

fractions y
g
i . The latter is easier to visualize. We also assume that this mole of

solvatons are far apart from each other hence, independent. For simplicity, we

also assume that the solvent initially does not contain any solutes. We shall start

with one mole s in an ideal gas phase. Each molecule has full translational and

rotational freedom.

In the first step, we convert all the mole of s molecules into one specific

isomer say i¼ 1. The corresponding change in Gibbs energy (in the T, P, N

ensemble) is

DG1 ¼ ½m�g
1 þ kT ln rgsL

3
s � �

X
y
g
i ½m�g

i þ kT ln rgi L
3
s �: ð7:174Þ

Since rgi =r
g
s ¼ y

g
i is the mole fraction of the isomer i in the gaseous phase, we

can rewrite (7.174) as

DG1 ¼ ½m�g
1 �

X
y
g
i m

�g
i � �

X
kTy

g
i ln y

g
i : ð7:175Þ
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conf.
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5
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l

Figure 7.8 The five-step process of transferring butane from the gaseous to the liquid phase
(conf.¼ conformation, pos.¼ position).
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Note that there are two contributions to DG1. One, in squared brackets,

resulting from the changes in the energetics of all the species when transformed

into the specific species i¼ 1. The second is the increase in the Gibbs energy due

to the loss of identity of the n distinguishable species (i.e., different conformers).

This quantity is often referred to as the demixing free energy. It is not! In this

process, we do not demix anything. Instead we have a process where we had

initially n different species transformed into one specific species (i.e., the con-

former i¼ 1). We shall refer to this process as assimilation. Assimilation

involves an increase in Gibbs energy (or decrease in entropy). See Appendix H

and I for more details.

Next, we freeze the translational degrees of freedom of this mole of single

species. The change in Gibbs energy is

DG2 ¼ �kT ln r g
s L

3
s ð7:176Þ

where rgs is the density of this particular single species in the gaseous phase.

In the third step, we solvate the species i¼ 1. This involves the change

DG3 ¼ m�l
1 � m�g

1 : ð7:177Þ
Next, we liberate the solvatons from their fixed positions in l. The corre-

sponding change in Gibbs energy is

DG4 ¼ kT ln rlsL
3
s : ð7:178Þ

Finally, we release the constraint on the conformer i¼ 1 and allow the solvaton

to reach an equilibrium among the species but with a new distribution yli in the

liquid phase. The corresponding Gibbs energy change is

DG5 ¼
X
i

ylim
�g
i � m�l

1

" #
þ
X
i

kTyli ln y
l
i : ð7:179Þ

Again, DG5 consists of two parts: one due to the change in the internal ener-

getics upon transferring the species i¼ 1 into n species (n conformers); the

second is due to the process of acquiring new identities, i.e., one species is split

into n different species. We refer to this process as deassimilation. The deas-

similation process always involves a decrease in Gibbs energy (or increase in

entropy). Again, we note that the latter quantity is often referred to as the

mixing free energy. Obviously, it is not. There is no process of mixing in this

step, as there is no process of demixing in step one. We now combine the

change in the Gibbs energies of the five steps to obtain

X5
k¼1

DGk ¼
X
i

ylim
�l
i þ kT ln

X
i

yli ln r
l
i �
X
i

y
g
i m

�g
i � kT ln

X
i

y
g
i ln r g

i

¼
X
i

ylim
l
i �
X
i

y
g
i m

g
i : ð7:180Þ
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Note that (7.180) does not depend on the choice of the particular species i¼ 1.

We could have chosen any other species for carrying out the solvation step.

Using the equilibrium conditions among all the species in both phases

mls ¼ ml1 ¼ ml2 ¼ � � � ¼ mln
mgs ¼ mg1 ¼ mg2 ¼ � � � ¼ mgn ð7:181Þ

we can reach the conclusion thatXn
k¼1

DGk ¼Dm�l
s ¼ m�l

s � m�g
s ð7:182Þ

which is the solvation Gibbs energy of the solvaton s (i.e., the solute at its

equilibrium distribution with respect to all conformers). As we have seen in

(7.166), Dm�
s can be expressed in terms of the solvation Gibbs energies of all the

species as

exp½�bDm�l
s � ¼

X
y
g
i exp½�bDm�l

i �: ð7:183Þ

As a direct result of the equilibrium condition between all the species, we can

write the mole fraction of the species i as

yli ¼
qi exp½�bU �

i � bDm�
i �P

qi exp½�bU �
i � bDm�

i �
: ð7:184Þ

7.9 Solvation of completely dissociable solutes

In section 7.2, we introduced the process of solvation as the process of transferring

a single molecule from a fixed position in an ideal-gas phase to a fixed position in

the liquid. For solutes which do not dissociate into fragments, the solvation

Helmholtz or Gibbs energy is related to experimental quantities by the equation

DG�l
s ¼ kT lnðrigs =rlsÞeq: ð7:185Þ

In this section, we generalize this relation to solutes which dissociate in the

liquid. The most important solutes of this kind are electrolytes, but the treat-

ment is general and applies to any type of dissociable solutes.

We consider a molecule which is only in a state of a dimer D in the gaseous

phase. When introduced into the liquid, it completely dissociates into two frag-

ments A and B. Of foremost importance is the case of ionic solutes; e.g.,Dmay be

KCl, then A and B are Kþ and Cl� , respectively. For simplicity, we assume that A

and B do not have any internal degrees of freedom. The generalization in the case

of multi-ionic solutes and polynuclear ions is quite straightforward.
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The relevant solvation process is depicted in figure 7.9. Since the particles are

presumed not to possess any internal degrees of freedom, the Gibbs energy of

solvation of the pair of ions is simply the coupling work of A and B to the liquid

phase l; thus

DG�
AB ¼ W ðA,BjlÞ: ð7:186Þ

For simplicity, we shall use below the T, V, N ensemble. Hence, we shall derive

an expression for DA�
AB. However, it is easy to show that DA�

AB at constant T, V

is the same quantity as DG�
AB at constant T, P, provided that the exact volume in

the former is equal to the average volume in the latter.

Consider a system of NW solvent molecules, say water, and ND solute

molecules contained in a volume V at temperature T. By ‘‘solute,’’ we mean

those molecules D for which we wish to evaluate the solvation thermodynamic

quantities. The ‘‘solvent,’’ which is usually water, may be any liquid or any

mixture of liquids and could contain any number of other solutes besides D. In

the most general case, NW will be the total number of molecules in the system

except those that are counted as ‘‘solutes’’ in ND. However, for notational

simplicity, we shall treat only two-component systems, W and D.

For a system of NW solvent molecules and ND solute molecules at given V, T,

the corresponding partition function is

QðT ,V ,NW ,NDÞ ¼ qNw

W qNA

A qNB

B

R
dXNwdXNAdXNB exp½�bUðNW ,NA,NBÞ�
L3Nw

w L3NA

A L3NB

B NA!NB!Nw !
:

ð7:187Þ
In writing (7.187), we have assumed that the solute molecules are completely

dissociated into A and B in the liquid; U(Nw, NA, NB) is the total potential

energy of interaction among the Nw , NA and NB molecules at a specific

configuration (with ND¼NA¼NB).

We next add one dimer D, or equivalently one A and one B, to the liquid in

two ways: first, without any further restrictions; and second, with the constraint

that A and B be placed at two fixed positions RA and RB, respectively. The

Figure 7.9 The solvation process of two
fragments A and B. This is a straightforward
generalization of the process of solvation of a
solute s as depicted in figure 7.2.
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corresponding partition functions are

QðT ,V ,NW ,ND þ 1Þ

¼ qNw

W qNAþ1
A qNBþ1

B

R
dRA dRB

R
dXNwþNAþNB exp½�bUðNw ,ND þ 1Þ�

L3Nw

w L3ðNAþ1Þ
A L3ðNBþ1Þ

B NW !ðNA þ 1Þ!ðNB þ 1Þ!
ð7:188Þ

and
QðT ,V ,NW ,ND þ 1;RA,RBÞ

¼ qNw

W qNAþ1
A qNBþ1

B

R
dXNwþNAþNB exp½�bUðNw ,ND þ 1Þ�

L3Nw

w L3NA

A L3NB

B Nw !NA!NB!
: ð7:189Þ

The differences in the two partition functions (7.188) and (7.189) should be

noted carefully. In equation (7.188), we have two more integrations over RA

and RB, and also one more L3
A and one more L3

B. Also, we have (NAþ 1)! and

(NBþ 1)! in equation (7.188), but only NA! and NB! in (7.189). All these dif-

ferences arise from the constraint we have imposed on the locations RA and RB

in equation (7.189). The total potential energies of interaction in the two

systems are related by the equation
UðNW ,ND þ 1Þ ¼ UðNw ,NDÞ þ UABðRA,RBÞ þ BDðRA,RBÞ ð7:190Þ

where a shorthand notation is used for the configuration of the system, except for

RA and RB. The quantity UAB(RA, RB) is the direct interaction potential between

A and B being at RA and RB, respectively; BD(RA, RB) is the ‘‘binding energy,’’ i.e.,

the total interaction energy between the solvaton, i.e., the pair A and B at (RA,

RB) and all the other particles in the system at some specific configuration.

The chemical potential of the solute D in the liquid l is obtained from the

partition functions in equations (7.187) and (7.188):

m l
D ¼ � kT ln

�
QðT ,V ,Nw , ND þ 1

QðT ,V ,Nw , NDÞ
�

¼ � kT ln qAqB

Z
dRA dRB exp½�bUABðRA,RBÞ�

�	

�
Z

dXNwþNAþNB exp½�bUðNw ,NDÞ � bBDðRA,RBÞ�
�
:

�
�
L3

AL
3
BðNA þ 1ÞðNB þ 1Þ

Z
dXNwþNAþNB exp½�bUðNw ,NDÞ�

��1�

¼ � ln
qAqB

L3
AL

3
BðNA þ 1ÞðNB þ 1Þ

(

�
Z

dRA dRB exp½�bUABðRA,RBÞ� exph ð�bBDÞi�
)

ð7:191Þ
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Here the symbol h i� stands for an average over all configurations of the

NwþNAþNB particles excluding only the solvatons A and B at RA and RB.

Equation (7.191) may be transformed into a simpler form as follows. The

pair distribution function for the species A and B in the liquid is defined by

rð2Þ
ABðRA,RBÞ ¼ ðNA þ 1ÞðNB þ 1Þ

�
R
dXNwþNAþNB exp½�bUðNw ,ND þ 1Þ�R

dXNwþðNAþ1ÞþðNBþ1Þ exp½�bUðNw ,ND þ 1Þ� : ð7:192Þ

The pair distribution function at infinite separation is denoted by rð2Þ
ABð1Þ. We

now write the following ratio:

rð2Þ
ABðRA,RBÞ
rð2Þ
ABð1Þ

¼
R
dXNwþNAþNB exp½�bUðNw ,NDÞ � bBDðRA,RBÞ � bUABðRA,RBÞ�R

dXNwþNAþNB exp½�bUðNw ,NDÞ � bBDð1Þ � bUABð1Þ�
ð7:193Þ

where we have used equation (7.190) and also introduced the notation BD(1)

and UAB(1) for the binding energy and interaction energy at infinite separa-

tion, respectively. Using now the same probability distribution as was used in

relation (7.191), we rewrite equation (7.193) in the form

rð2Þ
ABðRA,RBÞ
rð2Þ
ABð1Þ

¼ exp½�bUABðRA,RBÞ�hexp½�bBDðRA,RD�Þi�
exp½�bUABð1Þ�hexp½�bBDð1Þ�i�

: ð7:194Þ

Equation (7.194) is now introduced into relation (7.191) to obtain

mlD

¼ �kT ln
qAqB

R
dRAdRBr

ð2Þ
ABðRA,RBÞ exp½�bUABð1Þ�hexp½�bBDð1Þ�i�

L3
AL

3
BðNA þ 1ÞðNB þ 1Þrð2Þ

ABð1Þ

 !
:

ð7:195Þ
We can further simplify (7.195) as follows.

Since we define our zero potential energy at RAB¼1, we have UAB(1)¼ 0.

Also at RAB¼1, we have rð2Þ
ABð1Þ ¼ rArB. The normalization condition for

rð2Þ
AB in a closed system isZ

dRA dRBr
ð2Þ
ABðRA,RBÞ ¼ ðNA þ 1ÞðNB þ 1Þ: ð7:196Þ
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Hence, expression (7.195) can be rewritten in the final form:

mlD ¼ �kT lnhexp½�bBDð1Þ�i� þ kT ln
rArBL

3
AL

3
B

qAqB

� �
: ð7:197Þ

Note that in relation (7.191), we wrote mlD as an average over all possible

locations of A and B; the simplification achieved in equation (7.197) was

rendered possible because there is equilibrium among all pairs of A and B at any

specific configuration RA, RB. This fact allows us to choose one configuration

RAB¼1 and use it to obtain the simplified form of the chemical potential mlD.
Next, we identify the liberation Helmholtz energy of the pair A and B. For

any specific configuration, this may be obtained from the ratio of the partition

functions (7.188) and (7.189), i.e.,

DAðLibÞ

¼ �kT ln
QðT ,V ,Nw ,ND þ 1Þ

QðT ,V ,Nw ,ND þ 1;RA,RAÞ

¼ �kT ln

R
dRAdRB

R
dXNwþNAþNB exp½�bUðNw ,ND þ 1Þ�

L3
AL

3
BðNA þ 1ÞðNB þ 1ÞRdXNwþNAþNB exp½�bUðNw ,ND þ 1Þ�Þ

 !

¼ kT ln½L3
AL

3
B r

ð2ÞðRA,RBÞ� ð7:198Þ

which is a generalization of the expression for the liberation Helmholtz energy

of one particle. Here, the liberation Helmholtz energy depends on the parti-

cular configuration of A and B from which these particles are being released.

For our application, we only need the liberation energy at infinite separation

namely,

DAðLib,1Þ ¼ kT lnðL3
AL

3
BrArBÞ: ð7:199Þ

Extracting the liberation Helmholtz energy (7.199) from (7.197), we can

identify the pseudo-chemical potential of the pair A and B, i.e.,

m�
D ¼ DA�

AB � kT ln qAqB
¼ �kT lnhexp½�bBDð1Þ�i� � kT ln qAqB: ð7:200Þ

The chemical potential of D in the gaseous phase, where it is assumed to exist

only in dimeric form, is simply

mgD ¼ kT ln rgDL
3
Dq

�1
D ð7:201Þ

where rgD is the number density and L3
D the momentum partition function

of D ; qD includes the rotational, vibrational, and electronic partition functions
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of D. For all practical purposes, we may assume that the dimer D at room

temperature is in its electronic and vibrational ground states. We also assume

that the rotation may be treated classically; hence, we write

qD ¼ qrot expð�1
2
bhvÞ expð�beelÞ ¼ qrot expðbD0Þ ð7:202Þ

where eel¼UAB(s)�UAB(1) is the energy required to bring A and B from

infinite separation to the equilibrium distance RAB¼ s. The experimental

dissociation energy, as measured relative to the vibrational zero-point energy, is

D0 ¼ �1
2
hv � eel ¼ �1

2
hv � ½UABðsÞ � UABð1Þ� ð7:203Þ

where 1
2
hv is the zero-point energy for the vibration D. Note that in the case of

an ionic solution we can either separate the two ions from s to 1, or first

separate the neutral atoms and then add the ionization energy and electron

affinity of the cation and anion, respectively. Using the equilibrium condition

for D in the two phases, and assuming for simplicity that qA¼ qB¼ 1, we have

0 ¼ mlD � mgD
¼ ½�kT lnðrgDL3

Dq
�1
rotÞ � 1

2
hv� þ ½UABð1Þ � UABðsÞ�

� kT lnhexp½�bBDð1Þ�i� þ ½kT ln rArBL
3
AL

3
B� ð7:204Þ

From Equation (7.204), we can eliminate the required Helmholtz energy of

solvation of the pair AB to obtain the final relation

DA�
AB ¼ �kT lnhexp½�bBDð1Þ�i�

¼ �D0 þ kT ln
L3

D

L3
AL

3
Bqrot

 !
rgD
rlAr

l
B

� �
eq

: ð7:205Þ

We see that in this case we need not only the number densities of D and of A

and B at equilibrium, but also the molecular quantitiesL3
A,L

3
B,L

3
D, qrot, and D0.

Some numerical values of DA�
AB are given in Ben-Naim (1987).

Equation (7.204) corresponds to the following stepwise process. At equili-

brium mlD ¼ mgD. We first ‘‘freeze in’’ the translational and rotational degrees of

freedom of D, then separate the two fragments A and B from their equilibrium

distance to two fixed positions but at infinite separation. Next, solvate the two

fragments A and B when they are at infinite separation from each other, finally

release the two fragments to attain their liberation free energy.

In deriving equation (7.200) for the pseudo-chemical potential m�
D, we have

selected one specific distance between the two particles A and B. This was

rendered possible by using (7.194). There is an analogy between the procedure

used in section 7.8, figure 7.8, and the procedure that we took in this case.
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To see that suppose we view the molecule D in the liquid l as a mixture of

‘‘species,’’ each characterized by the distance RAB. These are the analogs of the

different conformers of the solvaton in the previous section. As in section 7.8,

since there exists chemical equilibrium between all the species, we could write

in analogy with (7.184), the ratio between the two mole fractions of the two

‘‘species’’ in (7.194). In contrast to the case of section 7.8, we have here one

particular ‘‘conformer,’’ the one for which RAB¼1, which is convenient

because of UAA(1)¼ 0. This rendered the simplification of (7.191) into

(7.195), and hence (7.200) too. A process analogous to the one carried out in

section 7.8, figure 7.8, is depicted in figure 7.10. In this process, we transfer the

two fragments from the gaseous to the liquid phase. This is slightly different

from the process discussed in this section where we assumed that A and B form

a dimmer D in the gaseous phase.

7.10 Solvation in water: Probing into the
structure of water

In this section, we demonstrate how one can use solvation Gibbs energies to

extract structural information on liquid water. We present here only a tiny part

of a very large and important field of research. For more details, see Ben-Naim

(1992).

The idea that liquid water retains much of the structure of ice upon melting

is very old. It has been used in numerous ways to explain the peculiar properties
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Figure 7.10 An analogous five-step process to transfer a dissociated solute from the gaseous phase to
the liquid phase. Here the various ‘‘conformers’’ are the various ‘‘dimers’’ defined by distance RAB (instead
of the angle f in figure 7.8). The analog of the species 1 in figure 7.8 is here the ‘‘species’’ at RAB¼1.
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of liquid water and aqueous solutions. For many years, the concept of the

structure of water (structure of water) has been defined in terms of some

mixture-model description of liquid water. The simplest model of this kind

views water as a mixture of two components; one having structure similar to

ice, and a second as a random packed fluid. The structure of water in this model

is simply the concentration, or the mole fraction of the icy component of

the liquid. In the next section, we shall define the concept of structure of water

based on a particular form assumed for the water–water pair potential.

With this definition, we shall show that from the isotope effect on the solvation

Gibbs energy of water in liquid water, we can extract a measure of the structure

of the liquid. Adding a solute to pure water will in general change the structure

of water. Again, the isotope effect of the solvation Gibbs energy of the solute

provide information on the extent of change in the structure of water induced

by the solute.

7.10.1 Definition of the structure of water

For convenience, let us start with the assumption that the water–water pair

potential has the general form (more details can be found in chapter 6 of

Ben-Naim 1992)

UðX i,X jÞ ¼ UðRijÞ þ UelðX i,X jÞ þ eHBGðX i,X jÞ ð7:206Þ

where U(Rij) is a spherically symmetric contribution to the total interaction

between two water molecules. This part may conveniently be chosen to have

the Lennard-Jones form with the appropriate parameters of neon, an atom

isoelectronic with a water molecule. Its main function is to account for the

very short-range interaction. The electrostatic interaction part Uel (Xi, Xj) may

include the interaction between a few electric multipoles, such as dipole and

quadrupoles. This part is to account for the long-range interaction between two

water molecules. The third term on the rhs of equation (7.206) is to account

for the interaction energy at intermediate distances around 2.8Å. There exists

no information on the analytical form of the potential function in this inter-

mediate range of distances. However, recognizing the known fact that two

water molecules form a hydrogen bond (HB) at some quite well-defined

configuration (Xi, Xj), we shall refer to this part of the potential as the HB part.

There have been several suggestions for an explicit form for this part of the

potential. However, for our purposes we shall not need to describe this function

in any detail. Instead, it will be sufficient to describe the most important feature
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of this function that is essential for our definition of the structure of water. This

part should be present in any reasonable pair potential used to study liquid

watery.
We assume that the HB part consists of an energy parameter eHB, which we

refer to as the HB energy, and a geometric function G(Xi, Xj), which is

essentially a stipulation on the relative configuration of the pair potential of

molecules i and j. Namely, this function attains a maximum value of unity

whenever the configuration of the two molecules is most favorable to form a

HB. Its value drops sharply to zero when the configuration deviates con-

siderably from the one required for the formation of a HB.

With this qualitative description, we define the function G(Xi, Xj) by

GðX i,X jÞ ¼
1

0

if i and j are in configurations

favorable for a HB formation

for all other configurations.

8<
: ð7:207Þ

Although we did not specify which configurations are favorable for a HB

formation, we have in mind configurations such that the O–O distance is about

2.76 Å, and that one of the O–H bonds on one molecule is directed toward one

of the lone pair electrons on the second molecule. Also, in equation (7.207), we

let the value of G(Xi, Xj) drop sharply to zero. One way of achieving such a drop

in a continuous manner is by using Gaussian functions or similar functions.

For more details, see chapter 6 in Ben-Naim (1992).

Clearly, with the aforementioned qualitative description of G(Xi, Xj), we

leave a great deal of freedom as to the manner in which we split the potential

(7.206) into its various contributions, and as to the specific form we wish to

choose for this function. The important feature that we need for our definition

of the structure of water is the following: let XN¼X1, . . . , XN be a specific

configuration of all the N water molecules in the system at some T and P. We

select one molecule, say the ith one, and define the quantity

ciðXN Þ ¼
XN
j¼1
j 6¼i

GðX i,X jÞ: ð7:208Þ

Since G(Xi, Xj) by definition (7.207) contributes unity to the sum on the rhs of

equation (7.208) whenever the jth molecule is hydrogen bonded to the ith

molecule, ci(X
N) measures the number of HBs in which the ith molecule

participates when the entire system is at the configuration XN. Based on what

y It should be stressed that (7.206) is not, and should not be, the actual pair potential for water
molecules in vacuum. The latter, even if exactly known, will not be useful in the study of the properties
of liquid water. The reason is that the structure of water is determined not only by the pair potential
but also by higher order potentials. Therefore, (7.206) should be viewed as an effective pair potential
designed for the study of the properties of liquid water.
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we know about the behavior of water molecules, ci(X
N) may attain values

between zero and four.y

When ci(XN)¼ 4, we may say that the local structure around the ith

molecule, at the configuration, XN is similar to that of ice. When ci(X
N)¼ 0,

the local structure around the ith molecule bears no resemblance to that of ice.

Hence, we can use ci(X
N) to serve as a measure of the local structure around

the ith molecule at the given configuration of the whole system.

Next, we define the average value of ci(X
N) in the T, P, N ensemble:

hci0 ¼
Z

dV

Z
dXNPðXN ,V ÞciðXN Þ ð7:209Þ

where P(XN, V) is the fundamental distribution function in the T, P, N

ensemble. Since all molecules in the system are equivalent, the average in

(7.209) is independent of the subscript i; hence, we denote this quantity hci0
and not hcii0. The subscript 0 indicates that the average is taken with the

distribution P(XN, V) for pure water; this should be distinguished from a

conditional average discussed in the following sections.

Thus, hci0 is the average number of the HBs formed by (any) single water

molecule in pure water at a given T and P. This quantity may serve as a

definition of the local structure around a given molecule in the system. The

total average of the HBs in the entire system is evidently

hHBi0 ¼ N

2
hci0: ð7:210Þ

The division by 2 is required since in Nhci0 we count each HB twice.

From the definition of ci(X
N), we may also rewrite equation (7.210) in

the form

hHBi0 ¼ N

2

Z
dV

Z
dXNPðXN ,V Þ

XN
j¼1
j 6¼i

GðX i,X jÞ

¼ 1

2

Z
dV

Z
dXNPðXN ,V Þ

XN
i¼1

XN
j¼1
j 6¼i

GðX i,X jÞ

¼
Z

dV

Z
dXNPðXN ,V Þ

XN
i¼1

i<j

XN
j¼1

GðX i,X jÞ: ð7:211Þ

y Basically, ci is a counting function, as defined in section 2.7. Because of the ‘‘on and off ’’ nature of
the HB, the distribution of ci is discrete, i.e., the ith molecule can have 0, 1, 2, 3, 4, hydrogen-bonded
neighbors.
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In subsequent sections, we shall use the last form of the rhs of relation (7.211)

as our definition of the structure of water. Clearly, either hci0 or hHBi0 can be

used for that purpose. Also, as we shall see in the following sections, we need

not assume a full pairwise additivity of the total potential energy of the system.

Instead, we require only that

UðXN Þ ¼ U 0ðXN Þ þ eHB

XN
i¼1

i<j

XN
j¼1

GðX i,X jÞ ð7:212Þ

where in U 0 we lumped together both the Lennard-Jones and the electrostatic

interactions among all the N water molecules. The pairwise additivity is

required only from the total HB interactions, as is explicitly written on the rhs

of equation (7.212).

7.10.2 General relations between solvation thermodynamics
and the structure of water

We first consider the case of a simple spherical solute s in a very dilute solution

in water w. By very dilute, we mean that all solute–solute interactions may be

neglected. Formally, this is equivalent to a system containing just one s solute

and N water molecules. Also, for convenience, we assume that the system is at a

given temperature T and volume V. The Helmholtz energy of solvation of s in

this system is

DA�
s ¼ �kT lnhexpð�bBsÞi0 ð7:213Þ

where

hexpð�bBsÞi0 ¼
R
dXN exp½�bUN ðXN Þ � bBsðRs,X

N Þ�R
dXN exp½�bUN ðXN Þ�

¼
Z

dXNPðXN Þ exp½�bBsðRs,X
N Þ�: ð7:214Þ

We have denoted by Bs(Rs, X
N) the total binding energy of s to all theN water

molecules at the specific configuration XN. The solute is presumed to be at

some fixed position Rs. However, since the choice of Rs is irrelevant to the value

of the solvation Helmholtz energy, it does not appear in the notation on the 1hs

of equation (7.214). We also note that the average h i0 is taken with the

probability distribution of the N water molecules of pure liquid water, i.e., in

the absence of a solute s at Rs. The subscript zero serves to distinguish this

average from a conditional average introduced below.
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The solvation entropy of s is obtained by taking the derivative of equation

(7.214) with respect to T, i.e.,

DS�
s ¼ �ðqDA�

s =qTÞV ;N

¼ k lnhexpð�bBsÞi0 þ
1

T
ðhBsis þ hUN is � hUN i0Þ ð7:215Þ

where the symbol h is stands for a conditional average over all configurations of
the solvent molecules, given a solute s at a fixed position Rs. This conditional

distribution is defined by

PðXN=RsÞ ¼ exp½�bUN ðXN Þ � bBsðRs,X
N Þ�R

dXN exp½�bUN ðXN Þ � bBsðRs,X
N Þ� : ð7:216Þ

The solvation energy is obtained from equations (7.213) and (7.215) i.e.,

DE�
s ¼ DA�

s þ TDS�
s ¼ hBsis þ hUN is � hUN i0: ð7:217Þ

Had we used the solvation process at constant T, P, we should have obtained

the same formal expression for DG�
s in (7.213), for DS�

s in (7.215) and for DH�
s

in (7.217), but with the interpretation of all the averages as averages in the T, P,

N ensemble.

The solvation energy as presented in equation (7.217) has a very simple

interpretation. It consists of an average binding energy of s to the system, and a

change in the average total interaction energy among all the N water molecules,

induced by the solvation process. For any solvent, this change in the total

potential energy may be reinterpreted as a structural change induced by s on the

solvent. This aspect is dealt with in great detail in chapter 5 of Ben-Naim

(1992). For the special case of liquid water, we use the split of the total potential

energy as in equation (7.212) to rewrite equation (7.217) as

DE�
s ¼ hBsis þ hU 0

N is � hU 0
N i0 þ eHBðhHBis � hHBi0Þ: ð7:218Þ

Hence, we see that DE�
s explicitly contains a term which originates from the

change in the average number of HBs in the system, induced by the solvation

process. We also note that the same term also appears in the solvation entropy

as written in equation (7.215). Furthermore, when we form the combination of

DE�
s � TDS�

s , this term cancels out. The conclusion is that any structural

change in the solvent induced by the solute might affect DE�
s and DS�s , but will

have no effect on the solvation Helmholtz energy. This conclusion has been

derived for more general processes and for more general notions of structural

changes in the solvent (Ben-Naim 1992).
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The second case of interest is the solvation of a water molecule in pure

liquid watery. Again, we assume that we have a T, V, N system and we add

one water molecule to a fixed position, say RW. The solvation Helmholtz

energy is

DA�
W ¼ �kT lnhexpð�bBW Þi0 ð7:219Þ

where h i0 indicates an average over all the configurations of the N water

molecules excluding the solvaton. The corresponding entropy and energy of

solvation of a water molecule are obtained by standard relationships. The

results are

DS�
W ¼ k lnhexpð�bBW Þi0 þ

1

T
ðhBW iW þ hUN iW � hUN i0Þ ð7:220Þ

and

DE�
W ¼ hBW iW þ hUN iW � hUN i0 ð7:221Þ

where here the conditional average is taken with the probability distribution

PðXN=XW Þ ¼ exp½�bUNþ1ðXNþ1ÞR
dXN exp½�bUNþ1ðXNþ1Þ� ð7:222Þ

which is the probability density of finding a configuration XN given one water

molecule at a specific configuration XW. Hence,

PðXN=XW Þ ¼ PðXN ,XW Þ
PðXW Þ ð7:223Þ

Formally, equations (7.220) and (7.221) are similar to the corresponding

equations (7.215) and (7.217). It follows that one can also give a formal

interpretation to the various terms as we had done before. However, since we

have here the case of pure liquid water, it is clear that the average binding

energy of a water molecule is the same as the conditional average binding energy

y We note that this quantity could note have been defined within the traditional definitions of
solvation where only a solute in dilute solutions in a solvent could be investigated. In this sense, the
new measure of solvation can be viewed as a ‘‘generalization,’’ from two to one component systems.
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of a water molecule, i.e.,

hBW iW ¼
Z

dXNPðXN=XW ÞBW

¼
R
dXNPðXN ,XW ÞBW

PðXW Þ

¼
R
dXNPðXN ,XW ÞBW

8p2=V

¼
Z

dXWdXNPðXN ,XW ÞBW

¼ hBW i0 ð7:224Þ
where hBwi0 is the average binding energy of a water molecule in a system of

pure water (of either N or Nþ 1 molecules). Furthermore,

hUN iW ¼
R
dXNPðXN ,XW ÞUN

PðXW Þ

¼
R
dXNPðXN ,XW ÞUN

8p2=V

¼
Z

dXWdXNPðXN=XW ÞUN

¼
Z

dXWdXNPðXN ,XW ÞðUNþ1 � BW Þ
¼ hUNþ1i0 � hBW i0: ð7:225Þ

Using the latter equation, we can rewrite the expression (7.221) for DE�
W in the

simpler form

DE�
W ¼ hBW i0 þ

N þ 1

2
hBW i0 � hBW i0 �

N

2
hBW i0 ¼ 1

2
hBW i0: ð7:226Þ

Thus, the solvation energy of a water molecule in pure liquid water is simply

half the average binding energy of a single water molecule. This result is, of

course, more general and applies to any pure liquid (Ben-Naim 1992).

Finally, we note that for convenience, we have used the T, V, N ensemble in

this section. Similar results may be obtained in any other ensemble as well.

7.10.3 Isotope effect on solvation Helmholtz energy and
structural aspects of aqueous solutions

In the previous section, we derived a general and formal relationship between

thermodynamics of solvation and structural changes induced in the water.

Now, we present an approximate relationship between the structure of water,
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and the isotope effect on the solvation Helmholtz energy of a water molecule.

Similarly, from the isotope effect on the solvation Helmholtz energy of an inert

solute, we can estimate the extent of structural change induced by the solute on

the solvent. The presentation in this section is quite brief. A more detailed

treatment may be found in chapter 6 of Ben-Naim (1992).

Pure liquid water

As in section (7.10.1), we assume in this section that water molecules interact

according to a potential function of the form (7.206). We also assume that H2O

and D2O have essentially the same pair potential function, except for the HB

energy parameter. It is assumed that jeHBj is slightly larger for D2O than for

H2O. We denote by eD and eH the energy parameters for D2O and H2O

respectively.

Viewing DA�
W as a function of the HB energy parameter, we expand DA�

D20

about DA�
H2O

to first order in eD-eH and obtain

DA�
D2O

¼ DA�
H2O

þ qDA�
W

qeHB

ðeD � eHÞ þ � � � ð7:227Þ

The derivative of DA�
W with respect to eHB may be obtained from the general

expression

DA�
W ¼ �kT lnhexpð�bBW Þi0

¼ �kT ln

Z
dXN expð�bUNþ1Þ=

Z
dXN expð�bUN Þ

� �

Next, we use the general form for the total potential energy (7.212) of the

systems of N and Nþ 1 particles to perform the differentiation of DA�
W with

respect to eHB. The result is

qDA�
W

qeHB

¼
R
dXN expð�bUNþ1Þ

PNþ1
i<j Gði, jÞR

dXN expð�bUNþ1Þ

�
R
dXN expð�bUNþ1Þ

PN
j<j Gði, jÞR

dXN expð�bUN Þ

¼
Z

dXNPðXN=X 0Þ
XNþ1

i<j

Gði, jÞ�
Z

dXNPðXN Þ
XN
i<j

Gði, jÞ

ð7:229Þ
where the first integral on the rhs of (7.229) is identified as a conditional

average, i.e., an average over all the configurations of the N water molecules,

252 SOLVATION THERMODYNAMICS



given one water molecule at X0. Thus, using equation (7.211), we rewrite

(7.229) as

qDA�
W

qeHB

¼ hHBiNþ1
W � hHBiN0 : ð7:230Þ

We note that the conditional average number of HBs in a system ofNþ 1 water

molecules, given that one of them is at a fixed configuration X0, will not be

changed if we release the condition. In other words, the average number of HBs

in the system of Nþ 1 water molecules is invariant to fixing the location and

orientation of one of its molecules. Hence, we may write

hHBiNþ1
W ¼ hHBiNþ1

0 ¼ N þ 1

2
hci0 ð7:231Þ

and

hHBiN0 ¼ N

2
hci0: ð7:232Þ

Hence, the derivative of DA�
W may be simplified to

qDA�
W

qeHB

¼ N þ 1

2
hci0 �

N

2
hci0 ¼ 1

2
hci0 ð7:233Þ

and the approximate relation (7.227) is now rewritten as

DA�
D2O

� DA�
H2O

ffi 1
2
hci0ðeD � eHÞ: ð7:234Þ

On the lhs we have a measurable quantity, the isotope effect on the solvation

Helmholtz energy of a water molecule in pure liquid water. On the rhs, we have

a measure of structure of pure water hci0 (see section 7.10.1). This quantity

may be evaluated if we can estimate the difference eD� eH. Relation (7.234) has

been used to estimate the structure of pure water (Marcus and Ben-Naim 1985;

Ben-Naim 1987 Ben-Naim 1992).

Dilute solution of inert solutes

We now extend the treatment for pure liquid water to dilute aqueous solutions.

We assume that the solute s does not form any HBs with the solvent molecules.

Furthermore, we assume that the solute–solvent interaction is the same

between s and H2o and between s and D2o. The solvation Gibbs energy of s is

DA�
s ¼ �kThexpð�bBsÞi0 ð7:235Þ

where the average is over all the configurations of the solvent molecules, in the

T, V, N ensemble.
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Again, viewing H2O and D2O as essentially the same liquid, except for a

small difference in the HB energy parameter, we write the following expansion

similar to equation (7.227) namely

DA�
s ðD2OÞ ¼ DA�

s ðH2OÞ þ qDA�
W

qeHB

ðeD � eHÞ: ð7:236Þ

where now the solvaton is the solute s, rather than a water molecule as in

(7.227).

The derivative of DA�
S with respect to eHB is

qDA�
S

qeHB

¼
R
dXN expð�bUN � bBSÞ

PN
i<j Gði, jÞR

dXN expð�bUN � bBSÞ

�
R
dXN expð�bUN Þ

PN
i<j Gði, jÞR

dXN expð�bUN Þ

¼ hHBiNs � hHBiN0 : ð7:237Þ

Therefore, the expansion to first order in first eD-eH becomes

DA�
s ðD2OÞ � DA�

s ðH2OÞ ffi hHBiNs � hHBiN0
� �ðeD � eHÞ: ð7:238Þ

On the lhs of equation (7.238), we have measurable quantities – the solvation

Helmholtz (or Gibbs) energy of a solute in H2O and in D2O. On the rhs, we

have the quantity hHBiNs � hHBiN0
� �

, which measures the change in the

average number of HBs in a system of N water molecules, induced by

the solvation process. This may be estimated, provided we have an estimated

value for the difference eD� eH. Thus, whereas in (7.234) we obtained an

estimate of the structure of pure water, here we got an estimate of the structural

changes induced by a simple solute. More details can be found in Ben-Naim

(1992).

7.11 Solvation and solubility of globular proteins

We end this long chapter with a brief discussion of a very important subject of

intensive research. We present here only a few aspects of protein solvation.

Since proteins do not have any measurable vapor pressure, their solvation

Gibbs energy cannot be measured. It is also extremely difficult to compute it

either theoretically or by simulation methods. However, owing to the utmost
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importance in understanding biochemical processes involving proteins (such as

protein folding, binding of small molecules to proteins or binding of proteins

to DNA), it is worthwhile to invest time and effort, if only to gain a feeling for

the degree of complexity of the solvation of these molecules.

As we have noted in section 7.1, the solvation Gibbs energy of molecules is

needed whenever we are interested in the standard Gibbs energy of a reaction

carried out in a solvent. We have seen that if we know the solvation Gibbs

energies of all the molecules involved in a chemical reaction, we can calculate

the equilibrium constant of the reaction in the liquid, from the knowledge of

the equilibrium constant of the same reaction in the gaseous phase. Protein

folding is an example of such a reaction, which we write as

U ! F ð7:239Þ
where U and F are the unfolded and the folded forms of the protein. Clearly,

knowing the solvation Gibbs energies of both U and F will tell us quantitatively

why and to what extent the folded form is much more stable in aqueous

solutions than the unfolded form. Studying the dependence of the solvation

Gibbs energy on temperature, pressure and solvent composition will also tell us

when we can expect to observe destabilization of the folded form leading to

denaturation of the protein.

Clearly, the solvation Gibbs energy of proteins cannot be studied experi-

mentally. This would require measurable vapor of the protein. Therefore, the

only option of studying the solvation of proteins is by theoretical means. As we

shall see below, in spite of the enormous complexity of the problem, theory does

suggest some guidance as to how to dissect the problem into relatively small

and manageable problems.

Before describing this, it should be noted that the solvation Gibbs energy of a

globular protein is in itself an important quantity since it determines the

solubility of the protein; the solubility of proteins is a marvel in itself. The

problem is this: suppose we consider a medium size protein of about 150 amino

acid residues; there are some 20150 possible sequences of polypeptides of such a

length. In the ‘‘beginning,’’ when polypeptides of random sequences formed

spontaneously, they were probably very insoluble in water (see below). Evo-

lution has probably not acted on this immense number of polypeptides but

only on a tiny fraction of these which were soluble in aqueous solutions. Today,

we have both soluble and insoluble (in water) proteins in living systems. We

shall only be interested in the former: those which can be carried by water – the

main component of the blood – from one place to another within the living

system.
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But what makes this special class of protein soluble? As we shall see, the

answer is not fully known. However, some indications as to the molecular

reasons for the solubility were recently revealed (Wang and Ben-Naim 1996,

1997).

The solubility is determined relative to the solid phase. At saturation we have

the equilibrium conditiony

mss ¼ mls ¼ m�l
s þ kT ln rlsL

3
s : ð7:240Þ

Thus, the solubility is determined by the quantity

ðrlsÞeq ¼ L�3
s exp½�bðm�l

s � mssÞ�: ð7:241Þ
Since mss, the chemical potential of the pure solid, is constant we can estimate

the relative solubilities of s in two liquids, say and l1 and l2 by

rl1s
rl2s

� �
eq

¼ exp½�bðm�l1
s � m�l2

s Þ� ¼ exp½�bðDm�l1
s � Dm�l2

s Þ� ð7:242Þ

where Dm�l1
s is the solvation Gibbs energy of s in liquid l1. Since this cannot be

measured, we must resort to some theoretical estimates of these quantities.

Here we encounter two serious difficulties. One is the large number of con-

tributions to Dm�l
s . The second is more subtle. If the solubility is known to be

small, then Dm�l
s or ðm�l

s Þ is independent of rls. Therefore, having an estimate of

m�l
s � mss (or Dm

�l
s ) can give us the solubility of s. However, if the solubility is

large (beyond the limit of DI behavior), then both m�l
s and Dm�l

s depend on rls.
The problem is that one must compute Dm�l

s in the liquid l, having a solute with

an unknown concentration rls. In other words, ðrlsÞeq is determined by Dm�l
s . But

the computation of Dm�l
s depends on the knowledge of ðrlsÞeq, which depends

on the knowledge of Dm�l
s and so on. Of course, had we had an analytical

expression for the dependence of m�l
s on rls, we could have tried to solve the

implicit equation

ðrlsÞeq ¼ L�3
s exp½�bðm�l

s ðrlsÞ � mss�: ð7:243Þ
Such a relation unknown, even for simple solutes. We note that this problem

exists for any solute, the solubility of which is beyond the region of DI behavior.

We shall leave this problem for a while. We next discuss some aspects of the

solvation Gibbs energy of protein, and at the end of this section present some

tentative conclusions regarding the molecular reasons for the solubility of

proteins.

y The subscript s is for solute. The superscript s is for solid phase.
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We now turn to the theoretical consideration of the solvation Gibbs energy

of a globular protein which is very diluted in water. Assume for simplicity that

the protein is a rigid molecule (it is certainly not), and that all the internal

degrees of freedom are unaffected by the insertion process – again, there is such

an effect, and probably large. However, for the qualitative discussion below, we

ignore these effects, in which case, the solvation Gibbs energy is simply the

coupling work of the protein s to the solvent l:

Dm�l
s ¼ W hsjli ¼ �kT ln hexp½�bBsi0 ð7:244Þ

where Bs is the total binding energy of the protein to all solvent molecules at a

specific configuration, XN, and the average in (7.244) is over all the config-

urations of the solvent molecules, in the absence of s. Clearly, since the protein

molecule is very large (having many groups on its surface, each of which

interacts differently with the solvent molecules), a calculation of W(s j l) is

beyond the reach of our computational means.

The procedure we undertake here is to dissect the solvation Gibbs energy

into small, more manageable quantities. Here, only a brief description is pre-

sented. For more details, see Ben-Naim (1992). First, one assumes a pairwise

additivity for the solute–solvent interactions, i.e., we write the binding energy

of the protein ay to the solvent at a specific configuration X1, . . . , XN as

Ba ¼
XN
i¼1

UðX a,X iÞ: ð7:245Þ

For simple solute a, such as argon, one can separate each of the solute–solvent

pair potentials into two contributions (see section 7.7)

UðXa,X iÞ ¼ UH þ US ð7:246Þ
where UH is the ‘‘hard,’’ or the repulsive part of the interaction potential

function, and US is the ‘‘soft,’’ or the van der Waals part of the interaction. For

such a solute, the solvation Gibbs energy may be written as a sum of two terms

DG�
a ¼ DG�H

a þ DG�S=H
a : ð7:247Þ

The first term corresponds to the solvation of the hard core of the solute. This is

equivalent to the work required to create a cavity of a suitable size and shape to

accommodate the solute. The second term is the conditional solvation Gibbs

energy of the soft part, given that the hard part has already been turned on (see

section 7.7).

y We change notation for the solute form s to a since we shall need s to denote the ‘‘soft’’ interaction
below.
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For proteins, the simple split of the solute–solvent pair potential as in (7.246)

is not appropriate; one needs a more elaborate description of the ingredients of

this pair potential. There are several ways of performing such a split into a sum

of contributions. One way is to recognize that in addition to the hard and soft

parts of the potential, there are also specific functional groups such as charged

or polar groups which interact with water in a way different from a simple

nonpolar group.

To account for these specific interactions, we write the solute–solvent pair

interaction for protein a, in generalization of (7.246), as

UðXa,X iÞ ¼ UH þ US þ
X
k

Uk ð7:248Þ

where Uk is the contribution of the kth functional group to the solute–solvent

interaction. Note that Uk includes both hard and soft, as well as any specific

interaction with the solvent. Figure 7.11 shows a schematic example of such a

split of the total solute–solvent interaction. When the solvation Gibbs energy is

computed through (7.244) using (7.248) we obtain

DG�
a ¼ DG�H

a þ DG�S=H
a þ

X
k

DG�k=H ;S
a þ

X
k;j

DG�k;j=H ;S

þ
X
i;j;k

DG�i;j;k=H ;S
a þ � � � ð7:249Þ

The first two terms on the rhs of (7.249) are the same as in (7.247). The third

term is the coupling work of all the independently solvated groups. The fourth

term includes all the pair correlated groups, and so forth.

Thus, even when the additivity assumption in (7.248) is a good approx-

imation, or even exact, the solvation Gibbs energy of a is, in general, not

additive with respect to the contributions of all the functional groups. The

reason is that the solvation of a group of two or more functional groups might

CH3

CH3

CH3
CH2 OH

CH2 OH

O=C

α

C=0

O

H

H

Figure 7.11 A schematic split of the protein–water interaction into a sum of ‘‘group’’ interactions, similar
to the split depicted in figure 7.4.
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be correlated, and therefore, depending on the extent of correlation, one must

account for independent functional groups, pair correlated groups, triplet

correlated groups, etc.

The expansion of the solvation Gibbs energy as done in (7.249) is useful in

the study of the various contributions to the solubility of a globular protein. Of

course, the specific implementation of such an expansion depends upon many,

some arbitrary, decisions on how to split the potential function into its

ingredients. For instance, one must decide where to make the cut-off between

the hard and soft part of the interaction (a problem which exists even for the

simplest solute such as argon), how to select the criterion which distinguishes

between functional groups that are exposed or unexposed to the solvent, etc.

These details are not described here; see Wang and Ben-Naim (1996, 1997). The

qualitative meaning of the expansion (7.249) is very simple. Instead of inserting

the whole protein to some fixed position in the liquid, we can first insert the

hard part H, i.e., creating a cavity of radius Rcav. Then, we turn on the soft

interaction S; the contribution is the conditional solvation Gibbs energy

DG�S=H
a . Next, we turn on each of the functional groups on the surface of the

protein. It is here that one should be careful to turn on first all the indepen-

dently solvated functional groups, then all the pair correlated groups, and so

on. The corresponding sums are on the rhs of (7.249). The expansion (7.249)

allow us to estimate the solvation Gibbs energy of the protein from estimates of

each of the contributions to DG�
a , from either theoretical or experimental

source.

We next describe very briefly the procedure for estimating some of these

contributions.

(1) The hard part. The first term in (7.249), DG
�H, corresponds to turning on

the hard part of the protein–solvent interaction potential. This is the same

as the free energy of creating a cavity of suitable size at some fixed position

in the solvent. We assume that the globular protein is spherical with an

effective diameter dp, so we can calculate DG
�H using the scaled particle

theory (see section and Appendix N). If we choose dw¼ 2.8 Å as the diameter

of a water molecule, then the cavity suitable to accommodate the protein has

a radius of

Rcav ¼ ðdp þ dwÞ=2: ð7:250Þ
According to SPT, the Gibbs energy of cavity formation is calculated by (see

appendix N).

DG�H ¼ K0 þ K1Rcav þ K2R
2
cav þ K3R

3
cav ð7:251Þ
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where the coefficients Ki are

K0 ¼kTð�lnð1� yÞ þ 4:5z2Þ � pPd3w=6

K1 ¼� kTð6z þ 18z2Þ=dw þ pPd2w
K2 ¼kTð12z þ 18z2Þ=d2w � 2pPdw
K3 ¼4pP=3

y ¼ prwd
3
w=6 z ¼ yð1� yÞ ð7:252Þ

where rw is the solvent density and P is the pressure. Taking the density of

water at 298.15K, rw¼ 3.344� 1022 molecules/cm3 and P as 1 atmosphere, we

can calculate the solvation Gibbs energy of the hard part as a function of

protein diameter dp. The result is that the solvation Gibbs energy is a steeply

increasing function of dp, corresponding to a very steep decrease of the solu-

bility (see figure N.2 in appendix N).

(2) The soft part. The second term in (7.249) corresponds to the soft part of

the protein–water interaction potential. This is given by (see section 7.7)

DG�S=H ¼ �kT ln exp½�bBS
a �

� �
H

ð7:253Þ
where BS is the total van der Waals interaction of the protein with the

surrounding water molecules.

The soft part DG
�S/H is calculated by assuming that the surface of the

globular protein consists of methane-like groups, so that the total soft inter-

action between a and a water molecule is the sum of the interactions between

these methane-like molecule and a water molecule. These pair interactions are

assumed to be of a Lennard-Jones type. As expected, this part of the solvation

Gibbs energy is positive. However, it is about an order of magnitude smaller

than the values of the cavity work. Hence, a solute a of the size of a typical

globular protein having only hydrophobic groups (methane-like) on its surface

will be extremely insoluble in water.

(3) The specific hydrogen-bonding interactions. The next and the most critical

step is to add the interaction between all hydrophilic groups which are exposed

to the solvent and the water molecules. As expected and as is well known,

the addition of the hydrophilic groups to the surface of the protein reduces

dramatically the solvation Gibbs energy, i.e., making the protein less insoluble

than the ‘‘hard and soft’’ protein. What was less expected, and to a large extent a

surprising finding, was that when one adds all the hydrophilic groups of a

specific protein, and assuming that each of these is solvated independently, the

reduction in DG�
a , though dramatic, is not enough to make DG�

a change its sign
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from positive to negative. It was found that the addition of pair and triplet

correlations between the solvation of the hydrophilic groups is crucial in

changing the sign of DG�
a making it negative, i.e., making a soluble, or very

soluble in aqueous solutions. In other words, if we ‘‘turn-on’’ all the hydrophilic

groups as being independent, each contributing some negative free energy to

the total DG�
a , we shall find this hypothetical protein to be only slightly soluble

in water. What makes it very soluble is the fact that some of these hydrophilic

groups on the surface are correlated, giving an additional negative Gibbs

energy to the solvation Gibbs energy of the protein. It has been estimated that

each pair correlated hydrophilic groups (at the right distance and orientation)

can contribute about � 2.5 kcal / mol to DG�
a , which is translated to a factor of

about 100 to the solubility of the protein. For details, see Wang and Ben-Naim

(1997).
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EIGHT

Local composition and
preferential solvation

In this chapter, we discuss an important application of the Kirkwood–Buff

integrals. We first define the local composition around any molecule in the

mixture. Comparison of the local with the global composition leads to the

concept of preferential solvation (PS).

After defining the local composition and preferential solvation, we turn to

discuss these quantities in more detail: first, in three-component systems and

later in two-component systems. This ‘‘order’’ of systems is not accidental.

The concept of PS was first defined and studied only in three-component

systems: a solute s diluted in a two-component solvent. It is only in such

systems that the concept of PS could have been defined within the traditional

approach to solvationy. However, with the new concept of solvation, as

defined in section 7.2, one can define and study the PS in the entire range of

compositions of two-component systems. In the last section of this chapter, we

present a few representative examples of systems for which a complete local

characterization is available. These examples should convince the reader that

local characterization of mixture is not only equivalent to its global char-

acterization, but also offers an alternative and more informative view of the

mixture in terms of the local properties around each species in the mixture.

We also present here a brief discussion of two difficult but important systems:

electrolyte and protein solutions. It is hoped that these brief comments will

encourage newcomers into the field to further study these topics of vital

importance.

y There are other methods of studying PS which do not depend on the concepts of solvation
thermodynamics. Perhaps the earliest treatment of PS of ions in a two-component solvent was pre-
sented by Grunwald et al. (1960). This was followed by Covington and Newman (1976, 1988). For a
review see Engberts (1979).



8.1 Introduction

The problem of preferential solvation (PS) arises naturally in many studies of

the physical-chemical properties of a solute in mixed solvents. Suppose we are

interested in a property d which could be chemical reactivity, spectroscopy,

diffusion coefficient, etc., of a solute s in mixed solvents of A and B. The

question is how to relate the value of the measured property dAB of the solute s,
in the mixture of composition xA, to the values dA and dB in the pure solvents

A and B, respectively. We shall first discuss the simplest case of one solute s

which is very diluted in a solvent composed of two components A and B.

The most naive assumption would be to write dAB as an average of dA and dB
of the form

dAB ¼ xAdA þ xBdB: ð8:1Þ
Such an average would be reasonable for an ideal-gas mixture. In most cases,

however, the property d is affected by the interactions between the solute s and

the surrounding solvent molecules. Unless these interactions are very weak, one

cannot expect that a relationship of the form (8.1) will holdy. The reason is

simple: the solute–solvent interactions have limited range, normally of a few

molecular diameters, far smaller than the size of the macroscopic system.

Therefore, we should expect that all the effects of the solvent molecules on the

property d of the solute arise from the solvent molecules in the neighborhood

of the solute, i.e., solvent molecules that are in some local ‘‘sphere’’ around the

solute s.

In general, in such a local sphere around the solute, the composition of

the solvent might be different from the bulk composition xA. Let xLA (and

xLB ¼ 1� xLA) be the composition of the solvent in this local sphere. We shall

refer to xLA as the local composition of the solvent around the solute. We shall

discuss further the meaning of the word local in the next section, but in the

meantime we assume that we can choose some sphere of radius Ra centered at

the center of s, where Ra is on the order of a few molecular diameters.

Since only the solvent molecules in this sphere are presumed to affect the

property d, a better approximation for dAB might be

dAB ¼ xLAdA þ xLBdB: ð8:2Þ
Unlike relation (8.1), this new relationship cannot be tested. In general, we

do not know what is the local composition xLA. However, since the quantities

y Actually, since all the quantities in (8.1) are measurable, one can easily test the validity of (8.1)
experimentally.
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dA, dB, and dAB are measurable, one can define operationally the local com-

position by assuming the validity of (8.2). In other words, one defines xLA as

xLA ¼ dAB � dB
dA � dB

: ð8:3Þ

Clearly, if xLA is defined in terms of the property d, we should expect to obtain

different values of the local compositions for different properties d. This is

certainly an undesirable feature of a quantity which is supposed to describe the

local composition of the solvent around s.

In the following sections, we shall define a measure of the local composition

around a molecule (not necessarily a solute in dilute solutions) in various

solvents. This measure is independent of the property d of the molecule. In

principle, one can use this measure of the local composition to test the validity

of an equation of the type (8.2).

Once we have obtained a measure of the local composition, we can define the

preferential solvation (PS) of a ‘‘solute’’ s with respect to a solvent molecule of

species i simply by the difference

PSðijsÞ ¼ xLi ðsÞ � xi ð8:4Þ
where xLi (s) is the mole fraction of the species i in some correlation sphere of

radius Ra and of volume Va ¼ 4pR3
a=3 around s.

We shall say that the PS of s with respect to species i is positive (or negative)

whenever PS(ijs) is positive (or negative). Some possible cases of PS are shown

schematically in figure 8.1.

Figure 8.1 Possible signs
of preferential solvation of s
with respect to i. xi

x (s)L
i

0 1

1

Positive PS of s
with respect to i

No PS

Negative PS of s
with respect to i

PS depends on
composition
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8.2 Definitions of the local composition and
the preferential solvation

Consider the general case of a multicomponent system of composition

(x1, . . . , xc), (with
P

xi¼ 1) at some temperature T and pressure P. We select

an arbitrary molecule of type s in the system. It is convenient to refer to this

particularly selected molecule as the solvaton. The solvaton s is identical to all the

Nsmolecules of the same type. We have selected this particular molecule, referred

to as the solvaton, from the center of which we want to examine its local

environment. It goes without saying that whatever we find for the solvation s will

be equally true for any other smolecule in the system. Also, take note that we do

not impose any restriction on the relative concentration of s in the system.

Consider now the volume Va ¼ 4pR3
a=3 of a sphere of radius Ra, centered at

the center of solvaton s. At the moment, Ra is any arbitrarily chosen radius.

Let Niðs,RaÞ be the average number of molecules of type i, in the volume Va

around the solvaton s. The local mole fraction of i in Va is defined by

xLi ðs,RaÞ ¼ Niðs,RaÞPc
j¼1Njðs,RaÞ

: ð8:5Þ

We recall that ri gis(R)dR is the average number of i particles in the element of

‘‘volume’’ dR, relative to an s molecule at the center of our coordinate system.

It is assumed that we have already integrated over all orientations of both

i and s to obtain the radial (or the spatial) distribution function, i.e., a function

depending on the scalar R only. Hence, ri gis(R)4pR
2 dR is the average number

of i particles in a spherical shell of radius R and width dR centered at s. We can

now write the local composition for each i as

xLi ðs,RaÞ ¼ ri
R Ra

0
gisðRÞ4pR2 dRPc

j¼1 rj
R Ra

0
gjsðRÞ4pR2 dR

: ð8:6Þ

This is valid for any Ra. However, since in general we do not know the various

radial distribution functions, this relation is not useful. Before transforming

(8.6) into a more useful and computable form, we recall the following two

characteristic features of the radial distribution functions gis(R).

First, the correlation between i and s originates from two sources: from the

interactions between i and s ; and from the closure of the system with respect to

the number of particles. We have seen in section 2.5 that if there are no
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intermolecular interactions in the system (the theoretical ideal gas), there still

exists correlation. Placing a particle, say of species s, at a fixed position in the

system, changes the average density of s at any other point of the system from

Ns /V to (Ns� 1)/V. Hence, there is always a residual correlation, which is

proportional to N�1
s , which is due to the closure of the system with respect to

this species. This kind of correlation does not feature in an open system (see

Appendix G).

Second, the correlation due to the intermolecular interactions is usually

(except for perfect solids or near the critical point) of short range (normally, a

few molecular diameters). For the present discussion, ‘‘diameter’’ could be

defined as an average diameter of the species in the system. We do not need any

more precise definition of this quantity here. All we need to assume is that the

chosen molecular diameter is much smaller than the size of the macroscopic

system. Hence, we assume that there exists a correlation distance RC such that

for R>RC there are no correlations due to intermolecular interactions. The

existence of such a correlation distance is supported both by experiments and

by theoretical considerations (for more details see Appendix G).

If we now assume that we have taken the thermodynamic limit, i.e., allNi ! 1,

V!1 but ri¼Ni/V constants, or equivalently if we take all the pair corre-

lations in an open system with respect to all species, we can safely assume that

there exists a distance RC, such that for all i

gisðRÞ � 1 for R>RC : ð8:7Þ
For the specific choice of Ra¼RC, beyond which (8.7) is valid, we can write

Niðs,RCÞ ¼ ri

Z RC

0

½gisðRÞ � 1�4pR2 dR þ
Z RC

0

ri4pR
2 dR

¼ ri

Z 1

0

½gisðRÞ � 1�4pR2 dR þ riVC

¼ riGis þ riVC : ð8:8Þ
We may refer to RC as the correlation radius and to VC as the correlation

volumey. In general, RC would be dependent on the species i and s. Therefore,

in (8.8) we shall take the largest RC which fulfills relation (8.7) for all i. It should

be noted that RC has the true meaning of the correlation distance in the sense

that, beyond RC , there exists no correlations due to intermolecular forces.

y It should be noted that our definition of RC is in terms of the pair correlation function as in (8.7).
Mansoori and Ely (1985) defined the correlation radius (or the ‘‘radius of the sphere of influence’’) as
the distance RC, for which the integral

R1
RC

½gijðRÞ � 1�4pR2 dR is zero for all pairs of species i and j. This
is an unacceptable definition of a correlation radius. Because of the oscillatory nature of gij(R), one can
have more than one RC for which this integral is zero. Therefore, such a definition of RC does not
confer the meaning of a correlation radius.
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Although we have started with an arbitrarily chosen Ra in (8.6), once we have

reached the last equality on the rhs of (8.8), specifically the replacement of RC

in the upper limit of the integration by infinity, we are committed to a choice of

Ra
RC in (8.8).

With this commitment we have undertaken, we can identify the quantities

Gis in (8.8) as the Kirkwood–Buff integrals. As we have seen in chapter 4, the

KB integrals may be obtained from experimental data for any multicomponent

system. The local composition in the volume Va is now written as

xLi ðs,RaÞ ¼ Niðs,RaÞPc
j¼1 Njðs,RaÞ

¼ riGis þ riVaPc
j¼1ðrjGjs þ rjVaÞ : ð8:9Þ

Equation (8.9) is valid for any Ra>RC i.e., when Ra is at least as large as the

correlation radius of the system. Thus, having all the Gis and a choice of a

volume Va, we can calculate the local composition for any mixture. Clearly, if

Ra is very large then xLi ðs,RaÞ will approach the bulk composition and we shall

miss the local character of xLi . Therefore, we have to choose Ra large enough to

take into account all the effects of s on its environment, but not too large that

the local composition is washed out.

We next define the preferential solvation (PS) of s with respect to i as the

differencey

PSðijsÞ¼xLi ðs,RaÞ�xi¼
xiðGis�

Pc
j¼1xjGjsÞPc

j¼1xjGjsþVa

¼xi
P

j 6¼i xjðGis�GjsÞPc
j¼1xjGjsþVa

: ð8:10Þ

Note that Gis are independent of VC, provided we have chosen RC large enough

so that the replacement of the upper limit of the integral in (8.8) by infinity

is valid.

Note also that the first equality in (8.10) can be defined for any Ra pro-

vided we use Ra as the upper limit of the integral in (8.6). The second and

third equalities hold true only for Ra>RC where RC is the correlation dis-

tance in the system. Since we can obtain all the Gij from the inversion of the

KB theory, we can also compute PS(ijs) for each i and s. Clearly, for very

large Ra, we have PS(ijs)¼ 0. This makes sense, since for very large volume

Va, the ‘‘local’’ composition must approach the bulk composition, hence the

PS of s with respect to all i will tend to zero. As with the local composition,

y It should be noted that a quasi-lattice, quasi-chemical theory of preferential solvation has been
developed by Marcus (1983, 1988, 1989, 2002). In the author’s opinion, this approach is not adequate
to describe PS in liquid mixtures, especially when the different species have widely different sizes.
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the PS of s with respect to i may be calculated for any chosen Va provided we

have chosen Ra>RC.

Because of the abovementioned property of PS, and since in general we do

not know the value of VC we expand PS(ijs) in power series about V�1
a to

obtain the first order of the PS in V�1
a . The result is

PSðijsÞ ¼ 0þ xi
P

j 6¼i xj ½Gis � Gjs�
Va

þ O
1

V 2
a

� �
: ð8:11Þ

Thus, the first-order coefficient of this expansion is

PS0ðijsÞ ¼ xi
X
j 6¼i

xj ½Gis � Gjs�: ð8:12Þ

Clearly, this quantity is independent of Va. Operationally, PS0 is the limiting

slope of the PS(ijs) drawn as a function of e ¼ V�1
a . At e¼ 0, PS(ijs)¼ 0, hence

PS0(ijs) gives the direction in which the PS(ijs) is changing when we increase e
(or decrease Va from infinity).

Note that the sign of the PS is determined by the numerator of (8.10).

Although each of the Gij can be either positive or negative, the entire

denominator is always positive. This follows from the fact that the denominator

of (8.10) is proportional to the average number of particles as in (8.9).

Therefore, the sign of the first-order coefficient in (8.11) gives the correct sign

of the PS at any Ra>RC.

Extreme care must be exercised in interpreting both PS(ijs) and PS0(ijs).
First, equation (8.9), when Gij are used as the KB integrals, is valid only for any

Ra>RC. Therefore, one cannot compute values of the PS in first, second, etc.,

coordination spheres where the radius of the coordination sphere is smaller

than RC.
y

Clearly, one can compute the PS for any Ra provided that all the Gij’s in (8.9)

and (8.10) are defined as in (8.6), i.e., with a finite upper limit of the integrals.

This requires a detailed knowledge of all gij(R) as a function of R. If, however,

we use Gij from the KB theory, then we must commit ourselves to Ra beyond the

correlation radius RC. It is meaningless to compute the PS(ijs) from (8.10) with

Gij from the KB theory, for the first or the second coordination spheres.

The quantity PS0(ijs) in (8.12) is not the PS at any specific volume, not even

in a volume larger than the correlation volume VC. The correct interpretation

of this quantity is the following.

y This error has been committed by the author in the original publication of this definition of PS.
It has been followed by others, calculating the PS for radii smaller than RC.
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Suppose we use the definition of PS as in (8.10) but with finite radius Ra.

In this case, equation (8.10) is a function of Ra of the form

PSðRaÞ ¼ AðRaÞ
BðRaÞ þ 4pR3

a=3
ð8:13Þ

where A(Ra) and B(Ra) depend on Ra through the upper limit of integration.

Plotting PS(Ra ) as a function of Ra would give us a very complicated

function PS(Ra) (equation 8.13), but once we cross Ra¼RC, A(Ra), and B(Ra)

become constants and hence, we are guaranteed that this function behaves as

PSðRaÞ ¼ AðRCÞ
BðRCÞ þ Va

ð8:14Þ

with A(RC ) and B(RC) constants; the dependence of PS on Ra is only through

Va. This property is illustrated in figure 8.2. The figures here correspond to a

two-component system of A and B as discussed in section 8.4. They are shown

here only to illustrate the behavior of PS at large Va.

Taylor expansion of the PS as a function of e ¼ V�1
a has the form

PSðeÞ ¼ 0þ ePS0ðijsÞ þOðe2Þ: ð8:15Þ
Thus, PS0(ijs) measures the slope of the function PS(e) at e¼ 0. As we increase e
from zero to e ¼ V�1

C , we are guaranteed that PS(e) is amonotonic function of e
of the form

PSðeÞ ¼ eAðRCÞ
eBðRCÞ þ 1

ð8:16Þ
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Figure 8.2 The behavior of the function PS(A j A) and PS(B j B) as a function of Ra for large values of Ra
(equation (8.13) but applied to a two-component system). The dotted curve is the limiting behavior of the
PS as Ra!1 (equation 8.14) but applied to a two-component system of A and B.
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with constants A (RC ) and B (RC ). By taking the limiting slope of this function

at e¼ 0, we obtain the direction of the change of PS(e) up to e ¼ V�1
C . Hence,

PS0 gives the correct sign of the PS beyond the correlation volume VC. Figure 8.3

shows the behavior of the PS as a function of e. The linear behavior (8.15) is the
dotted line.

8.3 Preferential solvation in three-component
systems

In the previous section, we have defined the concepts of the local composition

and the preferential solvation for any mixture. In a three-component system

of s, A, and B, we can define three local compositions around each of the

molecules, e.g., xLAðsÞ, xLBðsÞ and xLS ðsÞ.
However, since the sum of these is unity (provided we have chosen the same

correlation volume for the three cases), we have only two independent quan-

tities for each type of solvaton. Altogether, we have six independent local

compositions xLi ðjÞ in the system. Likewise there are three PS(i/s):

PSðsjsÞ ¼ xLS ðsÞ � xS

PSðAjsÞ ¼ xLAðsÞ � xA

PSðBjsÞ ¼ xLBðsÞ � xB: ð8:17Þ

Figure 8.3 Illustration of the behavior of the
preferential solvation in the limit e ¼ V�1

a ! 0.
The full curve was calculated for the same system
as in figure 8.2. The dotted curve shows the limiting
behavior as e! 0.
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Since these are related by the equation

PSðsjsÞ þ PSðAjsÞ þ PSðBjsÞ ¼ 0; ð8:18Þ
only two of these are independent. Hence, in our system we have six inde-

pendent PS quantities, two for each species selected as the solvaton.

As in the general case discussed in section 8.2, for any choice of a volume Va

which is at least the size of correlation volume VC, one can obtain all the KB

integrals from the inversion of the KB theory. Hence, we can compute all the

local compositions as well as the preferential solvation around any species in

the system. To the best of our knowledge, such a complete computation

has not been undertaken for any three-component system. However, there

exists abundant information, both experimental and theoretical, on a three-

component system where one solute say, s, is very dilute in the mixed solvents

of A and B.y Although one can define the local composition and PS around s, A

and B, only one of these has been studied, the component s which is diluted in

the mixed solvent. It is worthwhile noting that in the traditional approach to

solvation thermodynamics, only very dilute solutions could be studied, i.e., a

dilute solution of s in a mixed solvent of two components was a minimal

requirement for studying PS. We shall see in the next section that PS can be

studied in a two-component system as well.

From now on we focus on the solute s and define the local composition

around it. Since xs! 0, we have from (8.9)

xLAðsÞ ¼ xAGAs þ xAVa

xAGAs þ xBGBs þ Va

: ð8:19Þ

Since xLAðsÞ þ xLBðsÞ ¼ 1, only one local composition around s is defined and the

corresponding PS is

PSðAjsÞ ¼ xLAðsÞ � xA ¼ xAxBðGAs � GBsÞ
xAGAs þ xBGBs þ Va

: ð8:20Þ

PS(Ajs) is the preferential solvation of s with respect to A. A positive value of

PS(Ajs) means that the local mole fraction xLAðsÞ is larger than the bulk mole

fraction xA. In this system, PS(Ajs)¼ �PS(Bjs), i.e., a positive PS(Ajs) implies

a negative PS(Bjs). Hence, in this system, we can also say that a positive

PS(Ajs) implies a preference of s to have A’s in its surroundings more than B’s.

This is also clear from the quantity GAs�GBs in the numerator of (8.20).

A positive PS(Ajs) is equivalent to the statement that the affinity between A

and s is larger than the affinity between B and s. This statement is not valid in

y See, for example, Zielkiewicz (1995a, b, 1998, 2000, 2003).
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general when s (or any other solvaton) has more than two species in its

surroundings, as is clear from the general expression (8.10). In our case, since

there are only two species in the surroundings of s (as also will be the case

discussed in the next section), PS(Ajs) has a true meaning of preferences for

one species over the other.

From (8.20), we see that when GAs¼GBs (equal affinities), then there is

no PS. Furthermore, when either of the components A or B is very dilute, say

when xA! 0, there is only one component in the surroundings of s and

PS(Ajs)¼ 0. On the other hand, if PS(Ajs)¼ 0 for all compositions xA, then it

follows that GAs¼GBs.

Note again that the sign of the PS is determined by the numerator of (8.20),

i.e., by GAs�GBs of (8.20). The denominator is always positive (though each of

the Gis could either be positive or negative), and is a monotonically increasing

function of Ra as R
3
a provided that Ra>RC.

The first-order behavior of PS(Ajs) as a function of e ¼ V�1
a is

PSðAjsÞ ¼ exAxBðGAs � GBsÞ: ð8:21Þ
In figure 8.3, we illustrate the behavior of the PS(Ajs) as a function of e. The
function starts at PS(Ajs)¼ 0 for e¼ 0, and the slope at e¼ 0 is xAxB
(GAs�GBs).

All the Gis’s in equation (8.20) or (8.21) may be computed from KB theory.

For our special case, when s is highly diluted in a solvent mixture of s and B of

composition xA, the chemical potential of the solute is

mlsðT ,P, xA,rsÞ ¼ m�l
s ðT ,P, xAÞ þ kT ln rsL

3
s : ð8:22Þ

The derivative of (8.22) with respect to NA is

qmls
qNA

� �
T ;P;NB ;NS

¼ qm�l
s

qNA

� �
T ;P;NB ;NS

� kTVA

V
ð8:23Þ

where VA is the partial molar volume of A in the mixture. This derivative, as

well as VA, may be expressed in terms of the Kirkwood–Buff integrals. The

algebra is quite lengthy; therefore, we present here the final result (some further

details are discussed in Appendix K)

lim
rS!0

qm�l
s

qxA

� �
T ;P

¼ kTðrA þ rBÞ2
Z

ðGBs � GAsÞ ð8:24Þ

where Z is defined as in chapter 4

Z ¼ rA þ rB þ rArBðGAA þ GBB � 2GABÞ: ð8:25Þ
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Let m�g
s be the pseudo-chemical potential of s in an ideal-gas phase. Clearly,

m�g
s is independent of xA. Therefore, we may rewrite (8.24) as

lim
rS!0

qDG�
s

qxA

� �
P;T

¼ kTðrA þ rBÞ2
Z

ðGBs � GAsÞ ð8:26Þ

where DG�
s ¼ m�l

s � m�g
s is the solvation Gibbs energy of s in our system. Thus,

from the slope of the solvation Gibbs energy as a function of xA, we can extract

the required difference GBs�GAs.

Recall that Z is a measurable quantity through the inversion of the

Kirkwood–Buff theory. Since Z> 0, the entire quantity kT(rAþ rB)
2/Z is

always positive. Therefore, the sign of the derivative on the lhs of (8.25) is the

same as the sign of GBs�GAs.

Figure 8.4 shows the solvation Gibbs energy of methane in mixtures of water

(A) and p-dioxane (B)(figure 8.4a) and water (A), and ethanol (B),(figure 8.4b)

as a function of the mole fraction of the organic component (B) throughout the

entire range compositions. Regions in which the slope is positive correspond to

GAs�GBs> 0,y which in the case of water–ethanol means that methane is

preferentially solvated by water. Note that this occurs only in a very small

region, say 0.1	 xethanol	 0.15. In most of the composition range, methane is

preferentially solvated by ethanol. The same is true for the PS in the water–

dioxane system.

Relation (8.26) is useful for solute s, the solvation Gibbs energy of which

can be determined. If we are interested in proteins as solutes, then (8.26) is

impractical. However, we can still measure the solvation free energy of s in a

y Note that a positive slope in the curve of DG�
S as a function of xB corresponds to negative slope of

DG�
S as a function of xA (A being water in this example).
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Figure 8.4 Solvation Gibbs energy of methane in mixtures of (a) water-p-dioxane, and in (b) water
ethanol at two temperatures.
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mixture of l relative to, say, pure A (e.g., solvation of protein in a solution

relative to the solvation in pure water). The relevant relation is

DDG�
s ¼ DG�l

s � DG�A
s ¼ kT ln

rAs
rls

� �
eq

: ð8:27Þ

Thus, by measuring the density of s in l, and in pure A at equilibrium with

respect to the pure solid s, we can determine DDG�
s from (8.27). Since DG�A

s is

independent of xA, we can apply (8.27) in (8.26) to obtain

lim
rS!0

qðDDG�
s Þ

qxA
¼ kTðrA þ rBÞ2

Z
ðGBs � GAsÞ ð8:28Þ

which is a useful relation for solutes, the solvation Gibbs energy of which are not

measurable. Note also that the Kirkwood–Buff theory allows us to express both

GBs and GAs in terms of measurable quantities. Again, the algebra involved is

quite lengthy. We therefore present the final result only (more details are in

Appendix K). First, we express the partial molar volume of s in the limit of very

dilute solution in terms of the Kirkwood–Buff integrals. This relation is

V
0

s ¼ lim
rS!0

Vs ¼ kTkT � rAVAGAs � rBVBGBs: ð8:29Þ

In equations (8.26) and (8.29), all the quantities kT, Z, rA, rB, VA, VB, V
0

s , and

qDG�
s =qxA are experimentally determinable. Hence, these two equations may

be used to eliminate the required quantities GBs and GAs. Thus, denoting

a ¼ lim
rs!0

qDG�
s

qxA

� �
P;T

, b ¼ kTðrA þ rBÞ2
Z

, c ¼ kTkT ð8:30Þ

we may solve for GAS and GBS. The results are

GBs ¼ c � V
0

S þ
a

b
rAVA ð8:31Þ

GAs ¼ c � V
0

S �
a

b
rBVB ð8:32Þ

which are the required quantities.

It is interesting to note that if the mixed solvent of A and B forms a

symmetrical ideal (SI) solutions, i.e., when

GAA þ GBB � 2GAB ¼ 0 ð8:33Þ
then, equation (8.26) reduces to

lim
rS!0

qDG�
s

qxA

� �
P;T

¼ kTðrA þ rBÞðGBs � GAsÞ: ð8:34Þ
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Thus, even when A and B are ‘‘similar’’ in the sense of (8.33), they can still

have different affinities towards a third component. This was pointed out in

both the original publication on the PS [Ben-Naim (1989, 1990b)] in two-

component systems (see next section) as well as in Ben-Naim (1992). It was

stressed there that ‘‘similarity’’ does not imply lack of PS. These are two dif-

ferent phenomena. Failing to understand that has led some authors to express

their astonishment in finding out that symmetrical ideal solutions manifest

preferential solvation. As we have seen above, SI behavior of the mixed solvents

of A and B does not imply anything on the PS of s. This can have any value. In

the next section, we shall see that the PS in two-component mixtures is related

to the condition (8.33). However, the PS is not determined by the condition of

SI solutions. In a three-component system, even when we assume the stronger

condition of SI for the whole system, not only on the solvent mixture, i.e., when

in addition to (8.33) we also have

Gss þ GAA � 2GAs ¼ 0

Gss þ GBB � 2GBs ¼ 0 ð8:35Þ
then we get

GAA � GBB ¼ 2ðGAs � GBsÞ: ð8:36Þ
Thus, complete ideality [in the sense of (8.33) and (8.35)] does not imply lack

of PS. Conversely, lack of PS (in the sense of GAs¼GBs) does not imply ideality.

We shall further discuss this point in relation to PS in two-component systems

in the next section.

Equations (8.26) and (8.28) are also important in connection with the

problem of the effect of added co-solvent on the solubility of s. When

the co-solvent is a salt, this effect is well-known as the ‘‘salting-out’’ or the

‘‘salting-in’’ effect.

Let s be any solute diluted in a mixed solvent. Its solubility relative to the

solubility in pure A is determined by equation (8.27). If B is a salt and A is

water, then for dilute solutions of s we have

qDDG�
s

qxB

� �
P;T

¼ � qðkT ln rlsÞeq
qxB

 !
P;T

: ð8:37Þ

If we start from pure A (say water) and add B (say electrolyte), an increase

in the solvation Gibbs energy of s is equivalent to a decrease in solubility of s.

This may be referred as a ‘‘salting-out’’ effect. A decrease in DG�
s upon adding

A is equivalent to an increase in solubility of s, hence a ‘‘salting-in’’ effect. From
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(8.26) or (8.28), we see that the ‘‘salting-out’’ effect is equivalent to positive

PS(Ajs) and the ‘‘salting-in’’ effect is equivalent to negative PS(Ajs). Of

course, these conclusions are valid for any solution not necessarily containing

electrolytes. It should be noted also that the derivative in (8.37) is related to

the Sechenov coefficient – see for example Ruckenstein and Shulgin (2002).

The latter is usually expressed in terms of Henry’s constant, but in dilute

solutions, the Henry constant is equivalent to the solvation Gibbs energy of

the solute.

8.4 Local composition and preferential solvation
in two-component systems

In the previous section, we discussed the theory of preferential solvation of a

solute s in a two-component system. In the traditional concept of solvation

thermodynamics, only very dilute solutions could be treated. Therefore, the

minimum number of components required for such a study are three: a solute

and a two-component solvent. However, the question of PS can also be asked in

a two-component system, say of A and B. At any composition xA, we may focus

on an A solvaton and ask what is the PS of A with respect to the two com-

ponents A and B. Likewise, we may focus on a B solvaton and ask the same, but

independent question of the PS of B with respect to the two components A and

B. In this sense, the treatment of the two-component system is a ‘‘general-

ization’’ of the corresponding three-component system, as discussed in the

previous section.

Let Ra be any arbitrary radius, and let Va ¼ 4pR3
a=3 be the corresponding

sphere, the center of which coincides with the center of an A solvaton. The local

composition in the volume Va is defined as (see section 8.2)

xLAðA,RaÞ ¼ xAGAA þ xAVa

xAGAA þ xBGAB þ Va

: ð8:38Þ

Clearly, in a two-component system, there is only one local composition

around A, xLA (and xLB ¼ 1� xLA). Likewise, there is one local composition

around B which we choose to define as

xLBðB,RaÞ ¼ xBGAB þ xBVa

xAGAB þ xBGBB þ Va

: ð8:39Þ

Since there are only two components around either an A solvaton or a B

solvaton, we have only one PS of A and one PS of B. For reasons of symmetry,

276 LOCAL COMPOSITION AND PREFERENTIAL SOLVATION



we choose these as

PSðAjAÞ ¼ xLAðA,RaÞ � xA ¼ xAxBðGAA � GABÞ
xAGAA þ xBGAB þ Va

ð8:40Þ

and

PSðBjBÞ ¼ xLBðB,RaÞ � xB ¼ xAxBðGBB � GABÞ
xBGBB þ xAGAB þ Va

: ð8:41Þ

Note that PS(AjA) and PS(BjB) are two independent quantities, but

PSðAjAÞ ¼ �PSðBjAÞ

PSðBjBÞ ¼ �PSðAjBÞ: ð8:42Þ
Again, we stress that all the quantities in (8.38)–(8.41) can be defined for any

Ra, provided that we choose Ra as the upper limit of the KB integrals as in (8.6).

However, if we want to use the Gij from the KB theory, we must take the infinite

size limiting behavior of gij(R) so that only correlations due to intermolecular

interactions are captured in Gij, and choose Ra to be at least as large as the

correlation distance Ra
RC for all the pairs of species. The PS(AjA) can be

correctly assigned the meaning of preferential solvation, in the sense that a

positive PS(AjA) means that an A solvaton prefers to be solvated by A compared

to B. This is also reflected by the numerator of (8.40), the denominator being

always positive. A positive PS(AjA) is equivalent to a larger affinity between the

pair AA, relative to affinity between the pair AB. A similar interpretation

applies to PS(BjB). As in the more general cases discussed in sections 8.2 and

8.3, the PS will necessarily tend to zero as we increase Ra up to the macroscopic

size of the system. Hence, it is useful to take the first-order expansion of the PS

with respect to e ¼ V�1
a to obtain

PSðAjAÞ ¼ ePS0ðAjAÞ þ � � � ¼ exAxBðGAA � GABÞ þ � � � ð8:43Þ

PSðBjBÞ ¼ ePS0ðBjBÞ þ � � � ¼ exAxBðGBB � GABÞ þ � � � ð8:44Þ
Again, we note that if A and B form a SI solution, in the sense of (8.33), we

can write it as

GAA � GAB ¼ �ðGBB � GABÞ: ð8:45Þ
This does not imply anything regarding neither the sign nor the magnitude

of the PS. This fact was stressed and explained in the original publication of

the concept of PS in a two-component system (Ben-Naim 1989). The two

properties of SI solutions and of PS arise from the two different attributes of
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the molecules in the system. One arises from the ‘‘similarity’’ of the two species,

as defined in (8.45), and the other arises from the difference in the affinities

between the species. Hence, in general, one behavior does not imply anything

about the other.

Although it is very clear that SI behavior does not necessarily imply lack of

PS, some authors expressed puzzlement at finding that PS exists in an SI

solution (e.g. Marcus 2002). In the author’s opinion, the puzzlement is a result

of confusing the condition of similarity, as defined in chapter 4, which is a

necessary and sufficient condition for SI behavior, with ‘‘indistinguishable’’

intermolecular interactions. In fact, Matteoli (1997), in referring to SI solu-

tions, writes ‘‘this reference mixture, for which, by definition, all interactions

between species are indistinguishable.’’ Indeed if all interactions between

species are indistinguishable, then all of Gij will necessarily be equal, hence, no

PS could occur and the mixture would be SI. Matteoli has also suggested to

‘‘correct’’ these integrals by subtracting a quantity Gid
ij which pertains to a

hypothetical SI solution. In the author’s opinion, these new quantities do not

have a clear-cut meaning.

Note, however, that if both PS(AjA) and PS(BjB) are zero, then both sides of

(8.45) are zero, hence we have a special case of an SI solution. However, the

reverse of this is, in general, not true. In an SI solution (8.45) holds, but nothing

is implied regarding either the sign or the magnitude of the PS. It does imply

that PS(AjA) and PS(BjB) have opposite signs, or PS(AjA) and PS(A jB) have
the same signs.

Again, we stress that both the KB integrals and preferential solvation are

well-defined, well-interpreted, and meaningful quantities. There is no need to

‘‘correct’’ these quantities and replace them with less meaningful quantities.y

Unfortunately, several authors have already computed these ‘‘corrected’’

quantity,yy a practice that the present author believes should be abandoned.

Furthermore, there is no need to seek a reference state for the proper

interpretation of the PS. The PS has a ‘‘built-in’’ reference state in its very

definition.

In chapter 4, we have derived a general relationship between the KB integrals

and experimentally measurable quantities. Hence, in principle we can compute

all the KB integrals for the two-component system, and then obtain the

required quantities for the local composition and the preferential solvation.

y The present author specifically objects to the usage of the adjective ‘‘corrected,’’ in conjunction
with the modified KB integrals, as first suggested by Matteoli (1997), and later followed by Marcus
(2001), and others. Even if the modified quantities do convey any new information, it does not mean
that the original quantities are somehow defective or subject to ‘‘correction.’’ This is a fortiori true
when the original quantities convey significant information that is not conveyed by the new quantities.

yy See Marcus (2001) and shulgin and Ruckenstein (2005a, b, c).
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To obtain the limiting coefficient of the PS in (8.43) and (8.44), we can use

equations (4.49), (4.50) and (4.51) to obtain the quantities

GAA � GAB ¼ kTrTVB

rBmBB
� 1

rA

GBB � GAB ¼ kTrTVA

rAmAA
� 1

rB
ð8:46Þ

where mij ¼ ðqmi=qNjÞP;T ;N 0
j
. It is seen that the sign of PS in the system is

determined by the derivatives of the chemical potentials and the partial molar

volumes; no need for the isothermal compressibility of the mixture. One can

also use excess Gibbs energies and excess volume to calculate the two PS’s.

8.5 Local composition and preferential solvation
in electrolyte solutions

All the definitions of the local composition and preferential solvation are

applicable for any mixture, including electrolyte solutions. Suppose for sim-

plicity we have a solution of an electrolyte D in waterW. Viewing this system as

a mixture of a two-component system, we can apply all the equations of the

previous section.

However, we could also view this system as a three-component system ofW,

the anion A, and the cation C. If the system is open with respect to W and D,

but not to the individual ions, then we must have the following conditions:

rD ¼ rA ¼ rC ¼ r: ð8:47Þ
The total number of A’s around W must be equal to the total number of C ’s

around W, hence

rA

Z 1

0

½gWAðRÞ � 1�4pR2 dR � rC

Z 1

0

½gWCðRÞ � 1�4pR2 dR ¼ 0 ð8:48Þ

or equivalently

GWA ¼ GWC : ð8:49Þ
The upper limit of the integrals in (8.48) should be understood to be very

large compared with the correlation distance. Likewise, the total number of C

around A must be equal to the total number of C around C, hence

rC

Z 1

0

½gACðRÞ � 1�4pR2 dR ¼ rC

Z 1

0

½gCCðRÞ � 1�4pR2 dR þ 1 ð8:50Þ
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or equivalently

GCC � GAC ¼ �1=r: ð8:51Þ
Similarly, the conservation of the total number of A’s in the system leads to

rA

Z 1

0

½gACðRÞ � 1�4pR2 dR ¼ rA

Z 1

0

½gAAðRÞ � 1�4pR2 dR þ 1 ð8:52Þ

or equivalently

GAA � GAC ¼ �1=r: ð8:53Þ
The conditions (8.49), (8.51), and (8.53), are often referred to as the electro-

neutrality conditions since in most cases they apply to electrolyte solutions

where the total charge in the system is fixed. However, it is clear that the same

conditions apply to any solute D that dissociates into two fragments

D ! Aþ C ð8:54Þ
where A and C could be either charged or neutral. As can be easily checked,

inserting the conditions (8.49), (8.51), and (8.53) into the matrix B of the KB

theory (see equation 4.23), leads to singular matrix that cannot be inverted as

in (4.27).

Clearly, the conditions above hold because the system, though open with

respect to D, is not open with respect to A and C individually. The KB theory

applies for any three-component system ofW, A, and C without any restriction

on the concentrations of A and C, i.e., when the system is open to each of its

components*. If this happens for an electrolyte solution, clearly the conserva-

tion of the total charge in the system will not hold, and fluctuations in A and C

would lead to fluctuations in the net charge of the system. One should not

interpret equations (8.49), (8.51), or (8.53), as implying anything on the pre-

ferential solvation of W, A, or C. The reason is that the condition of the

conservation of the total number of A and C must impose a long-range

behavior on the various pair correlation functions. This is similar to a two-

component system of A and B in a closed system, where we have (see section

4.2) the conservation relations

rAG
closed
AA ¼ �1 ð8:55Þ

rAG
closed
AB ¼ 0 ð8:56Þ

hence

Gclosed
AA � Gclosed

AB ¼ �1=rA: ð8:57Þ
* Here, as in section 4.7, the so-called electro-neutrality conditions are not relevant to the KB

theory
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This cannot be interpreted in terms of PS. Because of the long-range correla-

tions imposed by the closure condition, these Gab are not the Kirkwood–Buff

integrals. In the same sense, the relations (8.49), (8.51), and (8.53) hold true

because of the closure condition with respect to the individual particles A and

C. Clearly, one cannot conclude from (8.49) that the PS of W is zero. The sign

of PS of W is determined by the difference GWA and GWC, provided that GWA

and GWC are evaluated in a system open with respect to the three components.

Of course, we can define the local quantities

Glocal
ij ¼

Z Ra

0

½gijðRÞ � 1�4pR2 dR ð8:58Þ

for all the species in the three-component system W, A, and C, and even

compute these for any given Ra to obtain the local excess densities and com-

position. However, one cannot obtain these local quantities from the inversion

of the KB theory.

8.6 Preferential solvation of biomolecules

One of the most important applications of the theory of PS is to biomolecules.

There have been numerous studies on the effect of various solutes (which may

be viewed as constituting a part of a solvent mixture) on the stability of pro-

teins, conformational changes, aggregation processes, etc., (Arakawa and

Timasheff 1985; Timasheff 1998; Shulgin and Ruckenstein 2005; Shimizu

2004). In all of these, the central quantity that is affected is the Gibbs energy of

solvation of the biomolecule s. Formally, equation (8.26) or equivalently (8.28),

applies to a biomolecule s in dilute solution in the solvent mixture A and B.

However, in contrast to the case of simple, spherical solutes, the pair correla-

tion functions gAS and gBS depend in this case on both the location and the

relative orientation of the two species involved (figure 8.5). Therefore, we write

equation (8.26) in an equivalent form as:

lim
rs!0

qDG�
s

qxA

� �
T ;P

¼ kTr2T
Z

ðGBs � GAsÞ

¼ kTr2T
Z

Z
V

½gBsðXBÞ � 1� dXB �
Z
V

½gAsðXAÞ � 1� dXA

	 �
ð8:59Þ

where the integration is over all the locations and orientations of A and B,

relative to a fixed position and orientation of s. However, the Gibbs energy of
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solvation of a biomolecule may be considered to be composed of several

ingredients, each of which contributes differently to the overall PS. In order to

study these individual contributions, we write the Gibbs energy of solvation of

s as [see section 7.11 and Ben-Naim (1992)]

DG�
s ¼ DG�H

s þ DG�S=H
s þ

Xm
i¼1

DG�i=H ;S
s þ

X
i;j

DG�i;j=H ;S þ � � � ð8:60Þ

where the first two terms on the rhs of (8.60) correspond to the work required

to introduce the ‘‘hard’’ and ‘‘soft’’ parts of the interaction of s with the solvent.

The third term is the sum of all the contributions due to specific functional

groups, or side chains protruding from s that are independently solvated. The

fourth term takes into account pair-correlated functional groups, etc. [for more

details, see section 7.11 and Ben-Naim (1992)].

Corresponding to each of the contributions to the solvation Gibbs energy of s

in (8.60), we can write the affinities GAS and GBS as a sum of terms, i.e.,

GAs ¼ GH
As þ G

S=H
As þ

X
i

G
i=H ;S
As þ

X
i;j

G
i;j=H ;S
As þ � � � ð8:61Þ

and similar expansion for GBs. The meaning of each of the terms in (8.61) is as

follows. The first term is the affinity between the hard part of the interaction

between the solute s and A. Next, we ‘‘turn on’’ the soft part of the interaction;

the corresponding change in the affinity is G
S=H
As . Next, we turn on each of

the independently solvated functional groups. Each functional group i con-

tributes a change in the affinity denoted by G
i=H ;S
As . The sum over i corresponds

to integration over the correlation regions of all the independently solvated

functional groups. Thus, formally, the integration over XA is extended

only over each of the regions that are affected by the functional group i.

Similarly, we have contributions due to pair-correlated, and higher correlated

functional groups that are exposed to the solvent. Altogether, the integration

Figure 8.5 Schematic description of
the dependence of the correlation on
the orientation. The solvent densities
at two points R0 and R00 are different
although the scalar distances
R¼ j R0 j ¼ j R00 j are equal.

R�

R�
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over XA (and similarly over XB) will cover the entire correlation region affected

by all the groups on the surface of s. Clearly, this is a very complicated

expression and cannot be studied at present for any real protein. However, one

can study each contribution to the solvation Gibbs energy by using simple

model compounds. The methodology of such an approach has been discussed

in great detail in Ben-Naim (1992). The same methodology can be applied in

the study of the PS of each functional group, using simple model compounds.

Once this information is available, we can estimate the PS of the entire protein

from the sum of the contributions of all the functional groups.

It is well-known that the solvent-induced driving force for protein folding, or

protein denaturation, can be expressed as the difference in the solvation Gibbs

energy of the protein in the folded, and in the unfolded forms (or any other

two conformers, e.g., in the case of conformational change of hemoglobin. See

Ben-Naim (2001); see also Shimizu and Boon (2004) and Shimizu and Smith

(2004). Therefore, the study of the PS of a protein in any two conformations

can tell us the direction of the change in the equilibrium constant induced by

changes in the solvent composition.

8.7 Some illustrative examples

Traditionally, mixtures of two (or more) components were characterized and

studied by examining the excess thermodynamic functions. These offer a kind of

global view of the system. In this book, we have developed the local point of view

of mixtures. This view consists of the KB integrals, the local composition, the PS,

and the solvation thermodynamic quantities. All of these convey local infor-

mation of the system. Therefore, the study of these quantities provides new and

complementary information on the local behavior around each molecule in the

mixture. We present, in this last section, a few illustrative examples of systems for

which such a complete set of local quantities is available.

8.7.1 Lennard-Jones particles with the same " but
different diameter �

The first example is a mixture of two kinds of Lennard-Jones (LJ) particles.

These particles are defined by the pair potentials

UijðRÞ ¼ 4eij
sij
R


 �12
� sij

R


 �6� �
ð8:62Þ
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with parameters

eAA
kT

¼ eBB
kT

¼ eAB
kT

¼ 0:5

sAA ¼ 1, sBB ¼ 1:5, sAB ¼ 1
2
ðsAA þ sBBÞ: ð8:63Þ

The pair correlation functions for this system were calculated by solving the

Percus–Yevick equations as described in section 2.9, and Appendices D and E.

The calculations were done for mixtures at eleven mole fractions xA¼ 0.01,

0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99, and a fixed volume density Z¼ 0.4.

The functions gij(R) were calculated at 100 points in the range of (0, Rmax)

where Rmax¼ 12sAA. The KB integrals were calculated as

GijðRÞ ¼
Z Rmax

0

gijðRÞ � 1
� �

4pR2 dR ð8:64Þ

and it is assumed that Rmax is larger than the correlation length in the system.

Figure 8.6a shows the variation of Gij as a function of composition in units

of cm3/mole. The first calculations of this type were done over 30 years ago

(Ben-Naim 1977). Similar calculations were also performed by Kojima et al.

(1984). The general behavior of these quantities as recorded here is qualitatively

similar to the results in previous publications. In all of these composition

ranges, GAA is negative and almost independent of xA. GAB and GBB start with a

small negative slope at small values of xA, then continue with larger slope at

higher values of xA. In figure 8.6b, we plot the derived quantities

DAB ¼ GAA þ GBB � 2GAB ¼ dA þ dB
dA ¼ GAA � GAB

dB ¼ GBB � GAB: ð8:65Þ
The first quantity measures the extent of deviations from SI solution. The

second and the third quantities are the two contributions to DAB that reflect the
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Figure 8.6 Computed results for a mixture of L J particles with parameters as described in equation
(8.63): (a) values of Gij in cm3/mol; (b) values of DAB, dA, and dB as defined in equation (8.65).
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signs of the limiting PS about an A particle and B particle, respectively. We see

that in this system, the deviation from SI is negative and quite small (relative to

the system discussed below), and the PS about A is positive, while the PS about

B is negative in the entire range of compositions. Similar results were obtained

for LJ particles with diameter sAA¼ 1 and sBB¼ 2, and also sAA¼ 1, and

sBB¼ 3 (Ben-Naim 1977).

Having numerical values of DAB as a function of xA, we can integrate

equation (6.1) to obtain the excess Gibbs energy for this systemy. From the

excess Gibbs energies, one can also compute the excess solvation Gibbs ener-

gies. See the examples below.

8.7.2 Lennard-Jones particles with the same � but with
different "

Figure 8.7 shows the same set of Gij for LJ particles with parameters

sAA ¼ sBB ¼ sAB ¼ 1

eAA
kT

¼ 0:5,
eBB
kT

¼ 0:25, eAB ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
eAAeBB

p
: ð8:66Þ

The calculations were done at the same set of composition as in subsection

(8.62) and for Z¼ 0.4.

The results are quite similar to the case presented in figure 8.6. Again, GAA is

very small and almost independent of xA. GAB is almost constant except for a

small region near xA � 1, and GBB drops more sharply as xA ! 1. The signs of

the PS about A and about B are positive and negative, respectively, as in the

previous example (figure 8.6b), and the deviations from SI are negative

throughout the entire concentration range.
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Figure 8.7 Same as in figure 8.6 but with parameters as described in equations (8.66).

y Note that the calculations were carried out at constant volume density Z ¼ prT
ðxAs3AA þ xBs3BBÞ=6. From this relation, we can derive the total density of the mixtures at each
composition xA.
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For spherical particles, a convenient way of analyzing the variation of Gab

with composition, is to write

Gab ¼
Z 1

0

½gabðRÞ � 1�4pR2 dR

¼
Z sab

0

�4pR2 dRþ
Z 1

sab
½gabðRÞ � 1�4pR2 dR

¼ �Vab þ Iab:

ð8:67Þ

Vab is essentially the volume of a sphere of radius sab, where sab is the distance
below which the pair correlation function is practically zero. Iab is the overall

total correlation between a and b in the range between sab, and the correlation

length RC. Whereas the first term is negative and almost composition inde-

pendent, the second term may be either positive or negative. The negative

values observed for Gab for the LJ particles are probably due to the dominance

of the volume term �Vab.

8.7.3 The systems of argon–krypton and krypton–xenon

Figure 8.8 shows the excess Gibbs energy (gEX/kT), and the excess volume for

the argon–krypton and krypton–xenon systems. Figure 8.9 shows the values of

Gij, and the quantities dA, dB, and DAB for the argon–krypton system at

115.77K, based on data from Davies et al. (1967), and Chui and Canfield

(1971), and Calado and Staveley (1971). Here, the values of Gij are negative in

most of the composition range except at the very edges (i.e., xA � 0.0 and

xA � 1.0). The deviations from SI solution are positive in the entire compo-

sition range. Also, the two components of DAB; dA, and dB, are positive and

show strong dependence on the composition. We present in figure 8.9 also the
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Figure 8.8 Excess Gibbs energy and excess volume for the systems of argon–krypton and krypton–xenon.
Based on data from Davies et al. (1967), Chui and Canfield (1971), Calado and Staveley (1971).
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values of the excess of the solvation Gibbs energies DDG* for argon and

krypton. These were calculated from data on excess Gibbs energies and excess

volumes. Details of the calculations are reported by Ben-Naim (1987):

DDG�
a ¼ DG�

a(in the mixture)� DG�
a(in pure aÞ: ð8:68Þ

The set of Gij’s along with the derived quantities DAB, dA, dB, and DDG�
a ,

provide detailed local information on these mixtures. The first calculations of

DDG�
a for this system were reported by Ben-Naim (1987). In figure 8.9, we have

recalculated these data for completeness. We note that the solvation Gibbs

energy of argon in pure argon is negative (Ben-Naim 1987). From figure 8.9, we

see that as we add krypton to pure argon, DDG�
A is positive, which means that

the absolute magnitude of the solvation Gibbs energy decreases upon the

addition of krypton. This finding was interpreted as arising from the change in

the coordination number around the argon solvaton. Similarly, DG�
K of

krypton in pure krypton is negative. Adding argon to pure krypton causes a

decrease in the solvation Gibbs energy of krypton. This was interpreted as a

result of the weaker interaction between argon and krypton, compared with the

krypton–krypton interaction (Ben-Naim 1987).
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Figure 8.9 Calculated values of Gij and the derived quantities DAB, dA, dB, and DDG�
A for the argon–

krypton system.
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Figure 8.10 Same as in figure 8.9 but for the krypton–xenon system.
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Figure 8.10 presents the same set of results on the krypton–xenon system.

The general form of the curves is similar to the case of argon–krypton. The

deviations from SI are still positive, somewhat larger than the case of argon–

krypton. Also, the excess solvation Gibbs energies are somewhat larger than the

values for argon and krypton, but the general form of the curves is similar to

figure 8.9. The interpretation of the form of the curves of DDG* of both Kr and

Xe is similar to the interpretation given for the system of Ar and Kr.

8.7.4 Mixtures of water and alcohols

Here, we present some examples of a non-simple system. Before discussing

mixtures, we first show in figure 8.11 the values of G0
WW for pure water as a

function of temperature. These were calculated from the compressibility equa-

tion (Ben-Naim 1977). G0
WW is always negative and decreases with temperature.

In figure 8.11, we also plot the values of G0
AA for a series of linear alcohols

CH3(CH2)n�1OH as a function of n at t¼ 0 �C. We also show the value of G0
WW

at the same temperature. Note that the value G0
WW is quite near the value that

can be extrapolated from the linear plot of G0
AAðnÞ at n¼ 0 (n¼ 1 corresponds

to methanol, n¼ 2 to ethanol, and n¼ 0 correspond to an extrapolated

‘‘alcohol’’ with no methyl group). This is an important observation and it might

indicate that the value of G0
WW is not very sensitive to the extent of the structure

of water. This is in sharp contrast to the behavior of the entropy of solvation of

inert gases in water, and in a series of alcohols. It is known (Ben-Naim 1987)

that the value of DS�
A of say, argon or methane in water, is far more negative

than the value that one can extrapolate from the solvation entropy in a series of

alcohols.

Figure 8.12 presents some ‘‘global’’ information on the systems of water and

a few alcohols. The corresponding local information on water–methanol is
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Figure 8.11 (a) Values of G0
WW for pure water as a function of temperature, and (b) values of G0

AA for
pure alcohols as a function of the number of carbon atoms (n).
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shown in figure 8.13. It is seen that while GWM and GMM are negative and

relatively independent of composition, the values of GWW start from a negative

value of about �17 cm3/mol at pure water (at 25 �C), and increases to large

positive values as we add methanol to the system. Thus, the water–water affi-

nity increases up to mole fraction of about 0.7, then decreases when more

methanol is added. This behavior indicates that GWW does not have a simple

interpretation in terms of the extent of structure of water in these mixtures.

The slight increase in the methanol–methanol affinity in the water-rich

region might be interpreted as resulting from hydrophobic interaction which

peaks at about xmethanol� 0.2, and then stays almost constant for the entire

range of compositions.
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Figure 8.13 Local quantities for the water–methanol system at 25 �C. [Based on data from Marcus
(1999, 2002)]
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Figure 8.12 Excess Gibbs energy (per mole of mixture) and excess volume (per mole of mixture) for
various aqueous mixtures at 25 �C. Based on data from Marcus (2002).

Figure 8.13 also shows the quantities dW, dM, and DWM in the entire range of

compositions. Note that in almost the entire range of compositions, DWM is

positive. In the water-rich, and in the methanol-rich, regions, the value of DWM

is nearly zero. It should be noted that the near-zero value of DWM at xM� 0 and
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at xM � 1 is a result of the opposite signs of the PS aboutM and aboutW. This

clearly shows that the magnitudes of the PS of the two components could be

quite large, yet the combinations of the two produce nearly SI behavior. It is

also interesting to note that the extent of deviations from SI behavior goes

through a maximum as the composition changes. This information is not so

obvious from the curves of the global properties.

The excess solvation Gibbs energies of water and methanol are also shown in

figure 8.13. The Value of DG�
W in pure water at t¼ 25 �C is about �27 kJ / mol.

We see from figure 8.13 the solvation Gibbs energy of water in the mixture,

reaching the value of about �23 kJ/mol in pure methanol. On the other hand,

the variation of the solvation Gibbs energy of methanol is far less significant in

the entire range of compositions.

Figure 8.14 shows similar local results for the water–ethanol system.

Qualitatively, the results are similar to the case of water–methanol. In all cases,

GWE and GEE are negative and relatively small, whereas GWW climbs to large

values of about 50 cm3/mol and reaches a maximum at about xE � 0.8. Note

also that the deviations from SI are much larger than in the case of water–

methanol. The quantity DWE is almost identical to dW in the entire range of

compositions, whereas dE is nearly zero. Also, we note that DDG�
W increases

more dramatically when we add ethanol compared to the addition of methanol.

This means that the solvation Gibbs energy of water in pure ethanol is much

smaller (in absolute magnitude) than in pure methanol.

8.7.5 Mixtures of water: 1,2-ethanediol and of water–glycerol

The global information of these two systems is shown in figure 8.12. The excess

Gibbs energies are negative for these two systems, in contrast to the

systems discussed in subsection 8.7.4. Also, the excess volumes are negative but
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Figure 8.14 Local quantities for the water–ethanol system at 25 �C. [Based on data from Marcus (1999,
2002)]
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relatively small in the entire range of composition. Figures 8.15 and 8.16 show

the relevant local quantities for these two systems. It in interesting to note that

the deviations from SI behavior are negative but relatively small. In water–

glycerol, DWG is almost zero at xG¼ 0.7. This indicates that the solution is

almost an SI solution at this composition. However, dW and dG are quite large

and have opposite signs. The behavior of DDG�
W and DDG�

G, and of DDG�
D, are

very similar in the two systems.

8.7.6 Mixtures of water and acetone

The global quantities for the water–acetone system are also included in

figure 7.12. It is seen that both the excess Gibbs energies, and the excess

volumes for this system are quite large relative to all the systems discussed in

the previous subsections.

The relevant local information is shown in figure 8.17. The results are

qualitatively similar to the results of water–ethanol, only the magnitudes of the

quantities such as GWW, DWA, and DDG�
W are much larger in this case. Recently,

Perera et al. (2004, 2005) have done an extensive examination of the data for

this system obtained by different methods and by different authors. They found

large discrepancies in the data from the different sources.
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8.7.7 Aqueous mixtures of 1-propanol and 2-propanol

The last examples presented here are the two systems of water-1-propanol and

water-2-propanol. These two systems illustrate quite dramatically the difference

between the global and the local views of the mixtures. The two isomers of

propanol are quite simple molecules and similar in structure. Only one group,

the hydroxyl group, moves from one carbon atom to another. The curves for g EX

and VEX for these two systems are shown in figure 8.18. The excess Gibbs energies

of two systems are nearly the same. The maximum for the water-1-propanol is

slightly shifted to the left, whereas for water-2-propanol, it is shifted to the right.

The values at the maximum are nearly the same, differing by at most 20%.

Similarly, the excess volume, though differing considerably in values, both have a

shift of the minimum to the left.

On the other hand, the information provided by the local quantities in

figures 8.19 and 8.20 is much richer, sharper, and accentuate the differences

in these two systems. We note some of these features.

(1) The excess Gibbs energy of solvation of water is always positive. This

means decreasing the absolute magnitude of the solvation Gibbs energy relative

to solvation in pure water. The solvation of water in pure-1-propanol is con-

siderably larger (in absolute values) than in pure-2-propanol. This could be a

result of the relative ease of 1-propanol to form hydrogen bonds with water as

compared with 2-propanol. If 1-propanol molecules can form more hydrogen

bonds with a water molecule, compared with the 2-propanol isomer, then this

can account for the larger reduction of the solvation Gibbs energy of water in

pure-2-propanol. The excess solvation Gibbs energy of 2-propanol in the entire

range of composition is negative, very small and nearly independent of com-

position. Adding water to 2-propanol almost does not change the solvation
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Figure 8.17 Local quantities for the water–acetone system at 25 �C. [Based on data from Marcus
(2002)]

Gibbs energy of 2-propanol, indicating again that water molecule do not form

more hydrogen bonds with the 2-propanol molecule, compared with propanol-

propanol hydrogen bonding. On the other hand, for 1-propanol, the picture is
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(2002)

quite different. Adding water to pure 1-propanol has a negative effect initially,

probably because water forms more hydrogen bonds with the 1-propanol.

However, as we add more and more water, the excess Gibbs energy of

1-propanol becomes positive. The interpretation of this phenomena on a

molecular level is unclear.
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(2) The extent of deviations from SI solutions as measured by DWP has a

sharp maximum at about xP � 0.2 for 1-propanol, whereas at about xP � 0.7

for 2-propanol. This is similar to the information on the Gibbs excess functions

in figure 8.18. However, the effect here is much sharper, and also the magnitude

of the deviation from SI is considerably larger in 2-propanol compared with the

1-propanol solutions. Here, in contrast to the global information, we can also

tell which of the two ‘‘ingredients’’ dW or dP is responsible for the deviations

from SI. In 2-propanol, dP is almost zero, indicating almost the same affinities

between 2-propanol-2-propanol and water-2-propanol. The corresponding

values of dP are much larger in solutions of 1-propanol, indicating that the

1-propanol-1-propanol affinity is larger than the 1-propanol-water affinity.

(3) The KBIs for the two systems also show quite different magnitude and

composition dependence in these two systems. The values of GPP and GWP are

much larger and strongly dependent on the composition.

To conclude, we have demonstrated that a host of local information may be

obtained from the KBI, the derived quantities DAB, dA, dB and from the sol-

vation Gibbs energies. Such information cannot be obtained directly from the

global quantities of these systems.

More results on local properties of both binary and tertiary systems can be

found in Matteoli and Lepori (1984, 1990a, b, 1995), Ruckenstein and Shulgin

(2001a, b, c), Rubio et al (1987), Marcus (2002) and Zielkiewicz (1995a, b,

1998, 2000, 2003), Zielkiewicz and Mazerski (2002).
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APPENDIX A

A brief summary of some
useful thermodynamic
relations

Statistical mechanics provides relations between macroscopic thermodynamic

quantities and microscopic molecular properties. Thermodynamics, on the

other hand, provides only relationships between various thermodynamic

quantities. The multitude of these relationships arise from the freedom we have

in choosing the independent variables to describe a thermodynamic system. For

instance, we can choose the variables T, V, N to describe the system. Hence, all

the other variables such as energy, entropy, pressure, etc., are viewed as func-

tions of these independent variables; or we could choose T, P, N to describe the

system and view all other variables, such as energy, entropy, volume, etc., as

functions of T, P, N.

The most fundamental relationships arey

dE ¼ T dS � P dV þ
X

mi dNi ðA:1Þ

dH ¼ T dS þ V dP þ
X

mi dNi ðA:2Þ

dA ¼ �S dT � P dV þ
X

mi dNi ðA:3Þ

dG ¼ �S dT þ V dP þ
X

mi dNi: ðA:4Þ
In equation (A.1), we view the energy E as a function of the entropy S, the

volume V, and the number of particles of each species Ni. In equation (A.2), we

view the enthalpy H as a function of S, P, and N¼N1, . . . ,Nc. In equation

(A.3), we view the Helmholtz energy A as a function of T, V, N and in equation

(A.4), we view the Gibbs energy G as a function of the most commonly used

independent variables T, P, N.

y Note that in thermodynamics, U is used for the total internal energy of the system. In this book,
we use E instead of U and reserve the symbols U for the total potential energy of the system.



From equations (A.1)–(A.4), one can obtain immediately

P ¼ � qE
qV

� �
S;N

¼ � qA
qV

� �
T ;N

ðA:5Þ

V ¼ qH
qP

� �
S;N

¼ qG
qP

� �
T ;N

ðA:6Þ

S ¼ � qA
qT

� �
V ;N

¼ � qG
qT

� �
P;N

: ðA:7Þ

The most important relation is for the chemical potentialy

mi ¼
qE
qNi

� �
S;V ;N 0

i

¼ qH
qNi

� �
S;P;N 0

i

¼ qA
qNi

� �
T ;V ;N 0

i

¼ qG
qNi

� �
T ;P;N 0

i

ðA:8Þ

where N 0
i is the vector comprising all the components of N¼N1, . . . ,Nc except

the component Ni i.e., N
0
i ¼ ðN1, . . . ,Ni�1,Niþ1, . . . ,NcÞ.

Many more relationships can be obtained from equations (A.1)–(A.4). Some

of the more useful are the heat capacity at constant volume and at constant

pressure:

CV ¼ qE
qT

� �
V ;N

¼ �T
q2A
qT 2

� �
V ;N

ðA:9Þ

CP ¼ qH
qT

� �
P;N

¼ �T
q2G
qT2

� �
P;N

; ðA:10Þ

the isothermal compressibility

kT ¼ � 1

V

qV
qP

� �
T ;N

¼ � 1

V

q2G
qP2

� �
T ;N

¼ �
q2G
qP2


 �
T ;N

qG
qP

� �
T ;N

; ðA:11Þ

and the coefficient of thermal expression

aP ¼ 1

V

qV
qT

� �
P;N

¼
q
qT

qG
qP

� �
T ;N


 �
P;N

qG
qP

� �
T ;N

ðA:12Þ

where in the numerator of (A.12) we first take the derivative of G(T, P, N) with

respect to P, then a second derivative with respect to T.

y Sometimes the notation mi ¼ qG=qNið ÞT ;p;Ni 6¼Ni
is used. This is ambiguous. First, because one

does not know how many of the Ni’ s are constants. Second, what if the number of say Ni happens to
be equal to say Nj? For this reason, it is better to use the notation as in equation (A.8).
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Partial molar quantities are defined for any extensive quantity E, as the

partial derivative of E with respect to Ni, at constant T ;P;N
0
i i.e.,

Ei ¼ qE
qNi

� �
T ;P;N 0

i

: ðA:13Þ

The chemical potential defined in (A.8) is the partial molar Gibbs energy.

From the Euler theorem for homogenous functions of order one, one gets for

any extensive quantity, the identity

E ¼
Xc
i¼1

NiEi ðA:14Þ

and of special importance is the expression for the Gibbs energy, in terms of the

chemical potentials mi:

G ¼
Xc
i¼1

Nimi: ðA:15Þ

Taking the total differential of G, we get

dG ¼
X

Ni dmi þ
X

mi dNi: ðA:16Þ
Comparing with (A.4), we obtain the Gibbs–Duhem equation

�S dT þ V dP þ
Xc
i¼1

Ni dmi ¼ 0 ðA:17Þ

which is essentially a statement on the dependence of the variables T, P, m, i.e.,
one cannot vary all of these variables independently.

Very often, we want to switch from a derivative of a quantity in one set of

variables into a derivative with respect to another set of variables. For example,

in a two-component system, we can choose the independent variables, say

T, rA, rB where ri is the number density of i (in moles per liter or number of

particles per unit of volume).

In this set of independent variables, the total differential of say, mA, is

dmA ¼ qmA
qT

� �
rA;rB

dT þ qmA
qrA

� �
T ;rB

drA þ qmA
qrB

� �
T ;rA

drB: ðA:18Þ

Now, suppose we choose T, mA, rA as our independent variables and need, say

the derivative of rB with respect to rA at constant T, mA. From (A.18), we have

0 ¼ qmA
qrA

� �
T ;mA

¼ qmA
qrA

� �
T ;rB

þ qmA
qrB

� �
T ;rA

qrB
qrA

� �
T ;mA

ðA:19Þ
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or rearranging (A.19) to obtain the identity

qmA
qrA

� �
T ;rB

qrB
qmA

� �
T ;rA

qrA
qrB

� �
T ;mA

¼ �1: ðA:20Þ

Note that T is constant in all three derivatives in (A.20). This is a very general

relation. If a system is described by the variables (X, Y, Z, . . .), we can always

write the relation

qX
qY

� �
Z ...

qZ
qX

� �
Y ...

qY
qZ

� �
X ...

¼ �1 ðA:21Þ

where ‘‘ . . . ’’ stands for all the variables that are kept constants in all derivatives.

Another useful relation may be obtained from (A.18). Suppose we want to

choose T, mB, rA as independent variables, and we need the derivative of mA
with respect to rA at T, mB constants.

From (A.18) and (A.20), we have

qmA
qrA

� �
T ;mB

¼ qmA
qrA

� �
T ;rB

þ qmA
qrB

� �
T ;rA

qrB
qrA

� �
T ;mB

¼ qmA
qrA

� �
T ;rB

� qmA
qrB

� �
T ;rA

ðqmB=qrAÞT ;rB
ðqmB=qrBÞT ;rA

ðA:22Þ

where we now have on the rhs of (A.22) only derivatives with respect to the set

of independent variables T, rA, rB. Relation (A.22) can be generalized to any

variable X instead of mB.
Finally, we mention the chain rule for differentiation; for instance, if we have

the derivative of mA with respect to the density rA at some set of constant

variables C, we now want the derivative of mA with respect to, say, the mole

fraction xA, at the same set of constant variables C. We have

qmA
qrA

� �
C

¼ qmA
qxA

� �
C

qxA
qrA

� �
C

: ðA:23Þ

We could choose any other variable instead of xA, say rB. Then we have

qmA
qrA

� �
C

¼ qmA
qrB

� �
C

qrB
qrA

� �
C

ðA:24Þ

which can be rewritten as

qmA
qrA

� �
C

qrB
qmA

� �
C

qrA
qrB

� �
C

¼ 1: ðA:25Þ

Note that the pattern of the derivatives is the same as in (A.20). But here, all the

derivatives are taken holding the same set of constants C.
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APPENDIX B

Functional derivative and
functional Taylor expansion

We present here a simplified definition of the operations of functional deri-

vative and functional Taylor expansion. It is based on a formal generalization of

the corresponding operations applied to functions of a finite number of

independent variables.

Consider first a function of one variable

y ¼ f ðxÞ: ðB:1Þ
The derivative of this function with respect to x is defined asy

dy

dx
¼ lim

e!0

f ðx þ eÞ � f ðxÞ
e

ðB:2Þ

The derivative itself is a function of x and may be evaluated at any point x0 in

the region where there it is defined. For example

y ¼ f ðxÞ ¼ ax

dy

dx
¼ lim

e!0

aðx þ eÞ � aðxÞ
e

¼ a: ðB:3Þ

Here, the derivative is a constant and has the value a at any point x¼ x0.

A second example is

y ¼ f ðxÞ ¼ x2 ðB:4Þ
The derivative of this function is

dy

dx
¼ 2x ðB:5Þ

and its value at x¼ x0 is 2x0.

y In this rather qualitative presentation, we shall not discuss the conditions such as differentiability
and integrability under which the operations of integration and differentiation are valid.



Next, consider a function of n independent variables x1, . . . , xn. A simple

example of such a function is

f ðx1, . . . , xnÞ ¼
Xn
i¼1

aixi: ðB:6Þ

The partial derivative of f with respect to, say xj, is

qf
qxj

¼
Xn
i¼1

ai
qxi
qxj

¼
Xn
i¼1

aidij ¼ aj ðB:7Þ

where dij is the Kronecker delta function.
A further generalization of (B.6) is the case of the vector y¼ (y1, . . . , yn)

which is a function of the vector x¼ (x1, . . . , xn). This connection can be

written symbolically as

y ¼ Fx ðB:8Þ
where F is a matrix operating on a vector x to produce a new vector y.

We now generalize (B.8) as follows. We first rewrite the vector x in a new

notation

x ¼ ðx1, . . . , xnÞ ¼ ½xð1Þ, . . . , xðnÞ� ðB:9Þ
i.e., we rewrite the component xi as x(i), where i is a discrete variable, i¼ 1,

2, . . . , n. We now let i take any value in a continuous range of real numbers

a	 i	 b. This procedure gives us a new vector x, with an infinite number of

components x(i). The relation (B.8) is now reinterpreted as a relation between a

function x and a function y.

In equation (B.8), x and y are vectors and F is a matrix operating in a vector

space (of finite dimensions). When x and y are functions of a continuous

variable, say t, they are viewed as vectors with infinite number of components.

In this case, F is an operator acting in a functional space rather than on a finite-

dimensional vector space. A simple relation between two such functions is

yðtÞ ¼
Z b

a

Kðs, tÞxðsÞ ds ðB:10Þ

That is for each function x whose components are x(s), we get a new function y,

whose components are y(t). The function K(s, t) is presumed to be known.

Relation (B.10) can also be written symbolically in the form (B.8) which reads:

F operates on x to give the result y.

In the discrete case, for any two components xi and xj of the vector x, we have

the relation

qxi
qxj

¼ dij: ðB:11Þ
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Similarly, viewing x(t) and x(s) as two ‘‘components’’ of the functions x, we have

dxðtÞ
dxðsÞ ¼ dðt � sÞ ðB:12Þ

where the Dirac delta function replaces the Kronecker delta function in (B.11).

In (B.7), the quantity qxi/qxj is referred to as the partial derivative of f with

respect to the component xj. Similarly, the functional derivative of y in (B.10)

with respect to the ‘‘component’’ x(s0) is

dyðtÞ
dxðs0Þ ¼

Z
Kðs, tÞ dxðsÞ

dxðs0Þ ds ¼
Z

Kðs, tÞdðs � s0Þ ds ¼ K ðs0, tÞ: ðB:13Þ

In section 3.6, we encountered the following example of a functional. The

average volume of a system in the T, P, N ensemble is written as

V ðNÞ ¼
Z 1

0

fNðfÞ df: ðB:14Þ
(Here, we use N instead of the more cumbersome notation N

ð1Þ
c of section 3.6.)

The functional derivative of V with respect to the component N(f0) is thus
(Ben-Naim 1974)

dV ðNÞ
dNðf0Þ ¼

Z 1

0

f
dNðfÞ
dNðf0Þ df ¼

Z 1

0

fdðf� f0Þ df ¼ f0: ðB:15Þ

As a second example of the application of the functional derivatives, we show

that the pair distribution function can be obtained as a functional derivative of

the configurational partition function. For a system of N spherical particles,

with pairwise additive potential, we write

ZðU Þ ¼
Z

� � �
Z

dRN exp �b
X
i<j

UðRi,RjÞ
" #

: ðB:16Þ

In (B.16), we view Z as a functional of the function U (i.e., the pair potential

which is considered here as a continuous function of six variables).

The functional derivative of Z with respect to the ‘‘component’’ U(R 0, R 00) is

dZðU Þ
dUðR0,R00Þ

¼
Z

� � �
Z

dRN �b
X
i<j

dUðRi,RjÞ
dUðR0,R00Þ

" #
exp �b

X
i<j

UðRi,RjÞ
" #

¼
Z

� � �
Z

dRN �b
X
i<j

dðRi � R0ÞdðRj � R00Þ
" #

exp �b
X
i<j

UðRi,RjÞ
" #

¼ �brð2ÞðR0,R00ÞZðU Þ=2 ðB:17Þ
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where we have used the definition of the pair distribution function (see

section 2.2). Relation (B.17) can be written as

rð2ÞðR0,R00Þ ¼ �2kTd½lnZðU Þ�=dUðR0,R00Þ: ðB:18Þ
Before turning to functional Taylor expansion, we note that many operations

with ordinary derivatives can be extended to functional derivatives. We note, in

particular, the chain rule of differentiation.

For functions of one variable y¼ f(x) and x¼ g(t), we have

dy

dx

dx

dt
¼ dy

dt
ðB:19Þ

and, in particular,

dy

dx

dx

dy
¼ 1: ðB:20Þ

In the case of functions of n variables, say

yk ¼ fkðx1, . . . , xnÞ, k ¼ 1, . . . , n ðB:21Þ
we havey

dyk

dt
¼
Xn
i¼1

qyk
qxi

dxi

dt
ðB:22Þ

and, in particular

dkj ¼ dyk

dyj
¼
Xn
i¼1

qyk
qxi

qxi
qyj

: ðB:23Þ

The generalization of (B.23), in the case of functional space, is straightforward.

We view y¼ F(x) as a connection between the two functions whose compo-

nents are y(t) and x(t), respectively, and write by analogy with (B.23)

dyðtÞ
dyðnÞ ¼

Z
dyðtÞ
dxðsÞ

dxðsÞ
dyðnÞ ds ¼ dðt � nÞ ðB:24Þ

where integration replaces the summation in (B.23).

We now consider the functional Taylor expansion. We start with a simple

function of one variable f (x) for which the Taylor expansion about x¼ 0 is

f ðxÞ ¼ f ð0Þ þ qf
qx

����
x¼0

x þ 1

2

q2f
qx2

����
x¼0

x2 þ � � � ðB:25Þ

As an example, f(x)¼ aþ bx. Then, we have

f ð0Þ ¼ a,
qf
qx

¼ b: ðB:26Þ

y We assume here that the functions and their inverse are differentiable.
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Hence, from (B.25) we get

f ðxÞ ¼ a þ bx ðB:27Þ
i.e., the expansion to first order in x is, in this case, exact for any x. In general, if

we take the first-order expansion

f ðxÞ ¼ f ð0Þ þ qf
qx

����
x¼0

x ðB:28Þ

we get an approximate value for f (x). The quality of the approximation

depends on x and on the function f.

For a function of n variables f (x1, . . . , xn), the Taylor expansion about the

point x¼ 0 is

f ðx1, . . . , xnÞ ¼ f ð0, . . . , 0Þ þ
Xn
i¼1

qf
qxi

����
x¼0

xi þ � � � ðB:29Þ

where all the derivatives are evaluated at the point x¼ 0. Again, the quality of

the approximation (B.29) depends both on f and all the xi’s.

The generalization to the continuous case is, by analogy to (B.29),

f ðxÞ ¼ f ð0Þ þ
Z

df ðxÞ
dxðtÞ

����
x¼0

xðtÞ dt þ � � � ðB:30Þ

where the partial derivative has become the functional derivative and the

summation over i has become the integration over t. We note again that the

first-order expansion in (B.30) can be viewed as an approximation to f(x).

The quality of the approximation depends on both x and on the function f. In

Appendix D, we present an application of such a first-order Taylor expansion.

As for the nomenclature, the quantity qf/qxi jx¼0 in (B.29) is referred to as

the partial derivative of f with respect to the component xi, evaluated at the

point x¼ 0. Similarly, in (B.30), we have functional derivative of f with respect

to the ‘‘component’’ x(t), at the point x¼ 0.

In the theory of variations, one starts with a functional f(x) where x is a

function of say t, and asks for the effect of variation of the function x on f. To

first order the variation in f is

df ðxÞ ¼
Z

df ðxÞ
dxðtÞ

����
x¼0

dx dt : ðB:31Þ

This is a generalization of the total differential of a function f (x1, . . . , xn)

df ¼
Xn
i¼1

qf
qxi

dxi: ðB:32Þ
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Thus, the partial derivative in (B.32) is replaced by the functional derivative in

(B.31). The sum in (B.32) over the discrete index i is replaced by an integral in

(B.31). df (x) is referred to either as the differential or the first-order variation

of the functional f (x).

Thus, both (B.32) and (B.31) give the first-order effect of the variation of the

whole vector x on the function f. The vector in (B.32) is a finite-dimensional

vector (x1, . . . , xn), whereas in (B.31), it is an infinite dimensional vector x

whose ‘‘components’’ are x(t).

Note again that as the partial derivatives in (B.32) depend on both the index i

and on the point of evaluation x, the functional derivative depends on the index

of the component x(t), as well as on the entire vector x.

One easy way of performing the functional derivative is to add to the

function with respect to which we take the derivative, the ‘‘variation’’ function

ed(x� x0), and take the partial derivative with respect to e.
For instance

f ½NðfÞ� ¼
Z

fNðfÞ df ðB:33Þ

df
dNðfÞ ¼ q

de
½
Z

f½NðfÞ þ edðf� f0Þ� df

¼
Z

fdðf� f0Þ�df ¼ f0: ðB:34Þ
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APPENDIX C

The Ornstein–Zernike relation

The original derivation of the Ornstein–Zernike relation (Ornstein and Zernike

1914) employs arguments on local density fluctuations in the fluid. We present

here a different derivation based on the method of functional derivatives

(Appendix B). A very thorough discussion of this topic is given by Münster

(1969), and by Gray and Gubbins (1984).

Consider the grand partition function of a system of spherical particles

exposed to an external potential  :

Xð Þ ¼
X1
N¼0

ðzN=N !Þ
Z

� � �
Z

dRN exp½�bUðRN , Þ� ðC:1Þ

where

UðRN , Þ ¼ UN ðRN Þ þ
XN
i¼1

cðRiÞ ðC:2Þ

and

z ¼ q½expðbmÞ�=L3: ðC:3Þ
Here, UN(R

N) is the total potential energy due to interactions among the par-

ticles N, and the second term on the rhs of (C.2) is due to interaction of the

system at configuration RNwith the external potential. As in Appendix B, we use

the symbol  to designate the whole function whose ‘‘components’’ are c(Ri).

The functional derivative of In X with respect to the component c(R0) is

d lnXð Þ
dcðR0Þ

¼ Xð Þ
X
N

Z

N !

� �Z
� � �
Z

dRN �b
XN
i¼1

dcðRiÞ
dcðR0Þ

" #
exp½�bUðRN , Þ�

¼ �bX�1ð Þ
X
N

zN

N !

� �Z
� � �
Z

dRN
XN
i¼1

dðRi � R0Þ
" #

exp½�bUðRN , Þ�

¼ �brð1ÞðR0j Þ: ðC:4Þ



In the last step on the rhs, we used the definition of the singlet molecular

distribution function of a system in an external potential  

Next, consider the second functional derivative of ln X with respect to c (R0),
which can be obtained from (C.4):

d2lnXð Þ
dcðR0ÞdcðR00Þ¼�b

drð1ÞðR0j Þ
dcðR00Þ

¼b2X�1ð Þ
X
N

zN

N !

� �( Z
���
Z

dRN
XN
i;j¼1

dðRi�R0ÞdðRj�R00Þ
" #

�exp½�bUðRN , Þ��rð1ÞðR0j Þrð1ÞðR00j Þ
o

¼b2frð2ÞðR0,R00j Þþrð1ÞðR0j ÞdðR0�R00Þ
�rð1ÞðR0j Þrð1ÞðR00j Þg ðC:5Þ

where r(2) (R0,R0 j ) is the pair distribution function in the presence of the

external potential  . In the second step on the rhs of (C.5), we have separated

the double sum over i and j into two terms, the first containing all terms for

which i 6¼ j, and the second, all terms with i¼ j.

We next define the total correlation function by

hðR0,R00Þ ¼ gðR0,R00Þ � 1 ðC:6Þ
and rewrite (C.5) when evaluated at  ¼ 0 as

�kT
drð1ÞðR0j Þ
dcðR00Þ

����
 ¼0

¼ r2hðR0,R00Þ þ rð1ÞðR0ÞdðR0 � R00Þ ðC:7Þ

i.e., the functional derivative of the singlet molecular distribution function,

evaluated at  ¼ 0 is ‘‘almost’’ equal to the total correlation function. The

singular case arises when R0 ¼R 00.
We now introduce the so-called direct correlation function, which is defined

in terms of the inverse functional derivative in (C.7). To do this, we view  as a

functional of the density, which we write symbolically as c(R0 j �(1)). Now, the
‘‘external’’ potential is produced by preparing a system with an arbitrary local

density �(1). It is for this reason that it is necessary to work in the grand

ensemble where an arbitrary density change may be envisaged; see Percus

(1964)y.
The direct correlation function is defined by

cðR0,R00Þ ¼ b
dcðR0j�ð1ÞÞ
drð1ÞðR00Þ þ dðR0 � R00Þ

rð1ÞðR0Þ : ðC:8Þ

y Recently the corresponding Ornstein–Zernike equation in a closed system has been derived by
White and Velasco (2001)
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Next, we apply the chain rule of functional derivatives (see Appendix B), which,

for the present case, takes the formZ
dcðR0j�ð1ÞÞ
d�ð1ÞðR000Þ

d�ð1ÞðR000j Þ
dcðR00Þ

����
 ¼0

dR000 ¼ dðR0 � R00Þ: ðC:9Þ

Substituting (C.7) and (C.8) in (C.9), we obtain

�
Z

½cðR0,R000Þ � r�1dðR0 � R000Þ�½r2hðR00,R000Þ þ rdðR00 � R000Þ� dR000

¼ dðR0 � R00Þ ðC:10Þ
which yields, upon rearrangement, and using the basic property of the Dirac

delta function, the result

hðR0,R00Þ ¼ cðR0,R00Þ þ r
Z

cðR0,R000ÞhðR00,R000Þ dR000 ðC:11Þ
which is the Orsntein–Zernike relation for a system of spherical particles. One

straightforward interpretation of this integral may be obtained by substituting

the whole the rhs of (C.11) into the integrand on the rhs of (C.11), and con-

tinuing this process, we get

hðR0,R00Þ ¼ cðR0,R00Þ þ r
Z

cðR0,R000ÞcðR00,R000ÞdR000

þ r2
Z

cðR0,R000ÞcðR000,R0000ÞcðR0000,R00ÞdR000dR0000 þ � � � ðC:12Þ
In this form, the total correlation function is viewed as a sum of ‘‘chains’’ of

direct correlation functions between the two points R0 and R 00.
Relation (C.11) may be viewed as an implicit definition of the direct cor-

relation c(R) in terms of the total correlation h(R). It can be made explicit by

taking the Fourier transform of both sides of equation (C.11), and noting that

the integral on the rhs of (C.11) is a convolution (for spherical particles); hence,

applying the convolution theorem, we obtain

ĥh ¼ ĉc þ rĉc � ĥh ðC:13Þ
where f̂ is the Fourier transform of f. Hence, we can define the direct correlation

function as

ĉc ¼ ĥh

1þ rĥh
: ðC:14Þ

Taking the inverse transform of (C.14), we get back the function c. It should

be noted that the physical meaning of c(R) is not cleary, i.e., to what extent is

y Rushbrook (1968) wrote: ‘‘The Introduction of c(R) merely enriches the language we can use in
discussing the structure of fluids, without necessarily adding to our understanding.’’
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the function c(R) a correlation function, in the probabilistic sense – correlation

between which quantities?

Relations (C.11), or equivalently (C.13) or (C.14), are relations between the

functions c(R) and h(R). A simpler relation between the integrals of these

function may be obtained by integrating both sides of (C.11) over R 00, noting
that both c and h are functions of the scalar distance R. We obtain

½1þ r
Z

hðRÞ4pR2dR� � ½ð1� r
Z

cðRÞ4pR2 dRÞ� ¼ 1: ðC:15Þ

Using the compressibility equation and equation (C.15), we obtain

1� r
Z

cðRÞ4pR2 dR ¼ ðkTrkTÞ�1: ðC:16Þ

Thus, even when kT diverges to infinity (at the critical point), the integral over

c(R) does not diverge. In fact, since r¼ rc and T¼Tc are finite at the critical

point, it follows that at this point

rc

Z
cðRÞ4pR2 dR ¼ 1: ðC:17Þ

For mixtures of spherical particles, the generalization of the Ornstein–Zernike

equation is

hijðR0,R00Þ ¼ cijðR0,R00Þ þ
X
k

rk

Z
cikðR0,R000ÞhkjðR000,R00Þ dR000 ðC:18Þ

which is the generalization of equation (C.11). Again, integrating over R0, and
noting that the functions cij and hij are functions of the distance only, one can

obtain the relations between the integrals

Hij ¼ Gij ¼
Z

hijðRÞ4pR2 dR ðC:19Þ

Cij ¼
Z

cðRÞ4pR2 dR ðC:20Þ

Gij ¼ Cij þ
X
k

rkCikGkj ðC:21Þ

which can be written as

G ¼ C þ C�G ðC:22Þ
where � is a diagonal matrix

� ¼
r1

r2
r3

. .
.

0
BBB@

1
CCCA: ðC:23Þ
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This can be transformed into a form analogous to (C.15) as follows.

Multiply (C.22) by � and rearrange:

�GðI � �CÞ ¼ �C: ðC:24Þ
where I is a unit matrix of the same dimensions as the number of components.

Hence, (C.24) can be rewritten as

�G ¼ �CðI � �CÞ�1 ðC:25Þ
or equivalently

I þ �G ¼ ðI � �CÞ�1: ðC:26Þ
As we have expressed the compressibility equation in terms of the integral over

the direct correlation function in (C.16), one can write the KB theory in terms

of Cij instead of Gij the two are equivalent formulations. O’Connel (1971) has

expressed the view that the formulation in terms of Cij might be more useful for

numerical work since the direct correlation function is considered to be

‘‘shorter range’’ than the pair correlation functiony. For further applications of
this approach, see O’Connel (1971), Perry and O’Connel (1984), and Hamad

et al. (1987, 1989, 1990a, b, 1993, 1997, 1998).

y One can also argue that the direct correlation functions might be of ‘‘shorter range’’, but their
meaning as correlations is not clear.
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APPENDIX D

The Percus–Yevick integral
equation

The history of the search for an integral equation for the pair correlation

function is quite long. It probably started with Kirkwood (1935), followed by

Yvon (1935, 1958), Born and Green (1946), and many others. For a summary

of these efforts, see Hill (1956), Fisher (1964), Rushbrooke (1968), Münster

(1969), and Hansen and McDonald (1976). Most of the earlier works used the

superposition approximation to obtain an integral equation for the pair cor-

relation function. It was in 1958 that Percus and Yevick developed an integral

equation that did not include explicitly the assumption of superposition, i.e.,

pairwise additivity of the higher order potentials of mean force. The Percus–

Yevick (PY) equation was found most useful in the study of both pure liquids as

well as mixtures of liquids.

We present here a derivation of the Percus–Yevick equation based on the

material of Appendices B and C. As in Appendix C, we consider a system in an

‘‘external’’ potential  . In the present case, the external potential is produced by

a particle (identical to the other particles of the system) fixed at R0:

cðR1Þ ¼ UðR0,R1Þ ðD:1Þ
i.e., the ‘‘external’’ potential at R1 is equal to the potential produced by placing a

particle at R0. When  ¼ 0, the particle at R0 is ‘‘switched off.’’

Consider the singlet density at R1 in the presence and in the absence of  .

Clearly, we have (using the notation of Appendix C)

rð1ÞðR1j Þ ¼ rðR1=R0Þ ðD:2Þ

rð1ÞðR1j ¼ 0Þ ¼ rð1ÞðR1Þ: ðD:3Þ
Both the vertical and the slashed lines can be read as ‘‘given that.’’ On the lhs of

(D.2) and (D.3), we have the singlet density given and external potential  ,

whereas on the rhs, we have the conditional density given a particle at R0.



Viewing r(1)(R1 j ) as a functional of  , we write the functional Taylor

expansion (see Appendix B).

rð1ÞðR1j Þ¼rð1ÞðR1j ¼0Þþ
Z

drð1ÞðR1j Þ
dcðR2Þ

����
 ¼0

cðR2ÞdR2þ��� ðD:4Þ

This particular expansion does not prove to be useful. The reason, as explained

in Appendix B, is that a first-order Taylor expansion is expected to be useful

when the ‘‘increment’’ here,  , is ‘‘small.’’ For instance, in equation (B.28) of

Appendix B, if x is very large, we cannot expect that a first-order Taylor

expansion will lead to a good approximation. In (D.4),  replaces x (of the one-

dimensional example). Since c(R0) ! 1 as R0 ! R0, the increment  cannot

be considered to be ‘‘small.’’

Instead, Percus (1962) suggested a different expansion of a functional of a

function which is everywhere finite, hence expecting a better approximation.

Consider the following two functionals of  :

xðR1j Þ ¼ rð1ÞðR1j Þ exp½bcðR1Þ� ðD:5Þ
ZðR1j Þ ¼ rð1ÞðR1j Þ ðD:6Þ

where we have

xðR1j ¼ 0Þ ¼ rð1ÞðR1Þ ZðR1j ¼ 0Þ ¼ rð1ÞðR1Þ: ðD:7Þ
We now view � as a functional of � which itself is a functional of  . In this way,

we avoid the possibility of an infinite increment as in (D.4). Thus, the first-

order functional Taylor expansion is

xðR1j Þ¼xðR1j ¼0Þþ
Z

dxðR1Þ
dZðR2Þ½ZðR2j Þ�ZðR2j ¼0Þ�dR2: ðD:8Þ

The functional derivativey in (D.8) is of �, viewed as a functional of �, taken at

the point �¼ �(1), i.e., at  ¼ 0; see (D.7). Using (D.1), (D.2)–(D.6), we rewrite

(D.8) as

rðR1=R0Þ exp½bcðR1Þ�
¼ rð1ÞðR1Þ þ

Z
½dxðR1Þ=dZðR2Þ�½rðR2=R0Þ � rð1ÞðR2Þ� dR2: ðD:9Þ

Using the chain rule for the functional derivative (Appendix B), we find

dxðR1Þ
dZðR2Þ ¼

Z
dxðR1Þ
dcðR3Þ

dcðR3Þ
dZðR2Þ dR3: ðD:10Þ

y In (D.8) and the following equation, we use a shorthand notation whenever possible. For instance,
the notation dx(R1)/dZ(R2) means that we view � as a functional of � and take the derivative with
respect to Z(R2), the derivative being evaluated at the point �¼ �(1), corresponding to  ¼ 0.
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The two functional derivatives on the rhs can be obtained from (D.5)

and (D.6):

dxðR1Þ
dcðR3Þ ¼ drð1ÞðR1j Þ

dcðR3Þ exp ½bcðR1Þ�
þ brð1ÞðR1j Þ exp½b ðR1Þ� dðR1 � R3Þ ðD:11Þ

which, at the point  ¼ 0, reduces to (see also equation (C.7) of Appendix C)

dxðR1Þ
dcðR3Þ

����
c¼0

¼�b ½rð2ÞhðR1,R3Þþrð1ÞðR1ÞdðR1�R3Þ�þbrð1ÞðR1ÞdðR1�R3Þ: ðD:12Þ
Similarly, from (D.6) and from equation (C.8) of Appendix C, we get

dcðR3Þ
dZðR2Þ

����
c¼0

¼ dcðR3Þ
drð1ÞðR2Þ

����
c¼0

¼ b�1 cðR2,R3Þ � dðR2 � R3Þ
rð1ÞðR2Þ

� �
: ðD:13Þ

Substituting (D.12) and (D.13) into (D.10), we get, after rearrangement,

dxðR1Þ
dZðR2Þ

����
c¼0

¼ rhðR1,R2Þ � r2
Z

hðR1,R3Þ cðR2,R3Þ dR3 ¼ rcðR1,R2Þ

ðD:14Þ
where in the second step on the rhs we have used the Ornstein–Zernike relation

(Appendix C). Substituting (D.14) into (D.9), we get

rgðR1,R0Þ exp½bcðR1Þ� ¼ rþ r2
Z

cðR1,R2ÞhðR2,R0Þ dR2: ðD:15Þ

Using the notation

f ðR1,R2Þ ¼ exp½�bUðR1,R2Þ� � 1 ðD:16Þ
yðR1,R2Þ ¼ gðR1,R2Þ exp½bUðR1,R2Þ� ðD:17Þ

and the Ornstein–Zernike relation, we can rewrite (D.15) as

cðR1,R2Þ ¼ yðR1,R2Þ f ðR1,R2Þ: ðD:18Þ
Here, we obtained c(R) as a result of the first-order expansion. When (D.18) is

used in the Ornstein–Zernike relation, we get the PY equation. Alternatively,

one can assume relation (D.18) rewritten as*

cðRÞ ¼ yðRÞ exp½�bUðRÞ� � yðRÞ ¼ gðRÞ � yðRÞ: ðD:19Þ
g (R) is referred to as the ‘‘total’’ correlation and y (R) is referred to as the

‘‘indirect’’ correlation. Then the difference should have the meaning of

the ‘‘direct’’ correlation. It is also clear that with this definition of c (R), it has

the same range as U (R), i.e., c (R) vanishes when U (R) vanishes.

* Here R¼ jR2 � R1jis a scalar
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Alternatively, one can expand y (R) to first order in b[W(R)�U(R)] to

obtain

yðRÞ ¼ expf�b½W ðRÞ � UðRÞ��g � 1� b½W ðRÞ � UðRÞ�: ðD:20Þ

Then, redefine c(R) as

cðRÞ ¼ gðRÞ � 1þ b½W ðRÞ � UðRÞ�
¼ gðRÞ � 1� ln yðRÞ: ðD:21Þ

This, when used in the Ornstein–Zernike equation, gives the so-called hyper-

netted- chain equation for g(R).

Relation (D.18) is often referred to as the Percus–Yevick approximation. If we

use (D.18) in the Ornstein–Zernike relation, we get an integral equation for y:

yðR1,R2Þ ¼ 1þ r
Z

yðR1,R2Þf ðR1,R3Þ
� ½yðR2,R3Þf ðR2,R3Þ þ yðR2,R3Þ � 1� dR3: ðD:22Þ

This is the Percus–Yevick integral equation for y. Once a solution for y is

obtained, one can calculate g from (D.17).

Another simpler and useful form of this equation is obtained by trans-

forming to bipolar coordinates

u ¼ R1 � R3j j, v ¼ R2 � R3j j R ¼ R1 � R2j j: ðD:23Þ
The element of volume is

dR3 ¼ 2puv du dv=R ðD:24Þ
and for spherical particles, (D.22) is transformed into

yðRÞ ¼ 1þ 2prR�1

Z 1

0

yðuÞf ðuÞu du
Z Rþu

jR�uj
½yðvÞf ðvÞ þ yðvÞ � 1�v dv:

ðD:25Þ
Another equivalent equation that was useful in the numerical solution of the PY

equation is for the function

zðRÞ ¼ yðRÞR: ðD:26Þ
With (D.26) and (D.25), we get an integral equation for z(R), which reads

zðRÞ ¼ R þ 2pr
Z 1

0

zðuÞf ðuÞ du
Z Rþu

jR�uj
½zðvÞf ðvÞ þ zðvÞ � v� dv: ðD:27Þ

This equation was found to be a convenient form for a numerical solution. This

is further discussed in Appendix E.
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APPENDIX E

Numerical solution of the
Percus–Yevick equation

The exact solution of the Percus–Yevick (PY ) equation is known for a one-

component system of hard spheres (Wertheim 1963; Thiele 1963) and for

mixtures of hard spheres (Lebowitz 1964). Numerical solutions of the PY

equation (for Lennard-Jones particles) have been carried out by many authors,

e.g., Broyles (1960, 1961), Broyles et al. (1962), Throop and Bearman (1966),

Baxter (1967), Watts (1968), Mandel et al. (1970), Grundke and Henderson

(1972a, b)

We present here a brief account of the numerical procedure employed for the

computations of g (R) which we have used for our illustrations in this book. We

start with the integral equation for the function z (R) (see Appendix D)

zðRÞ ¼ R þ 2pr
Z 1

0

zðuÞf ðuÞ du
Z Rþu

jR�uj
½zðvÞf ðvÞ þ zðvÞ � v� dv: ðE:1Þ

We begin the iterative procedure by substituting the initial function

z0ðRÞ ¼ R ðE:2Þ
in the rhs of (E.1), to obtain

z1ðRÞ ¼ R þ 2pr
Z 1

0

uf ðuÞ du
Z Rþu

jR�uj
vf ðvÞ dv ðE:3Þ

Next, z1(R) from (E.3) is substituted in the rhs of (1) to obtain z2(R), and so

forth. It turns out that for high densities r, such a procedure does not lead to a

convergent solution. Instead, one uses a ‘‘mixing’’ parameter l, 0	 l	 1

(Broyles 1960, 1962; Throop and Bearman 1966; Ben-Naim 1972a, b, 1974) so

that the (kþ 1)th input function is constructed from the kth input and the kth

output, as follows:

z inkþ1ðRÞ ¼ lzoutk ðRÞ þ ð1� lÞz ink ðRÞ: ðE:4Þ
In practice, it is found that as r increases, one is compelled to use smaller values

of l in (E.4), and large numbers of iterations to get a convergent result.



As a criterion of convergence, we can choose the quantity

z ¼ N�1
R

XNR

i¼1

jzkðiÞ � zk�1ðiÞj ðE:5Þ

where NR is the number of division points at which the function z is evaluated.

zk(i) denotes the value of the function zk at the point Ri. The iterative procedure

is terminated when z falls below a certain small value, say 10� 5 or 10�6,

depending on the required accuracy.

For mixtures, of say, two components (equation E.1) is generalized to

zabðRÞ ¼ R þ
X
g¼a;b

2prg

Z 1

0

zagðuÞfagðuÞ du

�
Z Rþu

jR�uj
½zgbðvÞfgbðvÞ þ zgbðvÞ � v� dv ðE:6Þ

where the sum includes two terms g¼ a, b. The numerical procedure is similar

to the case for one component. One starts with

zabðRÞ ¼ R ðE:7Þ
for all the four functions zab(R) and proceeds to solve the four integral equa-

tions (E.6) by iteration.

In most of the illustrations for this book, we calculated the pair correlation

functions at volume densities of 0.4 and 0.45. For hard spheres Yau et al. (1999)

reported calculations of PY up to Z¼ 0.52. Even at these, relatively far from the

close-packing densities, the convergence of the solutions is very slow and

requires up to 1000 iterations.
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APPENDIX F

Local density fluctuations

In chapters 1 and 4, we have discussed fluctuations in the number of particles in

the entire system. Here, we shall be interested in the fluctuations of the density

in a given region S within the system.

Consider, for example, a system in the T, V, N ensemble. We select a region S

within the system and inquire as to the number of particles that fall within S for

a given configurationy RN:

NðRN , SÞ ¼
XN
i¼1

Z
S

dðRi � R0Þ dR0: ðF:1Þ

Each term in the sum over i is unity whenever Ri is in S, and is zero otherwise.

Therefore, the sum over i counts all the particles that are within S at a given

configuration RN. The average number of particles in S is

hNðSÞi ¼
XN
i¼1

Z
� � �
V

Z
dRN PðRN Þ

Z
S

dðRi � R0Þ dR0

¼N

Z
� � �
V

Z
dRN PðRN Þ

Z
S

dðR1 � R0Þ dR0

¼
Z
S

dR0N
Z

� � �
V

Z
dRN PðRN ÞdðR1 � R0Þ

¼
Z
S

dR0 rð1Þ ðR0Þ ¼ rV ðSÞ: ðF:2Þ
In (F.2), we have used the definition of the singlet molecular distribution

function. The last relation holds for a homogenous fluid, where V(S) is the

volume of the region S, and r is the the bulk density r¼N/V.

Next, consider the average of the square of N(RN, S):

hNðSÞ2i¼
Z

���
V

Z
dRNPðRN Þ

Z
S

XN
i¼1

dðRi�R0ÞdR0
Z
S

XN
j¼1

dðRj�R00ÞdR00: ðF:3Þ

y The results of this section apply to a system of particles which are not necessarily spherical. Here,
we use RN for describing the locations of all the centers of the particles. The orientations are of no
importance for the present considerations.



Rearranging (F.3), we obtain

hNðSÞ2i ¼
XN
i¼1

XN
j¼1

Z
S

dR0
Z
S

dR00
Z

� � �
V

Z
dRN PðRN ÞdðRi �R0ÞdðRj �R00Þ

¼
XN
i¼1

Z
S

dR0
Z
S

dR00 dðR0 �R00Þ
Z

� � �
V

Z
dRN PðRN ÞdðRi �R0Þ

þ
X
i 6¼j

Z
S

dR0
Z
S

dR00
Z

� � �
V

Z
dRN PðRN ÞdðRi �R0ÞdðRj �R00Þ

¼
Z
S

dR0
Z
S

dR00 dðR0 �R00Þrð1ÞðR0Þ þ
Z
S

dR0
Z
S

dR00rð2ÞðR0,R00Þ

¼ hNðSÞi þ
Z
S

dR0
Z
S

dR00rð2ÞðR0,R00Þ: ðF:4Þ

In the second step on the rhs of (F.4), we have split the double sum over i and j

into two sums; the first over all the terms with i¼ j, and the second over the

terms with i 6¼ j. We have also used the identity of the product of two Dirac

functionsy

dðRi � R0ÞdðRi � R00Þ ¼ dðRi � R0ÞdðR0 � R00Þ: ðF:5Þ
In the third step of (F.4), we have used the definition of the pair distribution

function.

The fluctuations in the number of particles within S are given by

hDNðSÞ2i ¼ hðNðSÞ � hNðSÞiÞ2i
¼ hNðSÞ2i � hNðSÞi2

¼ hNðSÞi þ
Z
S

dR0
Z
S

dR00rð2ÞðR0,R00Þ

�
Z
S

dR0 rð1ÞðR0Þ
Z
S

dR0rð1ÞðR00Þ

¼ hNðSÞi þ r2
Z
S

dR0
Z
S

dR00 ½gðRÞ � 1� ðF:6Þ

where R¼ jR0 �R 00 j .
Relation (F.6) holds for any region S within the system. Care must be

exercised in applying (F.6) for the whole volume V. If we are in the T, V, m
ensemble, then, taking S as the whole volume of the system, we get the com-

pressibility relation. However, if we are in the T, V, N ensemble, then N is fixed

y The analog of (F.5) in the discrete case is dik dij¼ dik dkj.
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and we have

hNðV Þi ¼ NðV Þ ¼ N ðF:7Þ
and (F.6) reduces to

N þ r2
Z
V

dR0
Z
V

dR00 ½gðRÞ � 1� ¼ 0 ðF:8Þ

which is the correct normalization condition for g(R) in the T, V, N ensemble.

Another limiting case is that in which S is an infinitesimally small region

such that at most one particle can occupy S at any given time. For instance, if

the maximum diameter of S is smaller than s (the effective diameter of the

particles), then g(R) is zero in the integrand of (F.6), and (F.6) reduces to

hDNðSÞ2i ¼ hNðSÞi � r2V ðSÞ2 ¼ rV ðSÞ ½1� rV ðSÞ�: ðF:9Þ
Thus, if V(S) is infinitesimally small, then fluctuations in the number of par-

ticles are dominated by r2V(S).
Next, consider two regions S1 and S2 within the system, Figure F.1. The cross

fluctuations in the number of particles in the two regions are given by

hDNðS1ÞDNðS2Þi¼h½NðS1Þ�hNðS1Þi�½NðS2Þ�hNðS2Þi�i
¼hNðS1ÞNðS2Þi�hNðS1ÞihNðS2Þi

¼
Z

���
V

Z
dRNPðRN Þ

Z
S1

XN
i¼1

dðRi�R0ÞdR0
Z
S
2

XN
j¼1

dðRj�R00ÞdR00

�
Z
S1

dR0rð1ÞðR0Þ
Z
S2

dR00rð1ÞðR00Þ

¼
XN
i¼1

Z
S1

dR0
Z
S2

dR00dðR0�R00Þ
Z

���
V

Z
dRNPðRN ÞdðRi�R0Þ

þ
X
i 6¼1

Z
S1

dR0
Z
S2

dR00
Z

���
V

Z
dRNPðRN ÞdðRi�R0ÞdðRj�R00Þ

�
Z
S1

dR0rð1ÞðR0Þ
Z
S2

dR00rð1ÞðR00Þ

¼
Z
S1

dR0
Z
S2

dR00rð1ÞðR0ÞdðR0�R00Þ

þ
Z
S1

dR0
Z
S2

dR00½rð2ÞðR0,R00Þ�rð1ÞðR0Þrð1ÞðR00Þ� ðF:10Þ

where we have used again the definitions of the singlet and the pair distribution

functions.
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We now distinguish between two cases:

(1) If the two regions S1 and S2 do not overlap, the first term on the rhs of

(F.10) is zero. This follows from the property of the Dirac delta function:Z
S2

dR00dðR0 � R00Þ ¼ 0 if R0[= S2: ðF:11Þ
Since R0 is always within S1, relation (F.11) will hold whenever S1 and S2 do not

intersect.

(2) If S1 and S2 do intersect, the first term on the rhs of (F.10) isZ
S2

dR00dðR0 � R00Þ ¼ 0 if R0[=S2
1 if R0[S2.

	
ðF:12Þ

But R0 is always within S1, henceZ
S1

dR0rð1ÞðR0Þ
Z
S2

dR00dðR0�R00Þ¼
Z
S1\S2

dR0rð1ÞðR0Þ¼rV ðS1\S2Þ ðF:13Þ
where S1\S2 is the intersection region between S1 and S2. The last equality on

the rhs of (F.13) holds for homogeneous fluids. For this case, we write the final

form of (F.10) as

hDNðS1ÞDNðS2Þi ¼ rV ðS1 \ S2Þ þ r2
Z
S1

dR0
Z
S2

dR00½gðRÞ � 1�: ðF:14Þ

Two special cases of (F.14) are the following:

(a) If S1 and S2 are identical, i.e., S1¼ S2¼ S, then (F.14) reduces to the pre-

vious result (equation F.6).

(b) If S1 and S2 are infinitesimal, nonoverlapping regions of volumes, say dR0

and dR00, then

hDNðdR0ÞDNðdR00Þi ¼ r2½gðRÞ � 1�dR0 dR00: ðF:15Þ

0

R0

R9

S1 S2

Figure F.1 Two regions S1 and S2
within the system. R 0 and R 00 are
two points within S1 and S2,
respectively.
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On the other hand, dividing (F.15) by dR0 dR00 and using the second equality on
the rhs of (F.10), we get

hDNðdR0ÞDNðdR00Þi
dR0dR00 ¼ hNðdR0ÞNðdR00Þi � hNðdR0ÞihNðdR00Þi

dR0dR00

¼ hrðR0ÞrðR00Þi � hrðR0ÞihrðR00Þi ðF:16Þ
where r(R) is for the local density at R for a given configuration RN of the

system. Note the difference between r(R) and r(1)(R). Combining (F.16) and

(F.15), we get

hrðR0ÞrðR00Þi � hrðR0ÞihrðR00Þi ¼ r2½gðRÞ � 1� ðF:17Þ
or

hrðR0ÞrðR00Þi ¼ r2gðRÞ, R ¼ jR00 � R0j and R0 6¼ R00: ðF:18Þ
The last result can also be viewed as a definition of g(R), i.e., this function

conveys the correlation in the local densities at two points R0 and R00 in the fluid.

Note that if we also allow the case R00 ¼R0, then (F.18) should be modified

to read

hrðR0ÞrðR00Þi ¼ rdðR0 � R00Þ þ r2gðRÞ: ðF:19Þ
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APPENDIX G

The long-range behavior of
the pair correlation function

In sections 3.5 and 4.2 we inferred from the normalization condition on the

pair correlation function that the pair correlation function must have different

behaviors in an open (O) and in a closed (C) system. In this appendix, we

further elaborate on this aspect of the pair correlation function.

We start with a (theoretical) ideal gas, i.e., when there are no intermolecular

interactions between the particles. For such a system, the pair correlation

function may be calculated exactly from the corresponding partition functions.

The pair distribution function in a closed (C) system of N particles is

rð2Þ
C ¼ NðN � 1ÞVN�1

VN
¼ NðN � 1Þ

V 2
: ðG:1Þ

This can be obtained directly from the definition of the pair distribution function

(section 2.2) by putting UN� 0 for all configurations of the N particles.

The singlet distribution function is

rð1Þ
C ¼ NVN�1

VN
¼ N

V
¼ r: ðG:2Þ

Hence, the pair correlation, in a closed system is

g
ð2Þ
C ðRÞ ¼ rð2Þ

C

ðrð1Þ
C Þ2

¼ 1� 1

N
: ðG:3Þ

In an open system (O), the singlet and the pair distribution functions are

obtained from the grand partition function

rð2Þ
O ¼ 1

X

X
N
2

zN

ðn� 2Þ!
Z

dR3 . . . dRN exp½�bUN �

¼ z2 ðG:4Þ
and

rð1Þ
O ¼ z ðG:5Þ

where z¼ exp[bm]/L3 is the activity.



Hence, from (G.4) and (G.5), we obtain for an ideal gas

g
ð2Þ
O ðRÞ ¼ 1: ðG:6Þ

For most practical purposes, when we are interested in the behavior of the pair

correlation function itself, the difference between (G.3) and (G.6) is negligible

for macroscopic system, where N� 1023. However, this small difference

becomes important when we integrate over macroscopic volumes. This is clear

from the following two exact normalization conditions (see section 3.5)

rGC ¼ r
Z

½g ð2ÞC ðRÞ � 1�dR ¼ �1 ðG:7Þ

rGO ¼ r
Z

½g ð2ÞO ðRÞ � 1�dR ¼ �1þ kTrkT : ðG:8Þ

Here, the integrations extend over the entire volume of the system. The

interpretation of (G.7) and (G.8) is straightforward. The quantity rG is the

change in the number of particles in the entire system caused by placing one

particle at some fixed point, say R0. When N is constant, this change is exactly

�1; the particle we have placed at. No such closure condition is imposed in an

open system. Equation (G.8) is just the compressibility equation.

The probabilistic interpretation of (G.3) and (G.6) is also straightforward.

Placing a particle at in an ideal gas system of exactly N particles, changes the

conditional probability (or density) of finding a particle at any location in the

system from N/V into (N� 1)/V; hence, the correlation function has the form

(G.3). In an open system, placing a particle at a fixed position does not affect

the density at any other point in the system. This is so since the chemical

potential m, rather than N is fixed, hence the density at any point in the system

is constant, hN i/V, figure G.1.
The aforementioned arguments are exact for a theoretical ideal gas at any

concentration. Of course, such a system does not exist. We now turn to a real

gas, which in the limit of r ! 0 behaves as an ideal gas.

For a real gas, as r ! 0, we also have the following well-known results

g
ð2Þ
C ðRÞ ¼ 1� 1

N

� �
exp½�bUðRÞ� ðG:9Þ

and

g
ð2Þ
O ðRÞ ¼ exp½�bUðRÞ�: ðG:10Þ

Here, we can say that the short-range behavior is dominated by exp[�bU(R)]
in both the open and the closed system. However, the difference between the
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two systems is in the ‘‘long range’’ behavior, i.e., for R large enough so thatU(R)

is practically zero, we have for an open system g
ð2Þ
O ðRÞ ¼ 1, while for a closed

system g
ð2Þ
C ðRÞ ¼ 1� N�1.

Note, however, that while the first contribution to the pair correlation is

justifiably referred to as the short-range behavior, the second contribution

applies for any R. It is true that the second contribution is negligible at short

distances when U(R) is finite, and it has an effect only when integration extends

over long range. However, strictly speaking, the behavior 1� 1/N is valid

everywhere, as in the case of a theoretical gas. For this reason, we prefer to refer to

the first contribution as the effect of the direct interaction, and since the direct

interactions, even the long-range ones, are always local, we shall refer to this part

as the local correlation (LC). The second contribution due to the closure con-

ditionwill be referred to as closure correlation (CC). This is nonlocal correlation.

The terms local and nonlocal correlationsmight better be applied than short range

and long range (the latter is also referred to as asymptotic behavior).

We now turn to a system of interacting particles. The ‘‘long range’’ or the

‘‘asymptotic’’ behavior of the pair correlation functions are well known for

closed and open systems:

g
ð2Þ
C ðRÞ ! 1� kTrkT

N
ðG:11Þ

g
ð2Þ
O ðRÞ ! 1: ðG:12Þ

R

V

rA

Rc

vc

R

V

Rc

vc

Closed system
gc(R → ∞) = 1 – rkTkT/N

Open system
go(R → ∞) = 1

r9A rA

R

V

rA

Rc

vc

R

V

Rc

vc

r9A rA

Figure G.1 The difference in the response of the density of an A particle at large distances to placing a
particle (dot) at the center of the correlation sphere, in a closed and in an open system. RC is the correlation
distance; R is the macroscopic length of the system.
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Relations (G.11) and (G.12) are referred to as either the asymptotic

behaviory or the long-range behavior of the correlation function.

Relations (G.11) and (G.12) strictly hold (for systems of interacting par-

ticles) at large distances. Therefore, the terms long-range or asymptotic

behavior for this case are appropriate. However, since for ideal gases equa-

tions (G.3) and (G.6) hold true for any R, not only in the limit R ! 1, a

more descriptive term should apply for both the ideal gas case as well as for

system of interacting particles. This would have the advantage of indicating

the source of the correlation.

We shall now derive relation (G.11) using a more intuitive, albeit less rig-

orous argument, based on the two exact normalization conditions.

rGC ¼ r
Z 1

0

½gCðRÞ � 1Þ�4pR2 dR ¼ �1 ðG:13Þ

rGO ¼ r
Z 1

0

½ðgOðRÞ � 1Þ�4pR2 dR ¼ �1þ kTrkT : ðG:14Þ

We have dropped the superscript (2) from g(R) for convenience. We have also

changed from integration over the volume V to integration over the entire

range of distances (0, 1). We shall discuss the pair correlation function only.

Since both (G.13) and (G.14) are exact, it follows that gC and gO must be

different functions of R.

We now recognize that correlation between densities at different locations

can arise from two sources. One is due to direct intermolecular interactions,

and the other is due to the closure condition. We assume that the first is

operative only at short distancesz say 0	R	RCOR, where RCOR is the corre-

lation distance beyond which a particle placed at fixed position does not have

any influence on the density at any other position. This is the distance RCOR,

beyond which g(R) is nearly equal to 1. The second, is normally referred to as

long-range correlation. We shall refer to it as the closure correlation (CC). Since

this part has the N�1 dependence on N, it has a negligible effect on g(R) at

R	RCOR. It becomes important when integration extends to R ! 1.

y Hill (1956) has derived this asymptotic behavior based on cluster expansion argument due to
DeBoer (1940). Lebowitz and Percus (1961, 1963), who also generalized these equations, for the cor-
relation between two groups of n andm particles, referred to this behavior as the long-range correlations,
and specifically refer to equation (G.11) as the Ornstein–Zernike relation (Ornstein and Zernike 1914).

z For charged particles, the interactions are also long-ranged, but still there exists some RCOR

beyond which no direct influence of the interaction is noticeable. There are several studies of the
manner that the pair correlation function decays to unity [see for example Fisher and Widom (1969),
Perry and Throup (1972)]. In any case, even when g(R) is of relatively long-range, we can still find a
radius RC beyond which the pair correlation is practically unity.
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Denoting by g(LC) the local correlation due to direct interactions, and by

g(CC) the closure correlation, we rewrite (G.13) and (G.14) as

rGC ¼ r
Z RCOR

0

½ðgCðLCÞ � 1Þ�4pR2 dRþ r
Z 1

RCOR

½gCðCCÞ � 1�4pR2 dR ¼ �1

ðG:15Þ

rGO ¼ r
Z RCOR

0

½ðgOðLCÞ � 1Þ�4pR2 dR ¼ �1þ kTrkT : ðG:16Þ

The existence of such a correlation distance is intuitively clear and is con-

firmed by experimental data. There exists no formal proof of this contention,

however. Lebowitz and Percus (1961) argued that such a proof would be

extremely difficult to obtain. Since the existence of such a correlation length

would be violated for the solid state, a proof of the existence of such a

correlation length is tantamount to a criterion for distinction between a fluid

and a crystal.

Note that in an open system, all the correlation is due to the direct inter-

actions, no closure condition is in effect; beyond R>RCOR, gO(LC)¼ 1. Next,

we assume that within the correlation distance, both gC and gO are the same (or

nearly the same, but the difference is negligible) function of R. Subtracting

(G.16) from (G.15) we obtain

r
Z 1

RCOR

½ðgCðCCÞ�1Þ�4pR2dR¼�1�ð�1þ kTrkT Þ¼�kTrkT : ðG:17Þ

Finally, we assume that gC(CC) in the second integral on the rhs of (G.15) is

independent of the distance R (this is the reason why we prefer to refer to this

part as the nonlocal correlation). Hence,

r½gCðCCÞ � 1�½V � VCOR� ¼ �kTrkT : ðG:18Þ

Since V � VCOR ¼ ð4pR3
CORÞ=3 we get from (G.18) the final form

gCðCCÞ ¼ 1� kTrkT
N

ðG:19Þ

which is the required result.

We next turn to the probabilistic interpretation of (G.19). We have seen that

for an ideal gas there is a very simple probabilistic interpretation of behavior

(G.3), and we have seen that the N� 1 term is a result of the closure correlation.

The probabilistic interpretation of gC(CC) in (G.19) is not as obvious, and it

is a little more tricky than in the case of an ideal gas. We provide here the

appropriate probabilistic interpretation of the closure correlation in (G.19).
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We recall the interpretation of rGO. This is the change in the average number

of particles in VCOR due to placing a particle at the center of VCOR. We write

this as

rGO ¼ DNðVCORÞ: ðG:20Þ
From the compressibility equation we have

rGO ¼ �1þ kTrkT : :ðG:21Þ
Hence, from (G.19), (G.20) and (G.21) we find

gCðCCÞ ¼ 1� 1þ rGO

N

¼ N � 1� rGO

N

¼ N � 1� DNðVCORÞ
N

¼ 1� 1

N

� �
� DNðVCORÞ

N
ðG:22Þ:

We have seen that in the ideal gas, the closure correlation is due to the change

of the density at any point R, R 6¼R0 from N/V into (N� 1)/N. This is also true

for system of interacting particles, i.e., placing one particle at a fixed point R0

changes the density at any other point from N/V into (N� 1)/V. This produces

the first term in brackets on the rhs of (G.22) which is the same as in equation

(G.3). In systems of interacting particles, we have an additional contribution to

the closure correlation. Placing a particle at some fixed position changes the

average number of particles in VCOR by the amount DN(VCOR) (equation

G.20). Because of the closure condition, this change in the number of particles

must change the average number of particles in the volume outside VCOR i.e., in

V�VCOR by exactly the amount �DN(VCOR). This causes a change in the

average density in V�VCOR of �DN(VCOR)/V.

Thus, the change in the conditional density due to the closure condition has

two contributions: one is due to the missing particle that has been placed at the

center of VCOR; the second is due to the change of the density caused by the

direct interaction of the particle at the center with its surroundings.

We can now rewrite (G.22) as

gCðCCÞ ¼ ½N � 1� DNðVCORÞ�=V
N=V

¼ rð1ÞðR=R0Þ
r

ðG:23Þ

where r is the bulk density, and r(1) (R/R0) is the conditional density at R

(beyond VCOR), given a particle placed at the center of VCOR, say at R0.
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Clearly, when r ! 0, we recover the ideal-gas behavior for gC(CC). Since in

this case, DN(VCOR)¼ 0, we have

gCðCCÞ ¼ 1� 1

N
: ðG:24Þ

For a theoretical ideal gas, U(R)¼ 0, equation (G.24) is also the total correla-

tion as in (G.3). But for real gas as r ! 0, we have an additional contribution

due to the intermolecular interaction as in (G.9). The latter, is in general of

short range, hence the former is referred to as the long-range correlation. As we

have noted before, this part of the correlation for an ideal gas holds true at any

distance, not necessarily for R ! 1. Therefore, we feel that the term closure

correlation is more appropriate for gC(CC).

In writing equation (G.22), we have used both gC on the lhs, and gO (within

GO) on the rhs. There exists no inconsistency however. We recall that GO has

only a contribution from the local correlations (no long-range correlation). The

local correlation in GO is assumed to be the same as the local correlation in GC

(see equations G.15 and G.16). Hence, in equation (G.22) we can actually

replace rGO by the first integral on the rhs of equation (G.15), using gC(LC)

within VCOR.

Hence, equation (G.22) can also be rewritten as

gCðCCÞ ¼ 1� 1

N

� �
� 1

N

Z RCOR

0

½gCðLCÞ � 1�4pR2 dR: ðG:25Þ
Here, we use only gC (in the closed system). It clearly shows how the local

correlation, due to direct interaction, gC(LC) affects the closure correlation,

gC(CC).

Another interesting way of interpreting (G.22) is to use the relation for the

partial molar volume of a particle placed at a fixed position in a system char-

acterized by T, P, N. The relevant relation is (see section 7.5 and appendix O)

rV � ¼ �rGO ¼ �DNðVCORÞ: ðG:26Þ
Thus, in a constant-pressure system, placing a particle at a fixed position causes

a change in the volume of the system V*. Relation (G.26) shows that the average

change in the number of particles in VCOR in a T, V, N system is the same as the

average number of particles occupying V* (i.e., rV*) in a T, P, N system.

We now extend the result obtained above for two-component system of A

and B. We first write the general result from the inversion of the Kirkwood–

Buff theory (section 4.4).

GO;ab ¼ kTkT � dab
ra

þ kT

V

ð1� raVaÞð1� rbVbÞ
rarbmab

ðG:27Þ
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where kT is the isothermal compressibility of the system, V is the total volume

of the system, and mab ¼ ðqma=qNbÞT ; P; N 0
b
:

For closed system with respect to both A and B, we have

GC;ab ¼ �dab
ra

: ðG:28Þ

We now write the analogs of equations (G.15) and (G.16) for each of the

pairs ab. We make the same assumptions as before. First, that the local cor-

relation (LC) due to the direct interactions is local, i.e. it extends to a distance

RCOR which is on the order of a few molecular diameters.y Second, that

the integral over [g(R)� 1] in the correlation volume VCOR is the same for the

open and the closed systems, and finally that the correlation due to the closure

(CC) is independent of R for R>RCOR.

Thus, we have the analogs of (G.15) and (G.16):

GC;ab¼
Z RCOR

0

½gC;abðLCÞ�1�4pR2dRþ
Z 1

RCOR

½gC;abðCCÞ�1�4pR2dR

¼�dab
ra

ðG:29Þ

GO;ab ¼
Z RCOR

0

½gO;abðLCÞ � 1�4pR2 dR

¼ kTkT � �dab
ra

� kTð1� raV aÞð1� rbV bÞ
Vrarbmab

: ðG:30Þ

From (G.29) and (G.30) we obtainZ 1

RCOR

½gC;abðCCÞ�1�4pR2dR¼�kTkT�
kTð1�raV aÞð1�rbV bÞ

Vrarbmab
: ðG:31Þ

Again, assuming that the correlation due to closure is independent of R outside

VCOR, and assuming that V�VCOR, we get the final result

gC;abðCCÞ ¼ 1� kTkT
V

� kTð1� raV aÞð1� rbV bÞ
V 2rarbmab

ðG:32Þ

which is the generalization of equation (G.19) for the closure correlation in a

two-component system.

Since the inversion of the KB theory can be done to any multicomponent

system to obtain all the Gab’s in an open system, one can repeat the same

procedure to obtain the closure correlation for any multicomponent system.

y Note that for the mixtures, RCOR might be different for each pair of species and might depend on
the composition. It is assumed that there exists a large enough correlation distance RCOR which serves
for all the pairs ab, and is still on the order of a few molecular diameters. In other words, is gab(R) is
practically unity for R>RCOR for each pair of species.
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In the case of the one-component system, we have noted that the prob-

abilistic interpretation of (G.19) is not so obvious as in the case of an ideal gas.

It is less obvious for the case of mixtures. In order to interpret (G.30) prob-

abilistically, we proceed to do a similar transformation of equation (G.30).

From (G.28) and (G.30), we obtain the general result

gC;abðCCÞ ¼ 1� dab
Na

� GO;ab

V
ðG:33Þ

which is the analog of (G.22).

The probabilistic interpretation is now straightforward. For the case

a¼ b¼A, we have

gC;AAðCCÞ ¼ 1� 1

NA

� rAGO;AA

NA

¼ ðNA � 1� rAGO;AAÞ=V
NA=V

¼ rð1Þ
A ðR0

A=RAÞ
rð1Þ
A ðR0

AÞ
ðG:34Þ

where gC,AA is the ratio of the conditional density of A at R0
A given A at RA, and

the bulk density of A. Similarly, for a 6¼ b, we have two possibilities. Suppose we
place A at RA, and ask for the change in the density of B at R0

B given A at RA, the

result is

gC;ABðCCÞ¼1�rBGO;AB

NB

¼ðNB�rBGO;ABÞ=V
NB=V

¼rð1Þ
B ðR0

B=RAÞ
rð1Þ
B ðR0

B:Þ
: ðG:35Þ

Note that in the case a 6¼ b, placing A at RA does not reduce by one the number of

B’s in the system. In (G.33), also the change in the average number of B’s in VCOR

around A contributes to the closure correlation. A similar result is obtained for

placing B at RB and asking for the conditional density of A at some point R0
A.

It is interesting to note that if the mixture is symmetrical ideal, then

mAA ¼ kTxB

xANT

ðG:36Þ

mAB ¼ �kT

NT

ðG:37Þ
where NT¼NAþNB Hence, the closure correlations in this case are

gC;AAðCCÞ ¼ 1� kTkT
V

� rTV
2

B

V
ðG:38Þ

gC;ABðCCÞ ¼ 1� kTkT
V

� rTVA VB

V
ðG:39Þ

gC;BBðCCÞ ¼ 1� kTkT
V

� rTV
2

A

V
: ðG:40Þ
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If in addition, the system has no change of volume upon mixing, then the

partial molar volumes VA and VB, turn into the molar volumes of the pure A

and B, respectively. A further simplification arises when the molar volumes are

equal, i.e., VA¼VB¼Vm in which case V¼NTVm and we have

gC;abðCCÞ ¼ 1� kTkT
V

þ 1� 2dab
NT

: ðG:41Þ

To summarize, we emphasize again that whenever using the compressibility

equation or the KB theory, one must take the pair correlation function as

defined in an open system. Alternatively, one can use the pair correlation

defined in the closed system, but first one must take the thermodynamic limit

g1C ¼ lim gC
N!1
V!1

N=V¼cons tan t

ðG:42Þ

before carrying the integration over the distance R.
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APPENDIX H

Thermodynamics of mixing
and assimilation in ideal-gas
systems

In this appendix, we discuss briefly the concept of ‘‘free energy of mixing’’ and

‘‘entropy of mixing,’’ and the relatively newly defined concept of assimilation. A

more detailed discussion of this topic may be found elsewhere (Ben-Naim

1987a,b).

Consider a general mixture of c components at some given temperature T

and pressure P, and composition N1, . . . ,Nc. The Gibbs energy of this system is

Gl ¼
X
i

Nimi

¼
X
i

NiW ðijlÞ þ
X
i

NikT ln rliL
3
i ðH:1Þ

where W(i j l) is the coupling work of i to the liquid mixture l, and for sim-

plicity we assume that the molecules do not possess any internal degrees of

freedom. The sum over i is over all the species that are present in the system.

Let mpi be the chemical potential of the pure i th species at the same P and T.

The total Gibbs energy of the combined pure species before the mixing, is then

Gp ¼
X

Nim
p
i

¼
X

NiW ðijiÞ þ
X

NikT ln rpiL
3
i ðH:2Þ

where W(i j i) is the coupling work of i at the same P and T, and rpi is the

density of i in this pure state. Thus, the Gibbs energy change for the process

formation of the mixture from the pure liquids is given by

DGM ¼ Gl � Gp ¼
X

Ni½W ðijlÞ �W ðijiÞ þ
X

NikT lnðrli=rpi Þ: ðH:3Þ
A particular case of equation (H.3), which is discussed in almost all textbooks

of thermodynamics, is the case of mixing ideal gases. In this case, the first sum



on the rhs of equation (H.3) is zero (no interactions). Also, since the total

pressure of the mixture is the same as the pressure of each pure component i

before the process, we have

P ¼ kT
X

rli ¼ kTrpi : ðH:4Þ
Hence,

rli=r
p
i ¼ rli=

X
rli ¼ xi ðH:5Þ

where xi is the mole fraction of the i th species in the ideal-gas mixture. In this

case, equation (H.3) reduces to

DGM ¼
X
i

NikT ln xi ðH:6Þ

This quantity is commonly referred to as the ‘‘free energy of mixing’’ (or Gibbs

energy of mixing). Similarly, the quantity

DSM ¼ �
X
i

Nik ln xi ðH:7Þ

is referred to as the ‘‘entropy of mixing.’’ These terms are applied to quantities

of the form (H.6) and (H.7) even for system of interacting molecules. Thus, in

the general equation (H.3), the first term is referred to as the interaction Gibbs

energy while the second term, or a modified form of it, is referred to as the

mixing Gibbs energy.

In this appendix, we shall discuss a system of ideal gases. We shall examine

the suitability of the terms ‘‘mixing entropy’’ and ‘‘mixing Gibbs energy,’’ and

the validity of the statement that ‘‘the mixing process is essentially reversible’’,

see, for example, Denbigh (1966).

In the next appendix (I), we shall discuss systems with interacting particles.

These are more relevant to solution chemistry.

H.1 Simple case mixing of two components

We begin by considering a classical process of mixing as described by most

textbooks of thermodynamics and statistical thermodynamics. For simplicity,

we discuss only a two-component system and also take the simplest case as

depicted in process I (figure H.1). In this process, we have two compartments,

one of which contains NA molecules A in volume VA, and the second,
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NB molecules B in volume VB. Furthermore, for simplicity we assume that

N ¼ NA ¼ NB V ¼ VA ¼ VB: ðH:8Þ
An elementary calculation leads to the result that the Gibbs energy change in

process I (figure H.1) is

DGI ¼ NAkT ln xA þNBkT ln xB ðH:9Þ
and the corresponding entropy change is

DSI ¼ �NAk ln xA � NBk ln xB ðH:10Þ
where xA and xB are the mole fractions of A and B, respectively. In our parti-

cular example, equations (H.9) and (H.10) reduce to

DGI ¼ 2NkT ln 1=2< 0 ðH:11Þ
and

DSI ¼ �2Nk ln 1=2> 0: ðH:12Þ
The results (H.9) and (H.11) are referred to as ‘‘free energy of mixing,’’ and

(H.10) and (H.12) as ‘‘entropy of mixing.’’ Since the first is always negative, and

the second is always positive, most authors conclude that the mixing process is

inherently an irreversible process, i.e., the mixing is the cause for the increase of

the entropy and the decrease in free energy.

We shall now show that mixing is not an irreversible process, and the entropy

change, in the process depicted in figure H.1, is not due to the mixing process,

but to expansion. Therefore, the reference to the quantity (H.10) or (H.12) as

entropy of mixing is inappropriate and should be avoided.

The simplest and the most straightforward argument is to calculate the

entropy change for the process depicted in figure H.1. Taking the partition

NA

VA

NB NA + NB

VA + VBVB

II
NA

VA

NA

VB

2NA

VA + VB

I

Figure H.1 Process I: process of mixing two ideal gases A and B. Initially, the two gases are separated by
a partition. The mixing occurs after removing the partition. It is assumed that NA¼NB and VA¼ VB.
Process II: the same as process I, but now the two compartments contain the same gas, say, A.
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function of the system before and after the process, we arrive at the result

DSI ¼ 2Nk ln
2V

V
¼ 2Nk ln 2: ðH:13Þ

Clearly, the change in entropy in process I is due to expansion, not to mixing.

Each particle, which initially could access the volume V, is accessing the volume

2V at the final state of the process. One can also show that the mixing process

could be carried out reversibly and the demixing process can be irreversible;

therefore, it is clear that the ‘‘mixing’’ in itself is not reversible or irreversible. It

simply does not contribute anything to the change of the entropy or the free

energy of the process.

This conclusion, though clear and irrefutable, leaves us uneasy when com-

paring processes I and II in figure H.1. One can easily compute the change in the

entropy in process II and find

DSII ¼ 0: ðH:14Þ
In other words, one observes mixing in process I with accompanying increase

in entropy, whilst in process II nothing happens, and no change in entropy. The

natural conclusion is that mixing in I must be responsible for the increment in

entropy. This conclusion is erroneous, however. First, because we have already

seen that (H.10) and (H.12) are due to expansion, not to the mixing. Second, it

is not true that nothing happens in process II. In fact, we can easily calculate the

change in entropy for process II. The result is

DSII ¼ 2Nk ln
2V

V
� k ln

ð2NÞ!
ðN !Þ2 > 0: ðH:15Þ

This entropy change is always positive. This follows from the identity

22N ¼ ð1þ 1Þ2N ¼
X2N
i¼0

2N

i

� �
: ðH:16Þ

If we now replace the sum of positive binomial coefficients on the rhs of (H.16)

by the maximal term, we must have the inequality

22N >
2N

N

� �
¼ ð2NÞ!

ðN !Þ2 ðH:17Þ

or

2N ln 2> ln
ð2NÞ!
ðN !Þ2 : ðH:18Þ

It is only in the limit of macroscopic system that the two terms on the rhs of

(H.15) cancel out, and we have

DSII ¼ 2Nk ln
2V

V
� 2Nk ln 2 ¼ 0: ðH:19Þ
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We can now conclude that in process II, there are two contributions to the

entropy change; these two contributions are, in general, not equal in magni-

tude. However, for a large system they become equal in magnitude and cancel

each other. Conceptually, they are of different origins; one is due to expansion

from V to 2V. The second is due to assimilation, i.e., initially, we have two

compartments with N indistinguishable particles; in the final state we have 2N

indistinguishable particles in one compartment. The latter contributes nega-

tively to the entropy change in process II.

Thus, in comparing the two processes in I and II, we have a positive change

in entropy in I due to expansion, but in II, we have both expansion and

assimilation which contributes equal quantities, but of opposite signs to pro-

duce a net zero change in entropy, in process II. In no case does the mixing, in

itself, contribute anything to the change in entropy.

H.2 Process involving assimilation and
deassimilation

We have seen that the assimilation in process II contributes negatively to the

entropy change. Therefore, we expect that the reverse of the assimilation

process, i.e., the deassimilation process, will increase the entropy. Figure H.2

shows a ‘‘pure’’ process of deassimilation where the entropy change is positive.

Consider an ideal gas of 2N molecules, each containing one chiralic center.

Initially, we prepare the system in such a way that all the molecules are in one of

the enantiomeric forms, say the d enantiomer. We then introduce a catalyst

which induces a racemization process in adiabatic conditions. At equilibrium,

we obtainNmolecules of the d enantiomer andNmolecules of the l enantiomer.

The entropy change in this spontaneous process is well known:

DS ¼ 2kN ln 2> 0: ðH:20Þ

Nd,Nl,V2Nd,V

Figure H.2 A pure process of deassimilation. We start with a system of 2N molecules of type d, and let
the system evolve into a mixture of l and d. If d and l are two enantiomers of the same molecule, the final
equilibrium number of d and of l molecules will be the same.
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If we analyze carefully the various factors involved in the expression of the

chemical potential of the d and l molecules, we find that the momentum

partition function, the internal partition function of each molecule, and the

volume accessible to each molecule are unchanged during the entire process.

The only change that does take place is the deassimilation process; hence, the

entropy change is due to the deassimilation of 2N identical molecules into two

subgroups of distinguishable molecules; N of one kind, and N of a second kind.

This process, along with an alternative route for its realization, is described in

detail in Ben-Naim (1987a, b).

The aforementioned example clearly involves neither proper mixing nor

inter-diffusion. The spontaneous process which occurs is the transformation of

one species into two distinguishable species, and this process evolves in a

homogeneous phase with no apparent mutual diffusion of one species into the

other. Therefore, the term ‘‘mixing’’ may not be used here either causatively or

even descriptively. In spite of this, and curiously enough, the entropy change in

this process, e.g., equation (H.20), is traditionally referred to as the ‘‘mixing

entropy.’’ If the process of racemization is referred to as ‘‘mixing,’’ should we

refer to the reverse as ‘‘demixing?’’ The only reason which leads to such mis-

interpretation is probably the lack of recognition of the role of the deassimi-

lation phenomenon.

The deassimilation process may also occur in more complex reactions. For

example, in a cis–trans reaction, we have the equilibrium condition

Ncis=Ntrans ¼ expð�DG0=kTÞ: ðH:21Þ
Suppose we start with 2N molecules in the cis form of dichloroethylene and

allow the system to reach equilibrium, where we have Ncis and Ntrans molecules,

and NcisþNtrans¼ 2N. In this case, the entropy change will have one con-

tribution due to the reaction, and another contribution due to the deassimi-

lation of 2N molecules into two subgroups, i.e.,

DS ¼ DSreaction þ DSdeassimilation ðH:22Þ
The process of racemization described in figure H.2 is a special case of a

chemical reaction for which DG0¼ 0; hence Nd¼Nl¼N. More details can be

found in Ben-Naim (1987a, b).
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APPENDIX I

Mixing and assimilation in
systems with interacting
particles

In Appendix H, we have examined processes involving mixing and assimilation

in ideal-gas systems. We have seen that mixing in itself does not contribute

anything to the thermodynamics of the process, whereas assimilation and

deassimilation do. We now examine similar processes in nonideal systems

where intermolecular interactions exist. We shall examine the change in the

Gibbs energy, rather than the entropy. But the conclusions are the same.

We first consider the following processes, figure I.1: two compartments of

the same volume V and temperature T; one contains N1 and the second con-

tains N2 particles of the same species, say A. Upon removing the partition

between the two compartments, the change in Gibbs energy between the initial

state i to the final state f is:

DG ¼ Gf � Gi ¼ N1m
f
1 þN2m

f
2 �N1mi1 � N2mi2

¼ ½N1W ðAjf Þ �N1W ðAji1Þ þ N2W ðAjf Þ � N2W ðAji2Þ�

þ N1kT ln
V

2V
þ N2kT ln

V

2V

� �

þ N1kT ln
N1 þ N2

N1

þ N2kT ln
N1 þ N2

N2

� �
: ðI:1Þ

We have included in brackets three different types of contributions to the

change in the free energy. The first arises from the changes in the interactions

N1 N2

V V 2V

N1 + N1

Figure I.1 Two compartments of equal volumes, V, containing N1 and N2 molecules (N1 6¼ N2) of the
same kind. The system is not an ideal gas system.



among the molecules from their initial states (i1 and i2) to their common final

state (f). The second is the expansion term from V to 2V (for simplicity we

choose V1¼V2¼V). The third term is the contribution due to assimilation.

This classification of the various terms is independent of any assumption of

ideality of the system. To emphasize the advantage of this point of view,

consider the same processes carried out with ideal gases. Here, relation (I.1)

reduces to

DGig ¼ N1kT ln
V

2V
þ N2kT ln

V

2V
þ N1kT ln

N1 þ N2

N1

þ N2kT ln
N1 þN2

N2

¼ N1kT ln
Pf

Pi1
þ N2kT ln

Pf

Pi2
: ðI:2Þ

On the rhs of (I.2), we expressed DGig as it might appear in a typical textbook of

thermodynamics, i.e., N1 molecules are transferred from an initial pressure Pi1
into the final pressure Pf. Likewise, N2 molecules are transferred from Pi2 into

Pf . This way of computing DG is only valid for ideal gases. Once interactions

among the particles are present, the transfer from Pi1 to Pf does not tell us

anything about the Gibbs energy change.

In fact, thermodynamics cannot tell us anything about the significance of the

various terms on the rhs of relation (I.1), whether or not the system is an ideal

gas. On the other hand, by introducing the concept of assimilation, we have a

clear-cut classification of the three terms in relation (I.1). This classification is

valid, independent of any assumption of ideality.

Next, consider the process depicted in figure I.2. Here again, thermo-

dynamics would have taught us that the system is compressed with a Gibbs

energy change equal to

N1kT ln
Pf

Pi1

� �
þ N2kT ln

Pf

Pi2

� �
: ðI:3Þ

This is again valid only for ideal gases. Once we have interacting particles, the

validity of expression (I.3) as a measure of the Gibbs energy change is lost, and

we cannot claim that the compression of the system is the only cause of the

Gibbs energy change.

Considering the same process from the molecular point of view, we see that

each particle is allowed to wander in the same volume V, before and after the

process. Therefore, here we only have two contributions to DG, one due to a

change in interactions and the second due to assimilation. If the gas is ideal, the

only contribution is due to assimilation and amounts to

N1kT ln
N1 þ N2

N1

þ N2kT ln
N1 þ N2

N2

: ðI:4Þ
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This very term would have been referred to as ‘‘compression’’ in the traditional

thermodynamic language.

Next, we perform the same experiment as in figure I.1, but when we have NA

molecules of type A, and NB molecules of type B, figure I.3, process III. The

Gibbs energy change for this process is

DGIII ¼Gf �Gi

¼NA½W ðAjAþBÞ�W ðAjAÞ�
þNB½W ðBjAþBÞ�W ðBjBÞ�� ½NAkT ln

2V

V
þNBkT ln

2V

V
� ðI:5Þ

Here, the first two terms are due to the change in the coupling work in the

process. Initially, each A particle interacted with A particles only; its coupling

work has changed from W(A jA) into W(A jAþB). Similarly, the coupling

work of each B particle has changed from W(B jB) into W(B jAþB). The last

term on the rhs of (I.5) is due to the change of the accessible volume for each

particle from V to 2V. Note, however, that there is no contribution to assim-

ilation as we had in process I of figure I.1. Again, we stress that the last term on

the rhs of (I.5) is traditionally referred to as the mixing free energy. If we have

started from two different volumes VA and VB, the last term on the rhs of (I.5)

can be written as

�NAkT ln
VA þ VB

VA

� NBkT ln
VA þ VB

VA

¼ NAkT ln yA þ NBkT ln yB ðI:6Þ
where yA and yB are the volume fractions, as defined in (I.6). This term certainly

cannot be interpreted as the mixing free energy. We have had the same

expansion term in process I where we have no mixing at all. Perhaps, the first

two terms in (I.5) could be more appropriately referred to as the mixing free

energy, in the sense that they arise from the change of the environments of A

N1 N2

V V V

N1 + N1

Figure I.2 The initial state is the same as in figure I.1. In the final state, the gas is contained in a
volume V.

IIINA NB NA + NB

VA + VBVBVA

Figure I.3 The same as in figure I.1, but now the two compartments contain NA A particles and NB B
particles, respectively. Process III is the same as Process I of figure H.1 but for nonideal gases.

MIXING AND ASSIMILATION IN SYSTEMS WITH INTERACTING PARTICLES 341



and B upon mixing. But clearly, this term would be zero when no interactions

exist, i.e., an ideal gas this ‘‘mixing free energy’’ would be zero.

Next, we consider the analog of process II, but when we start with NA in V,

and NB molecules in V, the temperature is kept constant T. The change in the

Gibbs energy for this case is obtained from (I.6) by letting the volume fractions

yA¼ yB¼ 1. Clearly, since there is no change in the accessible volume for each

particle, the last term on the rhs of (I.5) is zero, and we are only left with the

change due to the changes in the coupling work of A and B. Again, we stress

that in this case, although we observe mixing of A and B, there exists no mixing

free energy in the conventional form of (I.6). Also in this case, there is no

assimilation term as we had in process II.

We shall briefly discuss now two special cases of ideal solutions.

(1) Symmetrical ideal solution. Let A and B be similar particles, in the sense

discussed in chapter 5. We perform the same process III as in figure I.3. The

corresponding change in Gibbs energy is (I.5). If we perform the same process,

but under the same pressure before and after the mixing, we have for the

chemical potentials of A and B, in the final states

mfA ¼ mpAðP,TÞ þ kT ln xA ðI:7Þ
mfB ¼ mpBðP,TÞ þ kT ln xB ðI:8Þ

where mpAðP,TÞ and mpBðP,TÞ are the chemical potential of pure A and pure B,

under the same T and P. In this case, the change of free energy in the process is

DGSI ¼ NA½mfA � mpA� þ NB½mfB � mpB�
¼ NAkT ln xA þ NBkT ln xB ðI:9Þ

Note that the coupling terms in equation (I.5) does not appear in this case. The

change in free energy is due only to the expansion from VA to VAþVB for A,

and from VB to VAþVB for B. It should be stressed that the origin of the mole

fractions xA and xB is

xA ¼ rlA
rpA

¼ NAVA

ðVA þ VBÞNA

¼ VA

VA þ VB

ðI:10Þ

where rlA is the density of A in the mixture, and rpA is the density of A in pure A

at the same P, T. Since we can form the SI solution by replacing all B’s by A’s,

i.e., rT ¼ rA þ rB ¼ rPA, we can also interpret xA as the mole fraction of A, i.e.,

xA ¼ rlA
rlA þ rlB

¼ NA

NA þ NB

: ðI:11Þ

We conclude that whereas in process III, the driving force for the mixing consists

of both the change in the coupling work and the expansion, in the SI case, though
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interactions exist, there is no contribution due to the changes in the coupling

work. The only contribution comes from the expansion and not to the mixing.

(2) The dilute-ideal (DI) solutions. This is the case which has attracted the

most attention in solution chemistry. Unfortunately, this is also the case where

most of the misconceptions have been involved. Here, we only focus on one

aspect of the problem, namely the identification of the so-called mixing terms.

Consider the case of a very dilute solution of A in B, such that NA�NB. In this

case, when we mix A and B, we may assume that

W ðA jAþ BÞ � W ðA jBÞ, W ðB jAþ BÞ � W ðB jBÞ: ðI:12Þ
Also, one can approximate rB ¼ rPB, i.e., the addition of a small amount of A

to pure B causes a negligible effect on rpB and on the coupling work of B. In this

case, the general expression for DG reduces to

DGDI ¼ NA½W ðA jBÞ �W ðA jAÞ� þ NAkT lnðrA =rpAÞ: ðI:13Þ
In this process, a particle A which ‘‘sees’’ only A particles in the pure A, is

‘‘seeing’’ now only pure B in its environment. Here, there are two contributions

to the Gibbs energy change: one is due to the (extreme) change in the envir-

onment of A (from pure A into pure B), and the second, to the change of the

accessible volume available to A.

Neither of these terms is an adequate candidate to be referred to as mixing

term. However, if one insists on using the term ‘‘mixing Gibbs energy,’’ it is

perhaps more appropriate to refer to the first term on the rhs of equation

(I.13), but certainly not to the second term. The traditional view is, quite

astonishingly, the opposite. It is very common to refer to the second term as the

‘‘mixing Gibbs energy.’’ A more conventional form of equation (I.13) is

obtained after transforming into mole fractions. For this case, the transfor-

mation of variables is

xA ¼ rA=ðrA þ rBÞ � rA=r
p
B: ðI:14Þ

We can rewrite DGDI in the conventional thermodynamic way as

DGDI ¼ NA½m0xA � mpB� þ NAkT ln xA ðI:15Þ
where m0xA is the standard chemical potential of A in the mole fraction scale, and

mpA is the chemical potential of pure A.

The reference toNAkT ln xA as a ‘‘mixing Gibbs energy’’ term is so ubiquitous

that it is really difficult to find exceptions. This erroneous interpretation of the

term kT ln xA also leads to an erroneous interpretation of the term m0xA � mpA,
which is very common in solution chemistry.

When investigating dilute solutions of, say, argon in water or xenon in

organic solvents, the stated purpose of the investigators is to study the Gibbs
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energy of interaction (or solvation) of the solute in the solvent (chapter 7).

Usually, the primary quantity that is obtained in the experiment is a partition

coefficient, i.e., a ratio of the number of densities of the solute between two

phases. This ratio is directly related to the quantity W(A jAþB) which mea-

sures the solvation Gibbs energy of the solute A in the solvent (chapter 7).

However, because of the prevalent erroneous interpretation of the term kT ln

xA as a ‘‘mixing term’’, sometimes referred to as ‘‘cratic’’ termy (Gurney 1953;

Tanford 1973), one transforms the concentration units from number densities

into mole fractions and then compute a so-called ‘‘standard Gibbs energy of

solution.’’ This is also referred to as the ‘‘unitary’’ term (Gurney 1953).

Unfortunately, the whole procedure involves superfluous work and, in fact,

misses the principal aim of the investigation. As we have seen, kT ln xA is not a

mixing Gibbs energy, and the quantity left after subtracting this term from

DGDI does not necessarily have the meaning so often assigned to it.

y The terms ‘‘cratic’’ and ‘‘unitary’’ were introduced by Gurney (1953). In my opinion, these terms
were misused. A detailed discussion of these terms can be found in Ben-Naim (1978).
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APPENDIX J

Delocalization process,
communal entropy and
assimilation

The concept of communal entropy has featured within the lattice models of

liquids and mixtures. We show in this appendix that this entropy change is due

to a combination of assimilation and expansion.

In figure J.1, we depict a process of delocalization. Initially, we have N

particles each confined to a cell of size n. We remove all the partitions and the

particles are allowed to occupy the entire volume V. The entropy change upon

the removal of all the partitions is

DS ¼ Sig � Sloc

¼ kN lnðV=L3Þ � k lnN !þ 3
2
kN � kN lnðn=L3Þ � 3

2
kN ðJ:1Þ

where n¼V/N is the volume of each cell. Application of the Stirling approx-

imation yields the well-known result

DS ¼ kN : ðJ:2Þ
This is known as the communal entropy. Closer examination reveals that DS in
equation (J.2) is a net result of two effects; the increase of the accessible volume

Vv

V >> v

Figure J.1 A delocalization experiment. Initially, there are N particles of the same kind, each in a cell of
volume v. Upon removal of the partitions between the cells, each particle can access the entire volume
V¼Nv. The entropy change in this process, for an ideal gas, is the so-called communal entropy.



for each particle from n to V, and the assimilation of N particles. The two

contributions are explicitly

DS ¼ kN lnðV=nÞ � k lnN !: ðJ:3Þ
Note that since we chose n¼V/N, the first term on the rhs is the dominating

one, i.e., the contribution of the volume change accessible to each particle is

larger than the assimilation contribution (the latter is always negative).

Within the Stirling approximation, we have partial cancellation leading to

DS ¼ kN lnN � ½kN lnN � kN � ¼ kN : ðJ:4Þ
Originally, Hirschfelder et al. (1937) introduced the concept of communal

entropy to explain the entropy of melting of solids. They specifically stated that

‘‘this communal sharing of volume gives rise to an entropy of fusion.’’ This idea

was later criticized by Rice (1938) and by Kirkwood (1950) and now the whole

concept of communal entropy in the context of the theory of liquids is con-

sidered to be obsolete.

Here we have cited this example to stress the point that the communal

entropy in equation (J.2) is not a result of volume change only but a combi-

nation of volume change and assimilation.
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APPENDIX K

A simplified expression
for the derivative of the
chemical potential

In section 4.2, we have derived the expression for the derivative of the chemical

potential with respect to the number of particles

mij ¼
qmi
qNj

� �
T ; P; N 0;

ðK:1Þ

For a c-component system at a given T and P, the general expression for mij
within the Kirkwood–Buff theory is (see section 4.2)

mij ¼
kT

V Bj j

Bij
P
a;b

rarbB
ab �P

a;b
rarbB

ajBib

P
ab

rarbBab ðK:2Þ

where ra¼Na/V is the average density of a in the open system. The summa-

tions extend over all species in the system a, b¼ 1, 2, 3, . . . , c.

The matrix B is constructed from the elements

Bij ¼ rirjGij þ ridij ðK:3Þ
where Gij are the Kirkwood–Buff integrals

Gij ¼
Z 1

0

½gijðRÞ � 1�4pR2dR ðK:4Þ

and gij(R) is the pair correlation function for the pair of species i and j.

The quantity Bij denotes the cofactor of the element Bij in the determinant

jBj . Namely, Bij is a determinant obtained from jBj by deleting the ith row

and the jth column, and the result is multiplied by the sign (�1)iþ j.

Relation (K.2) is quite simple for c¼ 2 and becomes somewhat cumbersome

for c¼ 3. For c
 3, the application of (K.2) is impractical since it requires

handling of a large number of terms.



Fortunately, it was noticed that when one fully expands the expression (K.2)

in terms of Gij, many terms cancelled out. This led to a search of a more

compact, and easier to use expression for mij. Here, we shall present a schematic

proof of the procedure of simplification of expression (K.2). More details are

available elsewhere (Ben-Naim 1975a).

First, define the matrix G by

G ¼
G11 þ r�1

1 G12 G13 � � �
G21 G22 þ r�1

2 G23 � � �
..
. ..

. ..
.

0
B@

1
CA: ðK:5Þ

Note that the elements of the matrix are

ðGÞij ¼ Gij þ dijr�1
i ðK:6Þ

where Gij are given by (K.4). Thus, care must be exercised to distinguish

between Gij and (G)ij. Note also that G is a symmetric matrix.

By extracting ri from the ith row, and rj from the jth column, one can easily

get the following relations:

jBj ¼ r2jGj ðK:7Þ

Bij ¼ r2Gij

rirj
ðK:8Þ

Xc
a;b¼1

rarbB
ajBib ¼ r4

X
a;b

GajGib

rirj
ðK:9Þ

Xc
a;b¼1

rarbB
ab ¼ r2

X
a;b

Gab: ðK:10Þ

Note that we have denoted the product of all the densities by

r ¼
Yc
i¼1

ri: ðK:11Þ

Substituting (K.7) and (K.8) into (K.2), we gety

mhk ¼ kT

rhrkV Gj j

P
a;b ½GhkGab � GhbGak�P

a;b G
ab : ðK:12Þ

y Note that we use k for the Boltzmann constant as well as a subscript indicating a species.
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This is a more convenient form than (K.2) since we have eliminated all the ri’s
under the summation signs. (Note, however that all the Gij’s are still dependent

on the densities.) Note also that some of the terms in the numerator of (K.12)

vanish. More specifically,

GhkGab � GhbGak ¼ 0 for a ¼ hðand any bÞ or for b ¼ kðand any aÞ:
ðK:13Þ

The nonvanishing terms can be viewed as minors of the adjoint determinant of

jG j , i.e.,
Ghk Ghb

Gak Gab

����
���� ðK:14Þ

is a minor of order (2) in the adjoint determinant of jG j , provided that the

indices h, k, a and B fulfill certain conditions. The details of the algebraic steps

are presented elsewhere (Ben-Naim 1975a).

The final result for the quantity mhk in (K.2) is

mhk ¼ kT

rhrkV
jEðh, kÞj

jDj : ðK:15Þ

Here,D is a matrix of order cþ 1 constructed from G by appending a row and a

column of unities, except for the element D11 , which is zero, i.e.,

D ¼
0 1 1 1 � � �
1

1 G

..

.

0
BB@

1
CCA: ðK:16Þ

The general element of D is

Dnm ¼ dn1 þ dm1 � 2dn1dm1 þ ðGÞn�1;m�1 n,m ¼ 1, 2, . . . , c þ 1: ðK:17Þ
Note that (G)ij is defined in equation (K.6) for i, j¼ 1,2, . . . , c. We add the

definitions (G)ij¼ 0 for any other indices in (K.17).

The determinant in the numerator of (K.15) is constructed from the matrix

G by replacing the hth row and the kth column of jG j by unities, except for the
element hk, which is replaced by zero. The general element of E(h, k) is

½Eðh, kÞ�ab ¼ dha þ dkb � 2dhadkb þ ðGÞabð1� dhaÞð1� dkbÞ: ðK:18Þ
Relation (K.15) is far easier to apply for a multicomponent system than the

original relations (K.2) or (K.12). One application of this simplified expression

to examine the solute and solvent effects on chemical equilibrium has been

published by Ben-Naim (1975a). In this article, it was also shown that if
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Gij¼ 1
2
(GiiþGjj) for each pair of species, one can always reduce the determin-

ants jE(h, k)j and jD j to a simple formy, i.e.,

jEðh, kÞj ¼ rhrk
.Y

i

ri ðK:19Þ

Dj j ¼ �
X
i

ri
.Y

i

ri: ðK:20Þ

With this simplification it is easy to prove that the condition Gij¼ 1
2
(GiiþGjj)

(for all i, j) is necessary and sufficient for SI solution for any mixture of c

components.

Another useful application is the limiting form of jD j and jE(A, s) j as

rs! 0. It is easy to see that in the limit of dilute solution rs! 0, we have

jEðA, sÞj ¼ 1þ rBðGBB � GABÞ
rB

þ ðGAs � GBsÞ

¼ ZVA=rB þ ðGAs � GBsÞ ðK:21Þ
EðB; sÞj j ¼ ZVB=rA þ ðGBs � GAsÞ ðK:22Þ

Dj j ¼ � Z
rsrArB

: ðK:23Þ

Hence, in this limit

qms
qNA

� �
T ;P;NB ;Ns

¼ kT

rsrAV
jEðA, sÞj

jDj

¼ �kT

VZ
½1þ rBðGBB � GBAÞ þ rBðGAs � GBsÞ�

¼ �kT

VZ
½ZVA þ rBðGAs � GBsÞ�: ðK:24Þ

For the derivative of the pseudo-chemical potential, we have

qm�
s

qNA

� �
T ;P;NB ;Ns

¼ �kT

VZ
½ZVA þ rBðGAs � GBsÞ� þ kTVA

V

¼ �kTrBðGAs � GBsÞ
VZ

:

ðK:25Þ

The latter can be transformed into derivative with respect to xA, i.e.,

lim
rs!0

qm�
s

qxA

� �
T ;P

¼ kT rA þ rBð Þ2
Z

GBs � GAs:ð Þ: ðK:26Þ

y This can be achieved simply by adding and subtracting rows and columns of the determinants,
leaving the value of the determinants unchanged.
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Since for the ideal-gas mixture we have

qm�ig
s

qxA

� �
T ;P

¼ 0 ðK:27Þ

we obtain

lim
rs!0

qDm�
s

qxA

� �
T ;P

¼ kT rA þ rBð Þ2
Z

GBs � GAsð Þ ðK:28Þ

where Dm�
s is the solvation Gibbs energy of s in dilute solution of A and B.

Another useful expression for the partial molar volume of s in the limit

rs! 0 may be obtained from the Gibbs–Duhem relation

rAmAs þ rBmBs þ rsmss ¼ 0 ðK:29Þ
Using the KB results for mij (section 4.2), we can eliminate Vs to obtain

V
0

s ¼ lim
rs!0

Vs ¼ kTkT � rAVAGAs � rBVBGBs: ðK:30Þ

For the partial molar volume at fixed position, we have

V �0
s ¼ �rAVAGAs � rBVBGBs ðK:31Þ

which is a generalization of equation for V �
s in pure s (Appendix O).

From equations (K.28) and (K.31), one can solve for GAs and GBs. The results

are

GAs ¼ kTkT � V
0

s �
ZrBVB

kTr2T

qDm�
s

qxA

� �
T ;P

ðK:32Þ

GBs ¼ kTkT � V
0

s þ
ZrAVA

kTr2T

qm�
s

qxA

� �
T ;P

: ðK:33Þ

Since all the quantities on the rhs of (K.32) and (K.33) are measurable

(including Z which can be determined from the inversion of the KB theory in a

two-component mixture of A and B), one can calculate both GAs and GBs.
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APPENDIX L

On the first order-deviations
from SI solutions

We have seen in section 6.2 that the first-order deviations from symmetrical

ideal solution have the form

mEX;SIA ¼ a2x
2
B ðL:1Þ

or

mA ¼ mPA þ kT ln xA þ a2x
2
B ðL:2Þ

where a2 can be a function of T, P, but not of xA.

If (L.2) holds for all 0	 xA	 1, then the Gibbs–Duhem relations impose a

similar expression for mB, i.e.,

mB ¼ mPB þ kT ln xB þ a2x
2
A ðL:3Þ

with the same constant a2 as in (L.2). We note that this is also the first-order

correction and must start as a2x
2
B. We could have attempted to write

mA ¼ mPA þ kT ln xA þ a0 þ a1xB þ a2x
2
B: ðL:4Þ

Since at xB¼ 0 we must have mA ¼ mPA, hence a0¼ 0. Applying the Gibbs–

Duhem relation to (L.4) we, obtain

mB ¼ mPB þ kT ln xB � a1 ln xB þ a1xB þ a2x
2
A: ðL:5Þ

But since as xB! 0, the chemical potential must diverge as kT ln xB, we must

have a1¼ 0, and we are back to equation (L.3)y

y Note also that the same expressions (L.2) and (L.3) are obtained had we attempted power series of

the form mA ¼ mPA þ kT ln xA þ a0 þ a1xA þ a2x
2
A; we should find that this must have the form

b0ð1� xAÞ2 ¼ b0x
2
B . This is true when we are interested in deviations from SI solutions. On the other

hand, if we are interested in deviations from DI solutions, then b0 together with mP will form the new
constant of integration, or the standard chemical potential, and one can obtain an expression of the
form b1xA þ b2x

2
A � � � for the excess chemical potential with respect to DI solutions.



The excess Gibbs energy per mole of the mixture with respect to SI is

gEX;SI ¼ GEX;SI

NA þNB

¼ xAm
EX;SI
A þ xBm

EX;SI
B ¼ a2xAx

2
B þ a2xBx

2
A

¼ a2xAxB: ðL:6Þ
Historically, this form of the excess Gibbs energy was suggested as the simplest

function which obeys the requirements that gEX,SI must be zero when either

xA! 0 or xB! 0. This is known as Margules equation, see, e.g., Prausnitz et al

(1986). From (L.6), one can obtain both equations (L.3) and (L.4). The latter

was derived from theoretical arguments based on lattice model for mixtures

(Guggenheim 1952).

Higher-order deviations from SI solutions are equally expressed as power

series of the form

gEX;SI ¼ xAxB½a þ bðxA � xBÞ þ cðxA � xBÞ2 þ dðxA � xBÞ3 þ � � �� ðL:7Þ
where the coefficients are determined by fitting the experimental data. The last

equation is known as the Redlich–Kister equation (Redlich and Kister 1948).

Clearly, for any expansion of the form (L.7), the excess chemical potentials of A

and B are determined by the relations

mEX;SIA ¼ gEX;SI þ xB
qgEX;SI

qxA
ðL:8Þ

and

mEX;SIB ¼ gEX;SI þ xA
qgEX;SI

qxB
: ðL:9Þ
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APPENDIX M

Lattice model for ideal
and regular solutions

In this appendix, we present a very brief outline of the lattice theory of ideal and

regular solutions, developed mainly by Guggenheim (1952). The main reason

for doing so is to emphasize the first-order character of the deviations from SI,

equation (M.12) below.

The system consists ofM lattice sites occupied by a mixture of NA molecules

A and NB molecules B, such that NAþNB¼M (figure M.1). It is assumed that

A and B have roughly the same size and that they can exchange sites without

disturbing the structure of the lattice.

For each configuration of the system, the canonical partition function is

written as

QðNA,NB,TÞ ¼ qNA

A qNB

B

X
j

gj exp½�bEj � ðM:1Þ

where qA and qB are the internal partition functions of A and B, respectively.

The sum is over all energy levels Ej, and gj is the degeneracy of that energy level.

It is assumed that the energy levels are determined only by the nearest-neighbor

Figure M.1 A lattice model of
mixture of A and B.
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interaction energies Eab for pair of species a and b occupying adjacent sites.

Hence, for any configuration of the system we have

E ¼ NAAEAA þ NBBEBB þ NABEAB ðM:2Þ
where Nab are the number of a–b pairs in that specific configuration. The three

Nab are connected by the two relations (z is the number of nearest neighbors to

each site)

zNA ¼ 2NAA þNAB

zNB ¼ 2NBB þ NAB: ðM:3Þ
Therefore, the energy level E is determined by the single parametersNAB. Hence,

we can replace the sum over j in (M.1), by a sum over all possible NAB, i.e.,

Q¼ qNA

A qNB

B

X
NAB

gðNABÞexp �b
zNA�NAB

2
EAAþ zNB�NAB

2
EBB þNABEAB

� �	 �
:

¼QAðNAÞQBðNBÞ
X

gðNABÞexp½�bNABW=2� ðM:4Þ

where QA and QB are the canonical partition function of pure A and B,

respectively, and W is defined as

W ¼ EAA þ EBB � 2EAB: ðM:5Þ
W is referred to as the exchange energy. The sum in (M.4) is over all possible

values of NAB.

Although g(NAB) is a very complicated function, we know that the sum over

all g(NAB) must be the total number of configurations, i.e.,

X
NAB

gðNABÞ ¼ M !

NA!NB!
ðM:6Þ

which is simply the number of ways of arranging NA particles A, and NB

particles B on the total number of lattice sites M¼NAþNB.

When W¼ 0, it follows immediately from (M.4) and (M.5) that the system

will be SI, i.e.,

mA ¼ �kT
q lnQ
qNA

¼ mPA þ kT ln xA: ðM:7Þ

Thus, the condition W¼ 0 is a sufficient (but not necessary) condition for SI

behavior within this particular lattice model.
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The next step is to assume that bNABW / 2 is small for all configurations, i.e.,

all NAB ’s. Hence, we can expand the exponent in (M.4) to obtain

hexp½�bNABW=2�i ¼
X

PrðNABÞ exp½�bNABW=2�

¼
X

PrðNABÞ � bW
2

X
PrðNABÞNAB

¼
X

PrðNABÞ 1� bW
2

hNABi
� �

ðM:8Þ

where the average is taken with the probability distribution

PrðNABÞ ¼ gðNABÞNA!NB!

M !
ðM:9Þ

and the partition function is now written as

Q ¼ QAðNAÞQBðNBÞ M !

NA!NB!
exp � bW

2
hNABi

� �
: ðM:10Þ

Now the average hNABi can be estimated as follows. If each site has z nearest

neighbors, and if Pr(B/A) is the conditional probability of finding a B in the

neighborhood of A, then the average number of A–B pairs is

hNABi ¼ zNA PrðB=AÞ ¼ z
NANB

M
ðM:11Þ

where in the last equality we have replaced the conditional probability Pr(B/A)

by the bulk probability of finding a site occupied by B. This assumption is

sometimes referred to as the randomness assumption. It is clear, however, that

this assumption is true only when W is small.

With the assumption (M.11) introduced in (M.10), we get for the chemical

potential

mA ¼ �kT
q lnQ
qNA

¼ mPA þ kT ln xA � zWx2B
2

: ðM:12Þ
This behavior has been referred to as strictly regular solution (Guggenheim

1952). This should be compared with the first-order deviations from SI

behavior discussed in section 6.6. There, the last term on the rhs of (M.12) is

replaced by the more general term kTrTDABx
2
B=2. The point to be emphasized

here is that the expression (M.12) is valid only for a small value ofW, i.e., this is

only a first-order term in the expansion of the excess chemical potential, as

shown, for the more general case, in section 6.6. Failure to recognize this fact

has misled many scientists to reach invalid conclusions regarding the behavior

of the mixture for large values of W (or equivalently low temperatures T).

Further discussion of this aspect of large deviations from SI behavior is pre-

sented in sections 6.6–6.8.
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APPENDIX N

Elements of the scaled
particle theory

The scaled particle theory (SPT) was developed in the late 1950s and the early

1960s. It started with the quest for the probability of creating a cavity, or a hole,

in the liquid (Hill 1958). It was developed as a theory that was initially designed

for hard spheres, and then applied for more realistic fluids and mixtures (Reiss

et al. 1959, 1960, 1966; Helfand et al. 1960).

Basically, the SPT is an approximate procedure to compute the work

required to create a cavity at a fixed position in a liquid. The work required to

create a cavity in the liquid is fundamental in the study of the solvation of

solutes in any solvent. The simplest solute is a hard-sphere (HS) particle, and

the simplest solvent also consists of HS particles. The solvation process can

always be decomposed into two parts; creating a suitable cavity and then

turning on the other parts of the solute–solvent interaction.

The basic ingredients of the SPT and the nature of the approximation

involved are quite simple. We shall present here only a brief outline of the

theory, skipping some of the more complicated details.

The SPT starts by consideration of the work of creating a cavity at some fixed

position in the fluid. In a fluid consisting of HS particles of diameter a, a cavity

of radius r at R0 is nothing but a stipulation that no centers of particles may be

found in the sphere of radius r centered at R0. In this sense, creation of a cavity

of radius r at R0 is equivalent to placing at R0 a HS solute of diameter b, such

that r¼ (aþ b)/2 (figure N.1). A cavity of radius zero is equivalent to placing a

HS of negative diameter b¼ � a. The work required to create such a cavity is

equivalent to the work required to introduce a HS solute at R0. The work is

computed by using a continuous process of building up the particle in the

solvent. This is the origin of the name ‘‘scaled particle theory.’’ The idea is

similar to the Kirkwood’s charging process involving the parameter x as

described in section 3.4.



In a system of HSs, the molecular parameters that fully describe the particles

are the mass m and the diameter a.y It is important to bear this fact in mind

when the theory is applied to real fluids, in which case one needs at least three

molecular parameters to describe the molecules, and more than three para-

meters for complex molecules such as water. It is a unique feature of the HS

fluid that only two molecular parameters are sufficient for its characterization.

The fundamental distribution function in the SPT is P0(r), the probability

that no molecule has its center within the spherical region of radius r centered

at some fixed point R0 in the fluid. Let P0(rþ dr) be the probability that a cavity

of radius (rþ dr) is empty. (In all the following, a cavity is always assumed to be

centered at some fixed point R0, even when this is not mentioned explicitly.)

This probability may be written as a product of two factors

P0ðr þ drÞ ¼ P0ðrÞP0ðdr=rÞ: ðN:1Þ
On the rhs of (N.1), we have introduced the symbol P0(dr/r) for the conditional

probability of finding the spherical shell of width dr empty, given that the

sphere of radius r is empty. The equality (N.1) is nothing but the well-known

definition of a conditional probability in terms of the joint probability.

Next, we define an auxiliary function G(r) by the relation

4pr2rGðrÞ ¼ 1� P0ðdr=rÞ: ðN:2Þ
Since P0(dr/r) is the conditional probability of finding the spherical shell empty,

given that the sphere of radius r is empty, the rhs of (N.2) is the conditional

probability of finding the center of at least one particle in this spherical shell,

given that the sphere of radius r is empty. This clearly follows from the fact that

the spherical shell can be either empty or occupied.

Expanding P0(dr/r) to first order in dr, we get

P0ðr þ drÞ ¼ P0ðrÞ þ qP0
qr

dr þ � � � ðN:3Þ
y The mass is a molecular parameter that enters into the momentum partition function, but this

parameter does not enter in the calculation of the work required to create a cavity.

Figure N.1 A particle of dia-
meter a produces an excluded
volume of radius a. This excluded
volume is equivalent to a cavity or
radius a.

a

Rcav = a
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From (N.1), (N.2), and (N.3), we obtain

q ln P0ðrÞ
qr

¼ �4pr2rGðrÞ ðN:4Þ

Thus, the function G(r) may be defined either through (N.2) or through (N.4);

the latter may also be written in an integral form

ln P0ðrÞ � ln P0ðr ¼ 0Þ ¼ �r
Z r

0

4pl2GðlÞ dl: ðN:5Þ

Clearly, the probability of finding a cavity of radius zero is unity, hence

ln P0ðrÞ ¼ �r
Z r

0

4pl2GðlÞ dl: ðN:6Þ

There is a general relation between P0(r), and the workW(r) required to form a

cavity of radius r (Ben-Naim 1992), which we write as

W ðrÞ ¼ AðrÞ � A ¼ �kT ln P0ðrÞ ¼ kTr
Z r

0

4pl2GðlÞ dl: ðN:7Þ

Since the work required to create a cavity of radius r is the same as the work

required to insert a hard sphere of diameter b¼ 2r� a at R0, we can write the

pseudo-chemical potential of the added ‘‘solute’’ in the solvent as

m�
b ¼ W ðrÞ ¼ kTr

Z ðaþbÞ=2

0

4pl2GðlÞ dl: ðN:8Þ

In order to get the chemical potential of the solute having diameter b, we

have to add to (N.8) the liberation free energyy namely

mb ¼ m�
b þ kT ln rbL

3
b: ðN:9Þ

It should be noted that rb¼ 1/V is the ‘‘solute’’ density, whereas r¼N/V is the

‘‘solvent’’ density.

A particular case is obtained when we insert a ‘‘solute’’ having a diameter

b¼ a, i.e., a solute which is indistinguishable from other particles in the system.

In this case we have

m�
a ¼ W ðr ¼ aÞ ¼ kTr

Z a

0

4pl2GðlÞdl: ðN:10Þ

y In the original publication of the SPT, this quantity has been referred to as the ‘‘mixing free
energy.’’ As explained in section 3.4, the term liberation free energy is more appropriate for this term
(see also Appendix H). Note also that the mass of the particles enter only in L3

b . Note that as long as the
particle is not fully coupled, it is distinguishable from all the other particles. It becomes indis-
tinguishable when it is fully coupled to the system.
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The integral on the rhs of (N.10) describes the work of coupling a new particle

to the system using a continuous ‘‘charging,’’ or coupling parameter l.
At this stage, it is interesting to cite the equation of state for a system of hard

spheres of diameter a, namely

P

kT
¼ rþ 2

3
pa3r2GðaÞ ðN:11Þ

i.e., the equation of state is determined by the function G(r) at a single point

r¼ a. Note that for the chemical potential, one needs the entire function G(l)
and not just its value at single point.

The SPT aims at providing an approximate expression for P0(r) or,

equivalently, for G(l). Before presenting this expression, we note that an

exact expression is available for P0(r) at very small r. If the diameter of the

HS particles is a, then in a sphere of radius r< a/2, there can be at most one

center of a particle at any given time. Thus, for such a small r, the probability

of finding the sphere occupied is 4pr3r/3. Since this sphere may be occupied

by at most one center of an HS, the probability of finding it empty is simply

P0ðrÞ ¼ 1� 4pr3

3
r for r 	 a

2


 �
: ðN:12Þ

For spheres with a slightly larger radius, namely for r<a=
ffiffiffi
3

p
, there can be at

most two centers of HSs in it; the corresponding expression for P0(r) is

P0ðrÞ ¼ 1� 4pr3

3
rþ r2

2

Z Z
nðrÞ

gðR1,R2Þ dR1 dR2 ðN:13Þ

where g(R1, R2) is the pair correlation function, and the integration is carried

out over the region defined by the sphere of radius r denoted by n(r). The last
equation is valid for a radius smaller than a=

ffiffiffi
3

p
. In a formal fashion, one can

write expressions similar to (N.13) for larger cavities, but these involve higher-

order molecular distribution functions, and therefore are not useful in practical

applications.

Using relation (N.4), we obtain the equivalent of (N.12) in terms of G(r), i.e.,

GðrÞ ¼ 1� 4pr3

3
r

� ��1

for r 	 a

2
ðN:14Þ

and the corresponding work, W(r) is

W ðrÞ ¼ �kT ln 1� 4pr3

3
r

� �
for r 	 a

2
: ðN:15Þ
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We now turn to the other extreme case, i.e., to very large cavities. In this case,

the cavity becomes macroscopic and the work required to create it is simply

W ðrÞ ¼ PnðrÞ ðfor r ! 1Þ ðN:16Þ
where P is the macroscopic pressure and n(r) is the volume of the cavity.

Another way of obtaining (N.16) is to use the basic probability in the grand

canonical ensemble. For a very large cavity, we can treat the volume n(r) as the
volume of a macroscopic system in the T, n, m ensemble. The probability of

finding the system empty is simply

P0ðrÞ ¼ XðT , nðrÞ,mÞ�1 ¼ exp
�PnðrÞ
kT

� �
ðN:17Þ

where X is the grand partition function and the last equality holds for the

macroscopic systems. Using relation (N.7), we obtain

W ðrÞ ¼ �kT ln P0ðrÞ ¼ PnðrÞ ðr ! 1Þ ðN:18Þ
which is the same as (N.16).

Equation (N.16) is the leading term for a macroscopic volume, i.e., r !1.

For finite cavities, one may include a term proportional to n2/3 to account for

the work required to create the surface area, in which case equation (N.16) is

modified as

W ðrÞ ¼ P
4pr3

3
þ 4pr2s0 ðN:19Þ

where s0 is the surface tension between the fluid and a hard wall. For a still

smaller radius, a correction due to the curvature of the cavity may be intro-

duced into (N.19). Also, from relation (N.7) we may obtain the limit of G(r) as

r !1,

Gðr ! 1Þ ¼ P

kTr
: ðN:20Þ

At this stage, we have two exact results for G(r): one for very small r (N.14), and

for very large r (N.20). This information suggests trying to bridge the two ends

by a smooth function of r. In fact, this was precisely the procedure taken by

Reiss et al. (1959, 1960). The arguments used by the authors to make a par-

ticular choice of such a smooth function are quite lengthy and involved. They

assumed that G(r) is a monotonic function of r in the entire range of r. They

suggested a function of the form

GðrÞ ¼ Aþ Br�1 þ Cr�2 ðN:21Þ
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The coefficients A, B, and C were determined by using all the available inform-

ation on the behavior of the function G(r) for a fluid of hard spheres. The final

expression obtained for G(r), after being translated into W(r), i.e., integration

of relation (N.7), is the following:

W ðrÞ ¼ K0 þ K1r þ K2r
2 þ K3r

3 ðN:22Þ
with the coefficients given by

K0 ¼ kT ½� lnð1� yÞ þ 4:5z2� � 1
6
pPa3

K1 ¼ � kT

a

� �
ð6z þ 18z2Þ þ pPa2

K2 ¼ kT

a2

� �
ð12z þ 18z2Þ � 2pPa

K3 ¼ 4pP
3

ðN:23Þ

where a is the diameter of the hard spheres and y and z are defined by

y ¼ pra3

6
, z ¼ y

ð1� yÞ : ðN:24Þ

Thus, in essence, what we have obtained is an approximate expression for the

work required to create a cavity of radius r in a fluid of HSs characterized by the

diameter a.

In figure N.2, we showW(r*)/kT as a function of the reduced radius of cavity

r*¼ r/a, where a is the diameter of the hard spheres. Equation (N.15) was used

Figure N.2 The work W (r*)/kT
required to create a cavity in a liquid
as a function of the reduced distance
r*¼ r/a, for two densities as
indicated in the figure.
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up to r*¼ 1/2, and equation (N.22) for r*> 1/2. Note that the monotonic

increasing functionW(r*) is a general property of this function, independent of

the assumptions of the SPT.

Using expression (N.22) for the particular choice of r¼ a, we obtain an

expression for the chemical potential:

m ¼ kT ln rL3 þW ðr ¼ aÞ: ðN:25Þ
Note that at the point r¼ a, the ‘‘solute’’ becomes identical to the solvent

molecules and therefore it is assimilated into the system; i.e., rb¼ 1/V in (N.9)

turns into r¼N/V in (N.25).

Relations (N.22–N.25) is the main result of the SPT. From (N.25), one

can get the Gibbs energy G¼Nm as a function of the independent variables T,

P, N. In actual application, one uses the SPT, but in addition to specifying

T, P, N, one must introduce the density r into the theory. In this sense, the

SPT is not a purely molecular theory. Normally, if we have G(T, P, N), we

should be able to calculate as output the the average volume V¼ (qG/qP)T,N
hence the density. In the SPT, the density is introduced as an additional input

in the theory.

This comment should be borne in mind when the theory is applied to real

fluids. In any real liquid, and certainly for water, we need a few molecular

parameters to characterize the molecules, say e and a in a Lennard-Jones fluid,

or in general, a set of molecular parameters a, b, c, . . . . Thus, a proper statis-

tical-mechanical theory of real liquid should provide us with the Gibbs energy

as a function of T, P, N and the molecular parameters a, b, c, . . . , i.e., a function

of the form G(T, P, N; a, b, c, . . . ). Instead, the SPT makes use of only one

molecular parameter, the diameter a. No provision of incorporating other

molecular parameters is offered by the theory. This deficiency in the char-

acterization of the molecules is partially compensated for by the use of the

measurable density r as an input parameter.

The scaled particle theory was extended to mixture of hard spheres by

Lebowitz et al. (1965). In a one-component system of hard spheres of diameter

a, placing a hard particle of radius RHS produces a cavity of radius r¼RHSþ
a/2. When there is a mixture of hard spheres of diameters ai, the radius of a

cavity produced by a hard sphere of radius RHS depends on the species i, i.e.,

ri¼RHSþ ai/2.

The exact result (N.15) for r	 a/2 is rewritten as

W ðRHSÞ ¼ �kT ln 1� 4pðRHS þ a=2Þ3
3

" #
, for RHS 	 0 ðN:26Þ
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and the generalization for a multicomponent system is

W ðRHSÞ ¼ �kT ln 1� 4p
3

Xm
i¼1

ðRHS þ ai=2Þ3
" #

, for RHS 	 0: ðN:27Þ

Thus, in mixture of hard spheres, it is meaningful to place a hard sphere of

radius RHS at some fixed position. However, the size of the cavity is different for

the different species.

The generalization of equation (N.22), now written for the work required to

place a hard sphere of radius RHS at some fixed position, is

W ðRHSÞ ¼ K0 þ K1RHS þ K2R
2
HS þ K3R

3
HS ðN:28Þ

where

K0 ¼ �kT lnð1� x3Þ, K1 ¼ kT
6x2

ð1� x3Þ

K2 ¼ kT
12x1
1� x3

þ 18x22
ð1� x3Þ

� �
, K3 ¼ 4pP

3

where

xj ¼
p
Pm

i¼1 riða1Þi
6

: ðN:29Þ

As can be easily verified, (N.28) reduces to (N.22) for a one-component system,

say when r1¼ r and ri¼ 0 for i 6¼ 1 and r¼RHSþ a1/2.
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APPENDIX O

Solvation volume of
pure components

We have noted in section 7.6 that V �ig
s is in general not zero. This is an example

of the difference between the theoretical ideal gas and the ideal gas limit of

real gas as P! 0. In this appendix we shall first derive a general expression for

the partial molar volume at a fixed position then apply the result to the case of

ideal gas.

We start from the general expression for the chemical potential for pure A

mPA ¼ m�P
A þ kT ln rAL

3
A: ðO:1Þ

The molar volume per particle is

VP
A ¼ qmPA

qP

� �
T

¼ V �P
A � kT

q lnV
qP

� �
T

¼ V �P
A þ kTkA

ðO:2Þ

where kA is the isothermal compressibility of pure A. We now use the com-

pressibility equation for the one-component system

kTrAkA ¼ 1þ GP
AA: ðO:3Þ

From (O.2) and (O.3), we obtain (note that rAV
P
A ¼ 1, for pure A)

V �P
A ¼ �GP

AA: ðO:4Þ
This is an important result. The change in volume when placing A at a fixed

position is equal to the KB integraly. From (O.2) and (O.4), we obtain the result

for the molar volume per particle:

VP
A ¼ �GP

AA þ kTkA: ðO:5Þ
The value of V �

A for an ideal gas system depends on which ideal gas system we

are referring to.

If we switch off all interactions (i.e., take a theoretical ideal gas), then

gAA(R)� 1 and GAA¼ 0 (recall that GAA is taken here in the open system, where

y Normally V �p
s is positive, hence G

p
AA is negative. However, this does not need to be the case

always. e.g. for ionic solute V �
s might be negative.



all the correlations are due to the intermolecular interactions). Hence,

V
�ig
A ¼ 0, ðtheoretical ideal gasÞ: ðO:6Þ

On the other hand, if we are interested in an ideal gas obtained from a real gas

as rA! 0, then we know that in this limit

gAAðRÞ ¼ exp½�bUAAðRÞ� ðO:7Þ
hence

V
�ig
A ¼ �

Z 1

0

ðexp½�bUAAðRÞ� � 1Þ4pR2 dR

¼ 2BAA, ðideal gas,rA!0Þ
ðO:8Þ

where BAA is the second virial coefficient of pure A. A simple case of (O.8) is

when A is a hard sphere of diameter sA in which case

V
�ig
A ¼ �

Z sA

0

ð�1Þ4pR2 dR ¼ 4ps3A
3

: ðO:9Þ

Thus, placing a single A at a fixed position changes the volume of the system by

the exact amount of the excluded volume of A with respect to A particles.

Care must be exercised when calculating V
�ig
A from the derivative of the

chemical potential. We have used equation (O.1) to take the derivative with

respect to P, then take the limit of rA ! 0. If we first take the low-density limit

of (O.1) and then differentiate, we get the wrong result. The limiting behavior

of the chemical potential is

mA � kT ln
P

kT
L3

A þ PBAA ðO:10Þ
hence,

V
ig
A ¼ qmA

qP

� �
T

¼ kT

P
þ BAA: ðO:11Þ

If we now take the limiting expression for the compressibility

kigA � 1

P
ðO:12Þ

and using (O.11) and (O.12) in (O.2) we obtain

V
�ig
A ¼ kT

P
þ BAA � kT

P
¼ BAA ðO:13Þ

which is the wrong result (see equation O.8). To obtain the correct result, we

should either proceed as we have done in obtaining equation (O.4) and then

take the limiting behavior of (O.8) or instead of (O.12) we must also take the

first-order expansion of the nondivergent part of kA, which can be easily
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obtained from the virial expansion of r(P). The result is

kTkA � kT

P
� BAA: ðO:14Þ

Now using (O.11) and (O.14) in (O.2), we obtain

V
�ig
A ¼ kT

P
þ BAA � kT

P
� BAA

� �
¼ 2BAA ðO:15Þ

which is the correct result.

The solvation volume is thus

DV �
A ¼ V �1

A � V
�ig
A ¼ �ðGAA � G

ig
AAÞ ¼ �ðGAA þ 2BAAÞ: ðO:16Þ

In general, the term kTkA in (O.2) is small compared with either VP
A or V �P

A .

For instance, for water at 20 �C we have

VP
W ¼ 18:05 cm3mol�1 and kTkW ¼ 1:12 cm3mol�1:

For n-heptane at 20 �C

VP
H ¼ 146:6 cm3mol�1 and kTkH ¼ 3:39 cm3mol�1:

For benzene at 20 �C

VP
B ¼ 88:86 cm3mol�1 and kTkB ¼ 2:28 cm3mol�1:

For argon at 100K

VP
A ¼ 30:47 cm3mol�1 and kTkA ¼ 2:622 cm3mol�1:

We see that in general the term kTkA is small compared with either VP or V*.

Using the result (O.4) for argon we can write

V �P
A ¼ �GP

AA

¼ �
Z

ðgAAðRÞ � 1Þ4pR2 dR

¼ �
Z s

0

�4pR2 dR �
Z 1

s
ðgAAðRÞ � 1Þ4pR2 dR

¼ 4ps3

3
�
Z 1

s
ðgAAðRÞ � 1Þ4pR2 dR ðO:17Þ

Thus, the molar volume (at fixed position) of argon has two components. One

is due to the repulsive part of the potential. This is eight times the ‘‘actual’’

molecular volume of argon 4pR3/3. The second is due to the interaction,

usually both repulsive and attractive beyond R> s.

SOLVATION VOLUME OF PURE COMPONENTS 367



APPENDIX P

Deviations from SI solutions
expressed in terms of �DAB

and in terms of PA/PA0

In sections 6.6 and 6.7, we analyzed the conditions of stability using the

parameter rDAB as a measure of the deviations from SI solutions. When

DAB¼ 0, we had symmetrical ideal SI solutions. We found that for positive

values of DAB, the system was always stable. For large negative values of DAB, we

found regions of instability. This conclusion seems to conflict with the

experimental results that positive deviations from Raoult’s law lead to

instabilityy. The classical examples shown in many books are mixtures of water

and various normal alcohols. We reproduce the relevant curves in figure P.1.

Here, we plot the relative partial pressure of the alcohols in mixtures of water

with methanol, ethanol, propanol and n-butanol. Clearly, in all of the four

cases, deviations from Raoult’s law as measured by either the quantities

PA=P
0
A ¼ xAgSIA ; mEX;SIA ¼ kT ln gSIA ðP:1Þ

are positive in the sense that gSIA are larger than unity, or equivalently the partial

pressure over the solutions of component A is larger than the partial pressure

expected, had the solutions obeyed Raoult’s law (i.e., PA=P
0
A ¼ xA). We note

that the vapor above the solution is assumed to be an ideal-gas mixture. The

excess chemical potential with respect to SI is mEX;SI.
For the water–methanol, water–ethanol, and water–propanol, systems

deviations from Raoult’s law are positive. The single phase is stable in the entire

range of compositions. In water-n-butanol, we know experimentally that

the two components are not miscible in the entire range of compositions. We

see from the figure that deviations from Raoult’s law are large and positive.

y We have also shown that the theoretical results based on the Kirkwood–Buff theory are in conflict
with the conclusions based on the first-order deviations from SI. This conflict is simply a result of
applying first-order expression in rDAB, for large values of rDAB.



This fact seems to support the conclusion based on first-order deviations from

SI solutions (see section 6.6), but in disagreement with the conclusion based on

the KB theory (section 6.7). Since at large deviations from SI we must trust the

full KB expression (section 6.7) rather than the first-order (in terms of rDAB)

deviation, we are facing a conflict between the conclusions based on the KB

theory and the experimental data.

In this appendix, we resolve the conflict by showing that the two measures of

the deviations from SI behavior, rDAB and gSIA (or PA=P
0
A), are not, in general,

equivalent. We start with the first-order expression for the partial pressure, say

of water, in the mixture

PA=P
0
A ¼ xAgSIA ¼ xA exp½rDABx

2
B=2�

mEX;SIA ¼ kT ln gSIA ¼ kTrDABx
2
B=2: ðP:2Þ

This expression, or the equivalent one in the lattice theory of solution, has been

traditionally used to analyze deviations from SI solution and stability of the

system. It is clear from (P.2) that when rDAB is positive (or negative), devia-

tions from Raoult’s law will be positive (or negative) and vice versa.

Unfortunately, these simple relationships between rDAB and PA=P
0
A do not

hold for large values of rDAB. The general relation between the two quantities

follows from the general expression for the chemical potential (equation 6.2,

chapter 6)

mA ¼ mPA þ kT ln xA þ kT

Z xB

0

rxBDAB

1þ rxAxBDAB

¼ mPA þ kT ln xA þ mEX;SIA : ðP:3Þ

0.2 0.4 0.6 0.8 1
xA

0.2

0.4

0.6

0.8

1
PA/PA

0

Figure P.1 Values of PA=P
0
A as a function of xA for water–methanol, water–ethanol, water–propanol and

water-n-butanol at 25 �C. Based on data from Butler et al (1933). A is the alcohol component. Lower curve
for methanol, successive higher curves for ethanol, propanol and n-butanol.
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Assuming that the vapor above the solution is an ideal gas mixture, we get

instead of (P.2) the more general expression

PA=P
0
A ¼ xA exp

Z xB

0

rxBDAB

1þ rxAxBDAB

� �
: ðp:4Þ

It is clear from (P.4) that rDAB determines uniquely the value of PA=P
0
A. In

other words, the molecular measure of the deviations from SI, rDAB, determ-

ines not only the stability of the system (see sections 6.6 and 6.7), but also the

deviations from Raoult’s law as measured by the quantity PA=P
0
A (presuming

that the vapor is an ideal-gas mixture).

On the other hand, the values of PA=P
0
A (whether larger or smaller than xA)

do not determine uniquely either the stability condition or the value of rDAB.

This can be seen if we expand mEX;SIA to second order in rDAB. The result is

mEX;SIA ¼ kT ln gSIA ¼ kTrDABx
2
B

2
þ kTðrDABÞ2 x4B

4
� x3B

3

� �
: ðP:5Þ

Clearly, in the first-order expansion (P.2), the sign of rDAB is the same as the

sign of mEX;SIA . On the other hand, in the second-order expansion in terms of

rDAB, equation (P.5) shows that rDAB determines mEX;SIA , but mEX;SIA (or the

value of gSIA ) does not uniquely determine the value of rDAB. Figure P.2 shows a

plot of mEX;SIA =kT as a function of rDAB/kT for one composition xA¼ xB¼ 1
2
. It

is clear that in the first-order expansion, mEX;SIA and rDAB have the same sign.

However, for the second-order expansion, the values of mEX;SIA do not uniquely

determine rDAB. The same conclusion may be drawn by expanding mEX;SIA to

Figure P.2 mEX,SIA =kT as a
function of rDAB according to the
first- and second-order expansion
in rDAB at one composition
xA¼ xB¼ 0.5.

–10 –5 5 10
rDAB
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higher order in rDAB. Odd and even order show similar behavior to the first-

and the second-order expansion in rDAB.

In the more general case, we have the relation

qmA
qxA

� �
P;T

¼ kT
q ln xAgSIA

qxA

� �
P;T

¼ 1

xAð1þ rxAxBDABÞ ðP:6Þ

or equivalently for ideal-gas vapor pressures

f ðxAÞ � q lnðPA=P0
AÞ

qxA

� �
P;T

¼ 1

xAð1þ rxAxBDABÞ ðP:7Þ

where f(xA) is a measurable quantity. From (P.7) we can eliminate rDAB to

obtain

rDAB ¼ 1� xAf ðxAÞ
x2AxBf ðxAÞ

: ðP:8Þ

Thus, from (P.6), (P.7), and (P.8), it is clear that the values of either PA=P
0
A or of

mEX;SIA do not determine either the stability condition or the value of rDAB.

Instead, the quantity f(xA), i.e., the derivative of the quantity ln½PA=P0
A� with

respect to xA, determines both the stability condition as well as rDAB. Thus, if we

characterize deviations from SI by the values of PA=P
0
A (being larger than xA), this

in itself does not determine the values of themolecularmeasure of the deviations

from SI, rDAB, nor the stability condition. One needs both PA=P
0
A as well as its

composition dependence to determine rDAB and the stability condition.
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