BIOPHYSICAL
CHEMISTRY

JAMES P. ALLEN




Biophysical Chemistry






Biophysical Chemistry

James P. Allen

WILEY-BLACKWELL

AJohn Wiley & Sons, Ltd., Publication



This edition first published 2008, © 2008 by Blackwell Publishing

Blackwell Publishing was acquired by John Wiley & Sons in February 2007. Blackwell’s publishing
program has been merged with Wiley’s global Scientific, Technical and Medical business to form
Wiley-Blackwell.

Registered office: John Wiley & Sons Ltd, The Atrium, Southern Gate, Chichester, West Sussex,
PO19 85Q, UK

Editorial offices: 9600 Garsington Road, Oxford, OX4 2DQ, UK
The Atrium, Southern Gate, Chichester, West Sussex, PO19 85Q, UK
111 River Street, Hoboken, NJ 07030-5774, USA

For details of our global editorial offices, for customer services and for information about how
to apply for permission to reuse the copyright material in this book please see our website at
www.wiley.com/wiley-blackwell

The right of the author to be identified as the author of this work has been asserted in accordance
with the Copyright, Designs and Patents Act 1988.

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system,
or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording or
otherwise, except as permitted by the UK Copyright, Designs and Patents Act 1988, without the
prior permission of the publisher.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print
may not be available in electronic books.

Designations used by companies to distinguish their products are often claimed as trademarks.

All brand names and product names used in this book are trade names, service marks, trademarks or
registered trademarks of their respective owners. The publisher is not associated with any product or
vendor mentioned in this book. This publication is designed to provide accurate and authoritative
information in regard to the subject matter covered. It is sold on the understanding that the publisher
is not engaged in rendering professional services. If professional advice or other expert assistance is
required, the services of a competent professional should be sought.

Library of Congress Cataloging-in-Publication Data

Allen, James P.
Biophysical chemistry / James P. Allen.
p.; cm.
Includes bibliographical references and index.
ISBN 978-1-4051-2436-2 (hardcover : alk. paper) 1. Physical biochemistry I. Title.
[DNLM: 1. Biophysics. 2. Chemistry, Physical. 3. Biochemistry. QT 34 A427b 2008]

QD476.2A44 2008
572".43—dc22
2007038528
ISBN: 978-1-4051-2436-2

A catalogue record for this book is available from the British Library.

Set in 10/12.5pt Meridien by Graphicraft Limited, Hong Kong
Printed in Singapore by Markono Print Media Pte Ltd

1 2008



Short contents

Preface

1

Basic thermodynamic and biochemical concepts

Part 1: Thermodynamics and kinetics

2

[S IR o) WV, IR SN ON)

First law of thermodynamics

Second law of thermodynamics

Phase diagrams, mixtures, and chemical potential
Equilibria and reactions involving protons
Oxidation/reduction reactions and bioenergetics

Kinetics and enzymes

The Boltzmann distribution and statistical thermodynamics

Part 2: Quantum mechanics and spectroscopy

9
10
11
12
13
14
15
16

Part 3: Understanding biological systems using physical chemistry

17
18
19
20

Quantum theory: introduction and principles

Particle in a box and tunneling

Vibrational motion and infrared spectroscopy

Atomic structure: hydrogen atom and multi-electron atoms
Chemical bonds and protein interactions

Electronic transitions and optical spectroscopy

X-ray diffraction and extended X-ray absorption fine structure

Magnetic resonance

Signal transduction

Membrane potentials, transporters, and channels
Molecular imaging

Photosynthesis

Answers to problems

Index

Fundamental constants

Conversion factors for energy units
The periodic table

XV

21
23
46
71
94
114
134
163

173
175
198
221
238
270
291
317
344

373
375
390
405
421

439
488
493
493
494






Contents

Preface

1 Basic thermodynamic and biochemical concepts
Fundamental thermodynamic concepts
States of matter
Pressure
Temperature
Volume, mass, and number
Properties of gases
The ideal gas laws
Gas mixtures
Kinetic energy of gases
Real gases
Derivation box 1.1 Relationship between the average velocity and pressure
Liquifying gases for low-temperature spectroscopy
Molecular basis for life
Cell membranes
Amino acids
Classification of amino acids by their side chains
DNA and RNA
Problems

Part 1: Thermodynamics and kinetics

2 First law of thermodynamics
Systems
State functions
First law of thermodynamics
Research direction: drug design I
Work
Specific heat
Internal energy for an ideal gas
Enthalpy

>
<

SO 0 O 00 OO V1T NN

21

23
23
25
26
27
29
31
31
33



viii

CONTENTS

Dependence of specific heat on internal energy and enthalpy
Derivation box 2.1 State functions described using partial derivatives
Enthalpy changes of biochemical reactions

Research direction: global climate change

References

Problems

Second law of thermodynamics

Entropy

Entropy changes for reversible and irreversible processes
The second law of thermodynamics

Interpretation of entropy

Third law of thermodynamics

Gibbs energy

Relationship between the Gibbs energy and the equilibrium constant
Research direction: drug design II

Gibbs energy for an ideal gas

Using the Gibbs energy

Carnot cycle and hybrid cars

Derivation box 3.1 Entropy as a state function
Research direction: nitrogen fixation

References

Problems

Phase diagrams, mixtures, and chemical potential
Substances may exist in different phases

Phase diagrams and transitions

Chemical potential

Properties of lipids described using the chemical potential
Lipid and detergent formation into micelles and bilayers
Research direction: lipid rafts

Determination of micelle formation using surface tension
Mixtures

Raoult’s law

Osmosis

Research direction: protein crystallization

References

Problems

Equilibria and reactions involving protons

Gibbs energy minimum

Derivation box 5.1 Relationship between the Gibbs energy and equilibrium constant
Response of the equilibrium constant to condition changes

Acid-base equilibria

Protonation states of amino acid residues

34
34
38
40
44
45

46
47
49
51
52
53
54
55
56
58
59
60
63
66
69
69

71
71
72
73
74
75
77
79
82
85
88
88
92
92

94
94
95
98
99
105



CONTENTS ix

Buffers 106

Buffering in the cardiovascular system 108
Research direction: proton-coupled electron transfer and pathways 108
References 111
Problems 112
Oxidation/reduction reactions and bioenergetics 114
Oxidation/reduction reactions 114
Electrochemical cells 115
The Nernst equation 116
Midpoint potentials 117
Gibbs energy of formation and activity 120
Ionic strength 122
Adenosine triphosphate 123
Chemiosmotic hypothesis 124
Research direction: respiratory chain 126
Research direction: ATP synthase 128
References 131
Problems 132
Kinetics and enzymes 134
The rate of a chemical reaction 134
Parallel first-order reactions 137
Sequential first-order reactions 139
Second-order reactions 140
The order of a reaction 141
Reactions that approach equilibrium 142
Activation energy 143
Research direction: electron transfer I: energetics 144
Derivation box 7.1 Derivation of the Marcus relationship 146
Enzymes 147

Enzymes lower the activation energy 148

Enzyme mechanisms 150
Research direction: dynamics in enzyme mechanism 150
Michaelis—-Menten mechanism 151
Lineweaver—-Burk equation 155
Enzyme activity 155
Research direction: the RNA world 158
References 160
Problems 161
The Boltzmann distribution and statistical thermodynamics 163
Probability 163
Boltzmann distribution 165

Partition function 166



CONTENTS

Statistical thermodynamics

Research direction: protein folding and prions
Prions

References

Problems

Part 2: Quantum mechanics and spectroscopy

9

10

Quantum theory: introduction and principles
Classical concepts
Experimental failures of classical physics
Blackbody radiation
Photoelectric effect
Atomic spectra
Principles of quantum theory
Wave-particle duality
Schrodinger’s equation
Born interpretation
General approach for solving Schrodinger’s equation
Interpretation of quantum mechanics
Heisenberg Uncertainty Principle
A quantum-mechanical world
Research direction: Schrodinger’s cat
References
Problems

Particle in a box and tunneling
One-dimensional particle in a box
Properties of the solutions
Energy and wavefunction
Symmetry
Wavelength
Probability
Orthogonality
Average or expectation value
Transitions
Research direction: carotenoids
Two-dimensional particle in a box
Tunneling
Research direction: probing biological membranes
Research direction: electron transfer II: distance dependence
References
Problems

167
168
169
171
171

173

175
175
177
177
180
180
182
182
184
188
190
191
192
193
194
195
196

198
198
200
200
201
202
202
203
203
204
205
207
209
211
215
218
218



CONTENTS

xi

11

12

13

Vibrational motion and infrared spectroscopy
Simple harmonic oscillator: classical theory
Potential energy for the simple harmonic oscillator
Simple harmonic oscillator: quantum theory
Derivation box 11.1 Solving Schrodinger’s equation for the simple
harmonic oscillator
Properties of the solutions
Forbidden region
Transitions
Vibrational spectra
Research direction: hydrogenase
References
Problems

Atomic structure: hydrogen atom and multi-electron atoms
Schrédinger’s equation for the hydrogen atom
Derivation box 12.1 Solving Schrodinger’s equation for the hydrogen atom
Separation of variables
Angular solution
Radial solution
Properties of the general solution
Angular momentum
Orbitals
s Orbitals
p Orbitals
d Orbitals
Transitions
Research direction: hydrogen economy
Spin
Derivation box 12.2 Relativistic equations
Multi-electron atoms
Empirical constants
Self-consistent field theory (Hartree—Fock)
Helium atom
Spin-orbital coupling
Periodic table
References
Problems

Chemical bonds and protein interactions
Schrodinger’s equation for a hydrogen molecule
Valence bonds

The Hiickel model

Interactions in proteins

221
221
223
223

224
225
228
229
230
232
235
235

238
238
239
239
240
243
244
246
247
247
251
252
253
254
257
258
260
260
261
262
264
265
267
267

270
270
275
276
276



xii

CONTENTS

14

15

Peptide bonds

Steric effects

Hydrogen bonds

Electrostatic interactions

Hydrophobic effects
Secondary structure
Determination of secondary structure using circular dichroism
Research direction: modeling protein structures and folding
References
Problems

Electronic transitions and optical spectroscopy

The nature of light

The Beer-Lambert law

Measuring absorption

Transitions

Derivation box 14.1 Relationship between the Einstein coefficient and
electronic states

Lasers

Selection rules

The Franck-Condon principle

The relationship between emission and absorption spectra

The yield of fluorescence

Fluorescence resonance energy transfer

Measuring fluorescence

Phosphorescence

Research direction: probing energy transfer using two-dimensional
optical spectroscopy

Research direction: single-molecule spectroscopy

Holliday junctions

References

Problems

X-ray diffraction and extended X-ray absorption fine structure
Bragg’s law
Bravais lattices
Protein crystals
Diffraction from crystals
Derivation box 15.1 Phases of complex numbers
Phase determination
Molecular replacement
Isomorphous replacement
Anomalous dispersion
Model building
Experimental measurement of X-ray diffraction

278
278
279
280
280
282
284
284
289
289

291
291
293
294
296

298
300
301
302
303
305
306
306
307

307
310
312
315
315

317
319
320
322
323
325
328
328
329
329
331
332



CONTENTS

xiii

16

Examples of protein structures

Research direction: nitrogenase
Extended X-ray absorption fine structure
References

Problems

Magnetic resonance
NMR
Chemical shifts
Spin—spin interactions
Pulse techniques
Two-dimensional NMR: nuclear Overhauser effect
NMR spectra of amino acids
Research direction: development of new NMR techniques
Determination of macromolecular structures
Research direction: spinal muscular atrophy
MRI
Electron spin resonance
Hyperfine structure
Electron nuclear double resonance
Spin probes
Research direction: heme proteins
Research direction: ribonucleotide reductase
References and further reading
Problems

Part 3: Understanding biological systems using physical chemistry

17

18

Signal transduction

Biochemical pathway for visual response
Spectroscopic studies of rhodopsin
Bacteriorhodopsin

Structural studies

Comparison of rhodopsins from different organisms
Rhodopsin proteins in visual response

References and further reading

Problems

Membrane potentials, transporters, and channels
Membrane potentials

Energetics of transport across membranes
Transporters

Ion channels

References and further reading

Problems

335
336
339
342
342

344
344
347
348
349
351
352
352
357
357
360
362
365
365
366
367
369
370
371

373

375
375
377
378
380
384
387
387
388

390
390
391
394
397
402
403



xiv

CONTENTS

19

20

Molecular imaging

Imaging in cells and bodies

Green fluorescent protein
Mechanism of chromophore formation
Fluorescence resonance energy transfer
Imaging of GFP in cells

Imaging in organisms
Radioactive decay
PET
Parkinson’s disease

References and further reading

Problems

Photosynthesis

Energy transfer and light-harvesting complexes

Electron transfer, bacterial reaction centers, and photosystem I
Water oxidation

References and further reading

Problems

Answers to problems

Index

Fundamental constants

Conversion factors for energy units
The periodic table

405
405
405
408
410
412
414
415
416
418
419
419

421
423
425
430
436
437

439
488
493
493
494



Preface

Astronauts in orbit above the Earth have a unique and special perspec-
tive. The problems and issues concerning the world from this broad
perspective may seem to be much different than those concerning the
average person, especially a student studying physical chemistry. The laws
of thermodynamics that were developed over 100 years ago may seem to
have a limited significance compared to the issues that can alter the Earth
on a large scale, such as the hydrogen economy and global climate change.
The goal of this book is to provide an understanding of physical chemistry
that is needed for a firm scientific understanding of such problems. It is
my hope that the extensive reference to current issues will give students
the opportunity to discuss relevant issues from a scientific standpoint. These
sections, which are identified as Research directions, present not only the
background on specific issues but also ask what the unanswered questions
are and how they are being addressed by scientists.

Chapters 2—8 of the book present thermodynamics and kinetics, with
biological applications ranging from global climate change and nitrogen
fixation to drug design and proton transfer. Chapters 9-16 focus on
quantum mechanics and spectroscopy. In this section, issues of biology
are presented with an emphasis on understanding the function of pro-
teins at a molecular level.

The last part of the book (Chapters 17-20) is written with the hope
that the ideas of thermodynamics, kinetics, quantum mechanics, and
spectroscopy can be integrated to understand biology on a broad scale, with
the specific examples being signal transduction, ion channels, molecular
imaging, and photosynthesis. These chapters are independent of each other
and can be presented in any combination. The intention of these chapters
is to provide the instructor with the opportunity to teach biology from a
physical-chemistry viewpoint and show how the concepts of the course
can be used in an integrative fashion rather than simple parts.

One of the balances in organizing this text is to present a rigorous treat-
ment of the material without expecting an unrealistic understanding of
mathematical concepts. The text has two mechanisms to maintain a proper
balance. First, students have often been taught a high level of mathematics
but have not used such concepts in their recent courses. Throughout the



xvi
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text are short math concept boxes that will remind the students of how
to complete a specific step (for example, the derivative of an exponential).
Second, formal derivations of expressions are included but highlighted, for
example Schrodinger’s equation for the hydrogen atom is solved explicitly.
By providing the derivation, students can gain an appreciation of the math-
ematical concepts behind the expression. However, the text is written such
that the derivation can be skipped without disruption. Thus, the instructor
can decide on which derivations to present in class, while students can
always work though the derivations as they wish.

This book was developed from a course taught by the author that is
targeted primarily towards undergraduate biochemistry students but also
intended for students in physics, biology, and engineering. I wish to thank
those students for their comments, which helped shape this textbook.
I would also like to thank my colleagues who have commented on the
chapters, especially Wei-Jen Lee, who read the chapters very carefully. The
reviewers and editors have all been very helpful, with special acknow-
ledgment to Elizabeth Frank, Nancy Whilton, and Haze Humbert. The notes
of Neal Woodbury served as the initial basis for several chapters, and many
figures represent artwork designed by Aileen Taguchi; both of these proved
to be invaluable in writing this book. Finally, I wish to thank my family,
JoAnn, Hannah, and Celeste, for their love and support.

James P. Allen



Basic thermodynamic and
biochemical concepts

Thermodynamics is the characterization of the states of matter, namely gases,
liquids, and solids, in terms of energetic quantities. The states that will be
considered primarily in these chapters are all macroscopic, although the
same ideas apply at a microscopic level, as will be discussed in Part III. In
thermodynamics, there is a set of rules that objects must obey. The beauty
of these rules is that they are very general and apply to all types of objects,
ranging from gas molecules to cell membranes to the world. It does not
matter how complex the system is, as once the properties are established,
then the rules can be applied. As an example, consider how these ideas
would apply to you. It would be theoretically possible to analyze every
biochemical process in your body and establish the net energy change.
However, at best, this would be a very difficult task and is different for
every person, with athletes such as Lance Armstrong using energy differ-
ently than the average person. Thermodynamics requires that energy is
not lost and so the energy taken into your body must be all converted
into biological processes (provided there is no weight change). Thus, the
complex problem of analyzing all processes can be simplified by looking
at the overall difference, by considering how much energy is available
when you metabolize the food that you eat.

There are three basic thermodynamic ideas that are now identified as laws,
as they have been found to always be applicable. The “zeroth” law pro-
vides a definition of the key energetic parameter of an object: temperature.
The first law defines the conservation of energy that we have just used. The
second law defines how another key parameter, entropy, which defines the
order of an object, can be used to understand how energy can be generated
by allowing systems to become more disordered. The next few chapters
discuss in detail how these rules can be used using certain mathematical
relationships.
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CHAPTER 1|

BASIC THERMODYNAMIC AND BIOCHEMICAL CONCEPTS

In this chapter, the fundamental properties of matter are defined. Before
considering complex biological systems, a very simple system, called an ideal
or perfect gas, is described. This system is chosen as its properties can be
understood without any prior knowledge of its chemical or physical nature.
After the basic concepts are established, then we will go back and discuss
how certain physical properties, such as the size or charge of an object, can
be incorporated. The objective of this text is to focus thermodynamic con-
cepts on biological problems. Therefore, included at the end of the chapter
is a short review of the basic properties of biological systems, including
the structural properties of proteins and nucleic acids.

FUNDAMENTAL THERMODYNAMIC CONCEPTS
States of matter

Matter can be considered to be in one of three states, a gas, liquid, or
solid. A gas is considered to be a fluid that always fills the container
that it occupies. The particles that form the gas are widely separated and
move in a disordered motion. A liquid is a fluid that, in the presence of
a gravitational field, occupies only the lower portion of a container and
has well-defined surfaces. The particles interact with each other weakly
at short distances, and the movement of any given particle is restricted
by collisions with other particles. A solid has a shape that is independent
of a container. The position of each particle is fixed although the particles
can vibrate about their position. From a thermodynamic viewpoint, the
basic difference between these three states is the difference in motion of
the particles, so transitions can be made between these states if the degree
of motion changes. These states are characterized by a few fundamental
properties, as described below.

Pressure

Pressure conceptually is a measure of the force that an object exerts on
the surface of another object. Formally, the pressure, P, is the force, F,
divided by the area, A:

F F
p= OI'CC=_ (11)
Area A

A balloon expands due to the increase in pressure as air is forced inside
the balloon. The increase in the amount of air inside pushes on the walls
of the balloon making the pressure inside the balloon greater than the
pressure outside. The balloon expands until an equilibrium is reached, with
the pressures balanced, as will be discussed later.
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Pressure can be calculated using several different units. The force on
an object is given by the product of the mass, m, and the acceleration, 4,
according to Newton’s law:

F=ma (1.2)

Remember that the rate of change in position gives the velocity, v, and
acceleration is the rate of change of velocity:

dx
v=—
dt

g9 _djdx
S dr drldr

Acceleration has units of distance time™ or m s, so force has units of
kg(m s7). Dividing the force by area gives the standard unit for pressure
called the Pascal, Pa:

Pa = [kg SELH - Hff (1.4)

Since thermodynamics is intimately related to energy, it is convenient to
consider in terms of energy. Energy, E, is given by the product of the force
exerted over a distance:

E=Fxd (1.5)

The unit of energy is Joules, J, that can be written as:

J= [kg S%J(m) - kg;lz (1.6)

Comparing the units for pressure (eqn 1.4) and energy (eqn 1.5) allows the
units for pressure to be rewritten as:

Pa = (1.7)

J
m3
Pressure can be expressed in terms of an energy per volume. A variety
of units are used to describe pressure. One convenient unit is to express
the pressure in terms of the pressure that our atmosphere exerts at sea

level, or 1 atm. The units for Pascals and atmospheric pressure can be
converted using:

1 atm = 101,325 Pa (1.8)
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Table 1.1

Standard pressure in various units.
1.000 atmosphere (atm)

33.899 feet of water

14.696 pounds/square inch absolute (psia)
29.92 inches of mercury (inHg)

760.0 millimeters of mercury (mmHg)
1.013 x 10> Pascals (Pa)

1.013 x 10° Newton/square meters (N m™)
1.01325 bar

Other common units of pressure are the bar and Torr. The bar is equal
to 100,000 Pa and so is very close to 1 atm:

1 atm = 101.325 kPa = 1.01325 bar (1.9)

The Torr represents the pressure required to push a column of mercury
up by 1 mm and can be converted to Pascals using:

1 Torr = 133.325 Pa (1.10)

Due to the range of units available, standard pressure can be expressed
as any of several equivalent values and units (Table 1.1).

Scientists make use of a certain terminology when expressing measures
of pressure. Atmospheric pressure is the pressure of the air surrounding
us. Barometric pressure is the same as atmospheric pressure but this term
is used in reference to the use of a barometer to measure the atmospheric
pressure. The value of pressure can be expressed using different references.
The gauge pressure is the pressure measured relative to the atmospheric
pressure. Alternatively, the absolute pressure is relative to a complete
vacuum, or zero pressure. Hence, the absolute pressure is equal to the sum
of the gauge pressure and the barometric pressure.

For biological systems, the only relevant pressure is normally 1 atm,
so why would you be concerned about pressure? Whereas most living
systems are found on the surface of the planet, life is also found at the
bottom of the oceans centered around deep-sea vents. The initial discovery
was made in 1977 by scientists who were examining the hydrothermal
fluids of seafloor vents using the submersible ALVIN. Deep-sea vents are
regions where there is volcanic activity. Water can seep into cracks and
reach temperatures as high as 400°C. The hydrothermal vent carries
dissolved minerals and is cooled rapidly upon emergence from the vent.
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Ocean vents are found at a wide range of depths; for example, vents at
30 m are found off the coast of New Zealand, and the deep-sea vents are
found at 3600 m. To the great surprise of the scientists, the vents were
found to contain life. The vents are rich sources of not only minerals but
also heat and are surrounded by a rich variety of organisms. There is
extreme pressure at the deep-sea vents; for example, a tube worm at
a vent 2500 m below sea level experiences a pressure of approximately
250 atm, which is enough to collapse most objects, but the physiology of
the organisms at the vents allows them to thrive.

Temperature

Temperature is usually thought of in terms of how hot or cold an object
is, but in thermodynamics temperature is a measure of molecular motion.
Consider how temperature is changed due to the presence of a source of
heat. An electric heater gets hot when a current — that is, electrons — flows
through a heating coil. The electrons lose the energy that had been pro-
vided by the voltage source, for example a battery, due to the resistance of
the heating coil. Since no work is being done (the coil is not moving) the
energy of the electrons is lost by converting the electrical energy into heat.
Light generated by a fire or the sun is absorbed by an object causing elec-
trons to change their relative position (orbital) around the nucleus in atoms.
The electrons can return to their initial state only by releasing the energy
as a vibration or heat.

Temperature is usually measured relative to certain physical processes.
The most common temperature scale is the Celsius scale (°C), which is derived
by assigning a value of 0°C to the temperature at which water freezes and
100°C to the temperature at which water boils, when the pressure is at
atmospheric pressure. In some countries, including the USA, the Fahrenheit
scale is still used. For this scale, a temperature of 100°F was originally
assigned to body temperature but this was later corrected to 98.6°F.

Materials can have either negative or positive temperatures on the Celsius
scale. For thermodynamics, the preferred scale is the Kelvin scale (K), in
which the temperature is always positive. The temperature in Celsius can
be converted into the temperature in Kelvin by adding the value of 273.15:

Temperature (K) = temperature (°C) + 273.15 (1.11)

A critical concept of temperature is sometimes referred to as the “zeroth
law” of thermodynamics. If two objects are separated and at different
temperatures, the temperatures will become equal if they come into con-
tact with each other and a sufficient time has passed. The equilibration
of temperature arises because heat will pass from the hotter object to the
cooler object until there is no net flow when the two temperatures are

the same.
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The preferred temperature of living organisms varies tremendously.
Warm-blooded mammals prefer a fixed temperature, whereas cold-blooded
animals readily live at different temperatures. Some bacteria, termed ther-
mophiles, prefer very high temperatures such as those found at hot springs
at locations such as Yellowstone National Park in the USA. By gaining
the ability to live at relatively high temperatures, these organisms have gained
an ecological advantage over other organisms that otherwise might com-
pete for the same nutrients. The coloration of these organisms arises due
to their incorporation of pigmentation that is used in the capture of light
through a process called photosynthesis (Chapter 20).

Volume, mass, and number

The quantity of a physical system can be characterized by its volume or
by the amount. The volume is a measure of the space occupied and is
measured in liters. The volume is not a fixed quantity of an object. For
example, puffer fish expand greatly in volume as a defense mechanism
when they sense danger. These fish possess a special sac inside their bodies
that can be filled with water rapidly, and the combination of a large body,
their tough outer body, and the presence of toxins makes them difficult
prey. The mass is a measure of the quantity of matter an object contains.
The unit of mass is the kilogram, although gram or milligram are also com-
monly used in biochemistry. Remember that the weight is a useful measure
only at a fixed gravitational-field strength. Astronauts in space experience
microgravity and have a very small weight while their mass remains the
same. In addition to the mass, it is useful to know the number of atoms
(or molecules) present in the object. The common unit is the mole, which
equals unity for 6.022136 x 10?> molecules, with the conversion constant
between number and moles being termed Avogadro’s constant. The molar
mass is the mass per mole of a substance, with the unit Dalton, Da, being
equal to 1 g/mol. The molar mass is commonly used for biological objects
such as proteins. For example, myoglobin, the protein that serves as the
oxygen store and carrier in muscle, has a molar mass of about 15 kDa.

PROPERTIES OF GASES
The ideal gas laws

Scientists, starting in the seventeenth century, discovered that for gases
the properties of pressure, P, temperature, 7, volume, V, and amount, 7,
are all quantitatively related to each other though the ideal gas law. When
a gas in a chamber is compressed by a piston the volume decreases but
the pressure is found to increase. If you heat a gas in a closed container,
the pressure in the container increases. Also, as you increase the amount
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Table 1.2

The gas constant R expressed in different units.
R 8.314472 J K ' mol™

8.314472 x 10° Pa L K! mol™
62.364 L Torr K™! mol™!
1.98722 cal KXK' mol™

of gas in a chamber the pressure will increase. These observations lead
to the ideal gas law:

PV = nRT (1.12)

In this equation, R is the gas constant. The value of this constant
depends upon the units for the various variables, with some values given
in Table 1.2.

To gain an understanding of the ideal gas law, we consider how a hot-
air balloon works first at a macroscopic level (Figure 1.1). Consider the
four different parameters of the gas law, T, P, n, and V. The volume is
simply defined by the size of the balloon. What about the temperature?
The temperature inside the balloon is much greater than the temperature
outside the balloon (hence the name hot-air
balloon). The pressure inside and outside the
balloon must be the same because there is a large
opening at the bottom of the balloon. Hot-air
balloons do not work by expansion, rather the PV = nRT
balloon material simply captures the hot air. An
important aspect is that the relative number
of air molecules inside the balloon (per unit
volume) is less than the number outside. For the
balloon to rise into the air the density of the
air inside the balloon must be less than that
of the air outside the balloon. In fact, the major
reason for heating the air inside the balloon is
to trap air that has less density, providing an upward hydrostatic force that
pushes the balloon up when this force is greater than the gravitational
force due to the mass of the balloon.

The motion upward of the hot-air balloon can also be viewed from an
equivalent molecular viewpoint. Consider a single air molecule inside the
balloon. This molecule will travel through the air until it hits the side of
the balloon, at which point it bounces away. Eventually, the air molecule
will travel down through the opening and leave the balloon. As the

Figure 1.1 The
ability of hot-air
balloons to travel
through the air

can be understood
in terms of the
interactions of the
air molecules against
the balloon wall.
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temperature increases, the average motion of each air molecule increases.
The increase in speed of each molecule results in a decrease in the aver-
age time that it takes for a gas molecule to escape the balloon. Thus, the
temperature increase leads to a decrease in the average number of gas mole-
cules at a microscopic level.

Gas mixtures

In the ideal gas model, the precise nature of the gas molecules does not
influence the properties of the gas. Thus, the properties of gases that are
mixtures of two different types of gas molecules can be predicted, as was
first realized based upon a series of experiments by John Dalton in the early
nineteenth century. The basic idea is that since the properties of the indi-
vidual gas molecules do not matter and the gas molecules are considered
not to interact with each other except through collisions, the properties
of the mixture are determined by the additive contribution of each gas
molecule. Any given type of gas molecule, which we can identify as the
ith type, is considered to have a certain partial pressure P, that corresponds
to the pressure the gas would create if it were alone in the container. For
a container with a volume V, the ith type of gas has a certain number of
gas molecules, 7, and a partial pressure, P, that is given by:

nRT
P =
v

(1.13)

The total pressure of a mixture of gases composed of i different gas mole-
cules is determined by the sum of the individual partial pressures:

P=P +P,+...+P

1

(1.14)

The concept of partial pressures in a gas mixture brings us to the concept
of a mole fraction. The mole fraction of a certain gas A is the number of
moles of A, n,, divided by the total number of moles of all gases in the
vessel. For a gas mixture with 7 types of gas molecules, the mole fraction
for gas A, x,, is given by:

n
X, = A (1.15)
n+ng .+

1

Since the partial pressure of the gas A, P,, is proportional to the amount
of A in moles, then the partial pressure P, will also be proportional to the
mole fraction of A:

RT
Q:&%7 (1.16)
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KINETIC ENERGY OF GASES S———

In the ideal gas model, the gas molecules are considered \/
to move randomly with a wide range of speeds within
a certain volume (Figure 1.2). The size of the molecules
is neglected and the molecules are assumed not to inter-

. . . NO ~
act except during the collision process. Pressure arises from \

the collisions of the gas molecules with the walls of the
container. Since billions of collisions arise every second
the pressure is constant with time. With this kinetic model the temperature
of a particle can related to its motion. For an ideal gas with » moles and
a molecular weight of M, the average velocity, <v> can be related to the
product of the pressure and volume:

PV=nRT=§nM<U2> (1.17)

The reader is invited to follow the derivation of this relationship in
Derivation box 1.1. The form of this relationship can be understood if we
consider the temperature, 7, to reflect the energy of the system, realizing
that the kinetic energy, KE, is proportional to the square of the velocity:

1
KE = —mu’ (1.18)

Since the temperature T is proportional to energy and hence the velocity
squared, it should not be a surprise that the product PV can also be written
in terms of the velocity squared. The factor of 1/3 in eqn 1.17 arises because
not all of the molecules are moving in the same direction. The root mean
square velocity can be determined by solving eqn 1.17 for the velocity:

[3RT
Ve = 4| — (1.19)
M

REAL GASES

Ideal gases are assumed to be particles with no size and interactions other
than the ability to collide with each other. Although many gases behave in
a nearly ideal way, none are perfectly ideal and their properties deviate
from those predicted based upon the ideal gas law. These deviations
provide insight into the interactions between molecules and the reactions
that they can undergo in chemical reactions. The simplest approach is
to assume that these effects are small and that the ideal gas law can be

P
— \/
=

=

Figure 1.2 The
molecules of an ideal
gas move randomly
within the enclosure.
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Derivation box 1.1
Relationship between the average velocity and pressure

In kinetic theory, gas molecules are considered to randomly collide with the wall and on
average exert a certain pressure due to the sum of the collisions averaged over time (Figure 1.3).
Consider a single molecule moving in three dimensions with a velocity v, with v, being the
velocity along the x direction. After collision, the molecule is assumed to have the same kinetic
energy but to be moving in the opposite direction with the velocity along the x axis being
—0,. The linear momentum, p, of the particle is given
by the product of its mass and velocity:

v, p =mv (db1.1)
=
+v
—v, so the change in momentum along the x direction,
== Ap,, is given by:
v Ap, = 2mv, (db1.2)
Figure 1.3 Pressure arises from the During a time interval A¢, a particle with a velo-

random collisions of gas molecules with  city v, can travel a distance given by the product
the walls. A molecule traveling with the  of the velocity and time:
momentum mv, will travel a distance

D0 GRS A (IS AY: Distance = velocity X time = (v,)(Af) (db1.3)

On average, half of the particles that are within the distance v,Af are moving towards the
wall and will collide within the time At. If the area of the wall is A and the number of
molecules per unit area is N, then the number that will hit the wall is:

1
Number colliding with wall in Af = [5 N vXAt](A) (db1.4)

and the total momentum change is given by the product of the number (eqn db1.4) and the
momentum change of each molecule (eqn dbl.2):

1
Total momentum change = [ENUXAZ’](A)(ZWZUX) = NAmv2At (dbl.5)

and the rate of momentum change is given by the total momentum change divided by the
time interval, yielding:

Rate of total momentum change = NAmv?2 (db1.6)
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The force exerted on the walls is equal to the mass times the acceleration, or equivalently,
the rate of momentum change. Since the pressure is equal to the force divided by the area, the
pressure, P, can be written as the rate of the total momentum change divided by the area:

P = Nmv? (db1.7)
The pressure is then proportional to the average of the square of v,. Since the particles are

traveling in three dimensions, the average total velocity, <vw>, is given by the sum of the
squares of the three individual components:

(v3) = 2) + () + (v2) (db1.8)

On average, each of these three components is equal, so the sum is just three times the
value for one component, and the total velocity can be written as:

(v?) =3(3) (db1.9)

and the pressure (eqn dbl.7) can now be written as:

P = Nmv? = Nm<UT2> (db1.10)

The number density N is the product of the number of moles 7 and Avogadro’s number N,
divided by the volume, so the pressure can be rewritten as:

P=Nm<v—;>=%m@ (db1.11)

Finally, dividing by the volume yields:

)
PV =nN,m 5 (db1.12)

modified with two empirical constants, a and b, to accommodate both the
size of each gas molecule and interactions between the molecules, using
the van der Waals’ equation:

2
p=IRT__ 1 (1.20)
V —nb \%

What are these new parameters and how are they related to the size and
interactions of the gas molecules? The first term of the equation appears
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Table 1.3

van der Waals parameters for gases.

Gas a (L* atm mol™) b (L mol™)
Argon 1.35 0.032
Carbon dioxide 3.60 0.043
Ethane 5.49 0.064
Helium 0.034 0.024
Hydrogen 0.244 0.027
Nitrogen 1.39 0.039
Oxygen 1.36 0.032

to be the ideal gas equation except that the volume V is reduced by the
quantity nb. The inclusion of a term that reduces the volume reflects the
fact that real gases occupy a certain volume, and so the volume of space
they have to occupy is less that the total volume. The reduction of volume
depends both on how many molecules are present () and the volume of
each gas molecule (b). The second term of eqn 1.20 incorporates the inter-
actions between molecules. The fraction 7/V is essentially the concentration
of the gas. The effect of the interaction between gases is approximately
dependent upon the product of the interaction strength, a4, and the con-
centration of the gas molecules, n/V, squared. This dependence upon the
concentration arises from the argument that the probability of two mole-
cules being close enough together to interact depends on the probabil-
ity of molecule A and molecule B both being in a small volume element.
Each of these probabilities depends on the concentration, so the probability
of both molecules being in the small volume element is proportional to
the concentration squared. The parameter is a measure of the ion. These
modifications of the ideal gas equation are not perfect but they provide a
useful means of considering the effects that size and interactions should
have on ideal gas behavior. Each of these parameters, a and b, has been
determined for each type of gas molecule; for example, oxygen has values
of 1.36 L? atm mol™ and 0.032 L mol™ for a and b respectively whereas
helium, which is smaller and interacts much more weakly, has values of
0.034 L* atm mol™ and 0.024 L mol™ (Table 1.3).

Liquifying gases for low-temperature spectroscopy

The existence of interactions between gases is most evident by the fact
that gases can be condensed into liquids by reducing the temperature to
below a certain critical temperature. For example, we know that water boils
when it is brought to a temperature of 100°C at atmospheric pressures.
Gases can be liquefied by suddenly changing the pressure (Figure 1.4).
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The sudden decrease in pressure causes |
_—

a rapid expansion of the volume of the / Returning gas \

gas. Since the expansion is competing
against the attraction of the gas mole-
cules for each other, energy is lost by the
expansion. This energy loss effectively
decreases the temperature of the gas
molecules. For most situations, the tem-
peratures at which gases of other mole- Heat
cules become liquid are much lower  €xchanger
than room temperature, hence repeated
cycles of expansion must be used. Once
a liquid gas is achieved, it serves as a
valuable low-temperature bath that can = =
be used to cool samples; for example,
the temperatures of 77 and 4.2 K are
obtained with the use of liquid nitrogen Gas input
and helium, respectively, at 1 atm. The . Compressor
availability of an experimental means to
poise samples at low temperatures was o

Liquefied gas o
key to the development of many of the Liquid out
spectroscopic techniques used to charac-
terize biological samples.

Throttle

Figure 1.4 Gases
can be liquefied
by use of pressure

changes and heat
MOLECULAR BASIS FOR LIFE exchangers.

Living organisms are composed of many different kinds of molecules. These
molecules are used to extract energy from the environment and the energy
is used to build intricate structures and perform various types of work.
Unlike inanimate objects, living organisms can perform self-replication and
self-assembly. These functions are performed by components that contribute
to the entire ensemble as part of a larger, coordinated program for repro-
duction and perpetuation. The complexity of the components is usually
reflective of the domain to which an organism belongs, with prokaryotic cells
not possessing the complex architecture found in eukaryotic cells.

For all cells, energy is a key aspect, as the ability to grow and reproduce
depends upon a constant supply of energy. Thermodynamics provides the
framework for understanding how the energy in the form of sunlight or
nutrients can be utilized by the cell to perform mechanical work, syn-
thesize compounds, or be converted into heat. In some cases, a process
may be energetically favorable but too slow to be useful, as can be under-
stood from a consideration of the factors that control the kinetics. Since
many reactions involve bond rearrangements or the transfer of electrons,
the atomic properties influence the reactions as explained by quantum
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mechanics. In general, cells from prokaryotes or bacteria tend to be simpler
than those from eukaryotes.

Cells are the structural and functional units of organisms and are designed
to carry out the required chemical reactions. The periphery of a cell is
defined by the plasma membrane whose properties are determined largely
by the presence of molecules called lipids. The interior of the cell, termed
the cytoplasm, is composed of an aqueous solution as well as specialized
organelles. Among the components are proteins that are designed to per-
form specific functions. Examples are enzymes that can expedite reactions
by many orders of magnitude, transporters that move ions and mole-
cules from one region to another, and receptors that initiate a chemical
change in response to the presence of a certain molecule. The biological
information is stored and expressed using deoxyribonucleic acid, or
DNA, and ribonucleic acid, or RNA. Since the biochemical reactions are
dictated by the performance of these cellular components, an understanding
of the molecular basis requires a detailed knowledge of the structure and
function of these molecules. Whereas such an understanding is discussed
in biochemistry texts, the fundamental aspects needed for this text are
summarized below.

Cell membranes

Membranes form the boundaries of cells and regulate the trafficking of
molecules into and out of the cell. To permit the rearrangements that occur
in processes such as membrane fusion, membranes are flexible. The com-
ponents of the membrane are not static but mobile, forming a fluid mosaic
(Figure 1.5). Phospholipids and steroids establish the bilayer in which polar

20000, 0000000000800
Lipid
bilayer

OO0000000C0000C0

Phospholipid
polar heads

Integral Peripheral = \ Integral Peripheral
protein protein protein protein

Figure 1.5 The fluid-mosaic model of cell membranes showing the lipids, and integral and
peripheral proteins. The lipids and proteins can move within the bilayer.
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(a) Side chain Peptide bond

Amino group Carboxyl group

n+1

Figure 1.6 (a) The basic structure of an amino acid with the side chain represented by R.
(b) Amino acids can be covalently joined through a peptide bond to form a peptide.

regions of the lipids are exposed to aqueous environments and the hydro-
phobic regions are buried. Proteins are embedded within the bilayer, usually
forming long helices connected by loops that lie outside of the bilayer. In
eukaryotic cells, carbohydrates may be attached to the exposed portions
of the lipids and proteins. The membrane mosaic is fluid as the lipids and
proteins are able to move within the membrane.

Amino acids

Proteins are built from amino acids. Each amino acid has the fundamental
unit of a carbonyl group (COOH) and an amino group (NH,) bonded to
a central carbon atom that is designated as C, (Figure 1.6). The amino
acids differ from each other by the presence of the side chain. There are
20 different side chains found in proteins and these differ in the struc-
ture, size, and charge. Each atom of an amino acid is uniquely identified,
with the atoms of the side chain being designated by the Greek letters 3,
¥, 6, and € proceeding from the o carbon
(the oxygen, nitrogen, and other carbon
do not have letters assigned). There are two
possible stereoisomers of each amino acid
that are mirror images of each other, but
only the r-amino acids are found in pro-
teins (Figure 1.7). The presence of only one
isomer allows cells to synthesize proteins
that are asymmetric, causing reactions to L-Alanine
be stereospecific.

COO~

HaN ™ H

CHs

Classification of amino acids by their side chains

An understanding of the properties of proteins requires knowledge of
the chemical properties of the amino acids. The amino acid residues can
be classified into groups according to the properties of the side chains.

COO~

CHs

D-Alanine

Figure 1.7

N"Hs

Of the two possible

stereoisomers,

L-amino acids

are

found in proteins.
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Aliphatic amino acids

COO™ COO™ COO~ COO™ COO™
"HsN — C —H "HsN — C —H "HsN — C —H "HsN — C —H "HsN — C —H
H CH;3 CH CH, H—C — CH;
/ N\ I I
H,C CH, CH CH,
7 N\ I
HsC CH,3 CH;,
Glycine Alanine Valine Leucine Isoleucine
(Gly, G) (Ala, A) (Val, V) (Leu, L) (lle, 1)
Amino acids with aromatic rings
COO™ COO™ COO™
"HsN — C —H "HsN —C —H "HsN — C —H
CHz CH2 CHZ
C
o ~CH
H
OH
Phenylalanine Tyrosine Tryptophan
(Phe, F) (Tyr, Y) (Trp, W)
Amino acids with hydroxyl side chains Positively charged amino acids
C|OO C|OO c IO o c CI) o
+ +
HN T H HeN IC H HN—C—H  HN—C—H
H—CI:—OH H—?— OH CH, CH, CCI)O'
H CHs CH; CH; HN—C —H
Serine Threonine | | I
(Ser, S) (Thr, T) CH, CH, Ci'lz
CH, (i': _ CIH
Lysine Arginine Histidine
(Lys, K) (Arg, R) (His, H)

Figure 1.8 The 20 standard amino acids found in proteins.
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Amino acids with amido and carboxylate groups

COO™ COO™ COO™ COO™
"HsN — C —H "HsN — C —H "HsN —C —H "HN —C —H
CH, CH, CH, CH,
C CH, C CH.
7 N\ __ | 7 N\ |
(0] o c (0} NH, c
7 \ /7 N\
(0] (o (0] NH,
Aspartate Glutamate Asparagine Glutamine
(Asp, D) (Glu, E) (Asn, N) (GIn, Q)
Amino acids containing sulfur Amino acid with a cyclic structure
COO™ COO~ COO™
"HsN — C —H "H.N —C —H "H.N—C —H
CH, CH, H.C CH,
I I N/
SH CH, CH,
I Proline
T (Pro, P)
CH3
Cysteine Methionine
(Cys, C) (Met, M)

Figure 1.8 (Cont’'d)

These groups have distinctive properties such as charge and polarity. The
structure of the 20 standard amino acids are shown in Figure 1.8.

There are five amino acids with aliphatic side chains — glycine, alanine,
valine, leucine, and isoleucine — as shown in Figure 1.8. These side chains
are generally hydrophobic and will be usually found clustered in the
interior of the protein. Glycine has the simplest structure, with a single
hydrogen serving as the side chain. Alanine is next with a methyl
group, with larger hydrocarbon side chains found on valine, leucine, and
isoleucine. As the side chains become more extended the amino acids
become more hydrophobic.

Three amino acids have aromatic side chains. Phenylalanine contains a
phenyl ring attached to a methylene (-CH,-). The aromatic ring of tyrosine
contains a hydroxyl group. This group makes tyrosine less hydrophobic
than phenylalanine and also more reactive as the hydroxyl can form a
hydrogen bond. Tryptophan has an indole ring joined by a methylene
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group. Phenylalanine and tryptophan are highly hydrophobic and usually
buried within proteins. Tyrosine is less hydrophobic due to the hydroxyl
group, which can form hydrogen bonds. Because of the delocalized & elec-
tron distribution of these aromatic rings, these amino acid residues have
an optical absorption spectrum in the ultraviolet region that can be used
to characterize proteins containing these residues.

Four amino acids have hydroxyl or sulfur-containing side chains. Two
amino acids, serine and threonine, have aliphatic hydroxyl side chains.
The hydroxyl groups on serine and threonine make them more hydro-
philic and reactive than alanine and valine. Two amino acids contain
sulfur atoms: cysteine has a terminal sulthydryl group (or thiol group) and
methonine has a thioether linkage. Because of the sulfur-containing side
chains, these residues are hydrophobic. The sulfhydryl group of cysteine
is highly reactive and will often be found forming a disulfide bond with
another nearby cysteine.

There are two groups of residues that can be charged, rendering them
highly hydrophilic. Lysine and arginine are positively charged at neutral

pH. The side chains of lysine and arginine are the longest ones of
the 20 amino acid residues. Histidine can be uncharged or positive,
| depending upon the local environment, and is often found at the active
o} site of proteins due to the reactivity of the imidazole ring. Aspartate
| and glutamate are amino acids that are almost always negatively
charged. Asparagine and glutamine have very similar structures to
| aspartate and glutamate respectively except for a terminal amide group

| H in place of the carboxylate group.

Finally, one amino acid, proline, has an aliphatic side chain but
differs from the other 19 amino acids because it has a cyclic structure.
The side chain shares many of the properties of the aliphatic amino
acids but has the rigidity of the ring compared to the flexibility of the
other amino acids. Proline is often found in bends and turns of pro-
teins because of the uniqueness of its character.
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Deoxyribonucleotides make up the basic units of deoxyribonucleic
acid, DNA, whereas ribonucleotides form the basis for ribonucleic acid,
RNA. A nucleotide consists of a nitrogenous base, a sugar, and one or
more phosphate groups (Figure 1.9). In DNA the sugar is deoxyribose
and the bases in DNA are either purines, adenine (A) or guanine (G),
or pyrimidines, thymine (T) or cytosine (C). In DNA, the nucleotides
are linked together in a defined chain. The 3’-hydroxyl of the sugar of
one deoxyribonucleotide is joined to the 5’-hydroxyl of the adjacent
Figure 1.9 The chemical sugar by a phosphodiester bridge. With this arrangement a backbone
structure of a DNA chain. is created consisting of the deoxyriboses linked by the phosphate groups.
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() . (b) Thymine
[oer
CHs (0] H-—N
Minor T Cs Cs
groove
H Ce Ng H N1
N1 Cg
"
@ G
. 36A Gy of
Major deoxyribose
groove
Cytosine
H
g N ) H 0
Cs Cy
H~ GCs Ns H N+
Figure 1.10 The Watson—Crick model
for the structure of DNA. (a) Schematic N; Co
representation of the double helix.
(b) Base-pairing in the double helix is @\ ¢] H—{ N
always between thymine and adenine C, of
or cytosine and guanine. deoxyribose

The variable part of the chain is the identity of the base at each position,
or the sequence.

In 1953, James Watson and Francis Crick deduced that the three-
dimensional structure of DNA was a double helix (Figure 1.10), which
led to their Nobel Prize in Medicine in 1962. DNA has two chains run-
ning in opposite directions down a central axis, forming a double helix
with a diameter of 20 A. The helix repeats after 10 bases, yielding a repeat
distance of 36 A and resulting in the presence of a major and minor groove.
The purine and pyrimidine bases are located in the interior of the helix
perpendicular to the helix axis. The two chains are stabilized by hydrogen
bonds between pairs of bases. The base pairing is specific due to con-
sideration of the hydrogen bonding and steric factors. Thymine (T) is always
paired with adenine (A) as both of these bases can form two hydrogen
bonds. Cytosine (C) is always paired with guanine (G), forming three hydro-
gen bonds. The pairing of a purine with a pyrimidine allows the helix to
maintain a fixed geometry for each pairing of bases and consequently a
repeating helix. In addition to the traditional double helix, DNA can form
other helical structures, known as the A and Z forms.
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PROBLEMS

1.1

1.2

1.3
1.4
1.5

1.6

1.7
1.8

1.9

1.10

d1
12
13
.14
15
.16
17
.18
.19
1.20
1.21
1.22
1.23
1.24
1.25
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A cube is placed on the ground. The density of the material of the cube is 1 kg/l. What is
the pressure exerted on the ground by the cube if the length of an edge is (a) 0.1 m, and
(b) 0.01 m? The acceleration of gravity is 9.81 m s,

If we were to isothermally compress an ideal gas from 4 L to 2 L, resulting in a final pressure
of 6 atm, what was the original pressure?

Express a pressure of 202.6 Pa in terms of the following units: (a) atm, (b) bar.

Express the following temperatures on the Kelvin scale: (a) 0°C, (b) —270°C, (c) 100°C.
The absolute temperature of a system is related to what properties of the molecules that
form the system?

Using the van der Waals equation and assuming a temperature of 298 K and a volume of
25 L calculate the pressure of 1 mol of carbon dioxide gas (use a and b values in Table 1.3).
What is the pressure exerted by 0.1 mol of an ideal gas in a 2-L chamber at 25°C?
Calculate the number of molecules in 2 L of air at a pressure of 1 atm and a temperature of
10°C, assuming ideal gas behavior.

If a helium balloon has an initial volume of 1 L at 25°C but a final volume of 0.95 L after
a temperature change, what is the final temperature?

The mass percentage of dry air is approximately 75.5% for nitrogen, 23.2% for oxygen, and
1.3% for argon. What is the partial pressure of each gas when the total pressure is 1 atm?
To calculate the mole fractions use densities of 28.02, 32.0, and 39.9 g mol™ for nitrogen,
oxygen, and argon respectively.

What is the composition of a cell membrane?

How are the lipids arranged in a cell membrane?

What is the fluid-mosaic model of a cell membrane?

What is the structure of an amino acid?

How many different types of amino acid are commonly found in proteins?

How are the atoms of an amino acid designated?

What isomer form of the amino acid is found in proteins?

Which amino acid residues can be (a) positively charged, (b) negatively charged?

Which amino acid has a cyclic structure?

Which amino acid residues have aromatic side chains?

What reaction can cysteine undergo?

What bases are present in DNA?

What are the characteristics of a double helix of DNA?

What is the base-pairing arrangement in the double helix?

How does RNA differ from DNA?
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First law of thermodynamics

Classical thermodynamics was developed during the nineteenth century
and remains a cornerstone for understanding the properties of matter.
This chapter presents the first law of thermodynamics, the conservation
of energy. The law may seem to be intuitive, as we know that a reaction
cannot produce more energy than was initially present and that hot objects
will always cool off due to loss of energy. However, the concept was not
always accepted as for many years people sought means to create energy
from nothing or from perpetual-energy machines. The failure of such efforts
coupled with the development of thermodynamics led to the concept that
energy cannot be created or destroyed but only converted from one form
to another. The conversion and storage of energy plays a critical role in
biological organisms. In mammals, energy is used to contract muscles and
released as work is performed in the form of walking or other motions.
In all organisms, energy is required to create and transport nutrients
and other cellular components such as proteins. The ability to perform
such processes is determined by the energy of the reaction, with many
key biological pathways making use of energy-rich compounds, such as
adenosine triphosphate, ATP, to drive a reaction. An understanding of these
fundamental biological processes requires knowledge of the basic concepts
of thermodynamics. The focus of this chapter is the introduction of the
terminology used to define the concepts followed by a description of the
different forms of energy, such as heat and enthalpy, and how these terms
are related in a thermodynamic setting.

SYSTEMS

Energy can readily flow between objects; for example, if an ice cube is
placed into a cup of warm water, the ice cube is heated up and melted
by the water. While the energy of the ice cube increases during this pro-
cess, the conservation of energy requires that the temperature of the water
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decrease such that there is no net change in energy for both the water and
ice cube. This simple example shows that in applying the law it is neces-
sary to think carefully about which objects must be considered in applying
energy conservation. Therefore, first we will look at some definitions.

Objects are considered to be either part of a system or the surroundings.
The system is the set of objects under consideration and the surroundings
are everything else. In some cases, the surroundings may be considered
as being much larger than the system and so not changing as a result of
an energy exchange with the system. For example, the surroundings may
be represented as a large water bath that remains at constant temperature
regardless of energy flow into or out of the system.

The energy of the system is defined as the capacity of the system to
perform work. Heat and work are forms of energy that can transfer into
a system, or out of it into the surroundings. Energy can be exchanged
between the system and surroundings by either performing work or heat-
ing. A system does work when the energy transfer is coupled with a motion
against an opposing force. For example, gas molecules in a chamber do
work when they push against a piston and change its position. Heating
occurs when the energy transfer is associated with a temperature differ-
ence between the system and surroundings.

The flow of matter and energy in and out of systems can be divided
into three categories: open systems, closed systems, and isolated systems
(Figure 2.1). Each of these systems is defined in terms of the allowed flow
of matter and energy into and out of the system.

Open systems: a system is described as open when both energy and
matter of the system can be exchanged with the surroundings. An
example of this is a cup of hot water in which matter can leave in the
form of water vapor and water can also heat the surroundings.

Open Closed Isolated

Figure 2.1 A system is described as open if it can exchange both energy
and matter with its surroundings, closed if it can exchange only energy,
and isolated if neither type of exchange is possible.
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Closed systems: a system is described as closed when energy can be
exchanged between the system and surroundings but not matter. An
example of this is a cup of hot water that is sealed but not insulated.
The water vapor cannot escape but heat can still leave the cup.
Isolated systems: a system can be considered to be isolated when nei-
ther matter nor energy can leave the system for the surroundings. An
example of this is a cup of hot water that is not only sealed to prevent
water vapor from escaping but is also insulated, so preventing heat from
leaving the cup.

In considering energy flow, two terms must be
defined that are commonly used in thermody-
namics, adiabatic and diathermic (Figure 2.2).
An isolated system where energy cannot flow
from the system to the surroundings is called
an adiabatic system, as occurs when the walls
of the cup containing hot water are insulated.
When a system is either open or closed, energy
can exchange with the surroundings and such
a system is called a diathermic system. Such a
case corresponds to a container of hot water HEAT

with the walls of the container being thin and +
allowing heat to pass through the wall. A dia- Hot Cold
thermic process that results in the release of heat

into the surroundings is called exothermic whereas a process that absorbs
heat in called endothermic. Of these two types of process, exothermic reac-
tions are much more common with combustible reactions; for example,
an organic compound being oxidized by molecular oxygen.

Diathermic

STATE FUNCTIONS

The power of thermodynamics is that relationships can be established
among the different properties of the system. An important aspect is that
the process by which a system was established does not determine the
properties. For example, the heat output of a system due to a temperature
change is only dependent upon the initial and final temperature values
and not the rate at which the temperature changed. These types of prop-
erties are called state functions; that is, they are dependent only upon
the state of the system and not the path that was used to prepare the
system. With state functions, conclusions can be made about reactions
that are very general and dependent only upon a few specific parameters.
Changes in a state function between any two states of a system are not
dependent upon the path; changes are dependent only upon the initial
and final conditions. In addition to the state functions already introduced,

Adiabatic

E
HEAT

Hot Cold

Figure 2.2 The
passage of heat from
a system is allowed
only when the walls
are diathermic.

No heat transfer is
allowed for adiabatic
walls even when
there is a difference
in temperature.
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namely the volume, pressure, and internal energy, systems can be char-
acterized by additional state functions, including the enthalpy, H, which
is described below.

FIRST LAW OF THERMODYNAMICS

In considering the first law, we will assign to a system an internal energy,
U, which is the total energy available in the system at any given time.
Since we have said that energy leaves or enters a system in the form of
either heat or work, it follows that any change in the internal energy must
be due to either a heat flow or work being performed. Work and heat are
defined such that they are positive if they result in a net increase in the
internal energy of the system and negative if they result in a decrease in
the internal energy. To clarify the signs of these terms, consider the follow-
ing example. If a diathermic system is placed in contact with surroundings
that are colder than the system, then heat will flow from the system to the
surroundings. For a warm cup of water in an open cup, heat will flow
out of the cup into the air. Since the heat flow is out of the system the
sign is negative. If the diathermic system is placed in surroundings that are
warmer than the system, then heat will flow into the system and the sign
is positive. For example, heat is positive when an open cup of cold water
warms up. If work is done on a system, for example a gas is compressed,
the work is positive and the internal energy of the system increases. If the
system performs work, for example a gas is allowed to expand, the work
is negative.

The first law of thermodynamics states that, for an isolated, system the
internal energy of a system is constant.

Isolated systems cannot perform work or exchange heat with the surround-
ings. Any change in the internal energy, AU, must be due to the sum of
the work done on (or done by) the system, w, and the heat transferred
into or from the system, g:

AU=g+w (2.1)

Note that this equation deals with the change in the internal energy,
AU, that can be either positive, negative, or zero, and not the absolute
energy. Based upon this law, a perpetual-motion machine, which pro-
duces work without consuming an equivalent amount of energy, is an
impossible device to construct. Whenever work is performed, the internal
energy must decrease. In biological organisms, energy in the form of food
and nutrients is required for sustenance in order to perform the work
required to live.
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RESEACH DIRECTION: DRUG DESIGN 1

One common strategy for developing new drugs is large-scale combinatory
screening in which thousands of different molecules are tested for activity
changes. In addition, the availability of the human genome has led scientists
to investigate how to screen large numbers of proteins as possible drug
targets. Such high-throughput screening requires methodologies that are
readily performed in the laboratory and produce measurable parameters.
In addition, once possible drug candidates are identified, the methodology
must be amenable to distinguishing high-affinity, high-sensitivity drugs
from others that are less effective. For detailed biochemical studies, the
ability to perform the measurements over a versatile set of conditions would
also be required.

When a drug or ligand binds to a protein, heat is either released or
absorbed. Although these changes are small, the heat change can be meas-
ured accurately using calorimetry (calorimetry is a Latin-based word that
literally means the measurement of heat). There are several methods for
measuring heat in biochemical systems, with microcalorimeters being able
to measure thermodynamic para-
meters using volumes as small

as 0.1 mL. Differential scanning
calorimetery is typically used in .
biochemistry to monitor folding
and unfolding of proteins. Measure-
ments of interactions between
molecules and proteins are typic-
ally performed using a technique
termed isothermal titration calori-

dg/dt —

EEE—
H s 0

metry (ITC), which is performed at
constant temperature and involves
the systematic titration of the pro-
tein with the drug. Modern instru-
ments are able to determine the
energetics of drug binding with
high reliability and accuracy.

ITC measures the heat absorbed 7

q—
1
B
2

- K,

or released when a drug is intro- ' '
duced into a sample cell that con-
tains the protein and is allowed to
react (Figure 2.3). In a typical test
for a drug, a syringe contains a

[D]/[P]tota\

Figure 2.3 A schematic diagram of an ITC sample chamber
and the results of a typical binding experiment. The sample
chamber contains the protein and the syringe has a

concentrated solution of the drug  concentrated solution of the drug. At stepwise time intervals

and small amounts of the drug are 3 small volume of the drug is injected, and subsequent
injected in a stepwise manner into  binding leads to the release of heat, g, at the rate dg/dt.

a chamber containing the protein. Modified from Freire (2004).
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After each injection, any heat absorbed or released in the sample cell
compared to a reference cell is measured. A feedback circuit continuously
supplies thermal power to maintain a constant temperature in both the
sample and reference cells, with any release or absorption of heat in the
sample cell compensated for by a change in the thermal power. As more
of the drug is injected, the number of proteins available for binding
decreases systematically, and so the heat release subsequently decreases
until the sites are saturated and no additional molecules of the drug can
bind to the protein.

The resulting heat profile can be characterized in terms of a traditional
binding curve, yielding the number of drug molecules bound to each pro-
tein as well as the binding constants. The presence of both the drug D and
the protein P in the same chamber will result in binding and formation
of a protein—drug complex, PD. For reversible binding in equilibrium,
the relative amounts of the unbound states and the complex will be deter-
mined by the concentration of the free protein [P], the concentration of
the free drug [D], the concentration of the drug—protein complex [PD],
and the association constant K, according to:

[PD]

P+D¢—“5PD K, =
[P1[D]

(2.2)

The association constant provides a measure for the binding affinity of the
drug to the protein and has units of M™', with higher values correspond-
ing to higher affinities. The binding constant can be used to determine the
amount of bound drug at a specified concentration of the drug and protein.
A rearrangement of eqn 2.2 shows that the ratio of the drug—protein com-
plex to free protein, [PD]/[P], is directly proportional to the concentration
of the free drug:

K [D] = [FD] (2.3)

[P]

Notice that when the protein sites are half occupied, and [PD] = [P], then
the value of K, can be written simply as 1/[D]. Thus, the concentration of
the drug at which half of the binding sites are occupied corresponds to
1/K,. Consider a new term, 6, the fraction of binding sites occupied by the
drug compared to the total number of binding sites. This fraction is given
by the relative number of binding sites occupied to the total number of
binding sites, which is the sum of the proteins with and without the drug
bound. This ratio can be expressed in terms of the concentrations of the
protein without drug bound, [P], the concentration of the total protein,
[Pl and the concentration of protein with the drug bound, [PD]:

_ Binding sites occupied  [PD]  [PD]
Total binding sites [Pl,a [P]+ [PD]

(2.4)
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Substituting [PD] = K,[D][P] from eqn 2.3 into the fraction and rearranging
the terms yields the expression:

__[PD] __ KDIPl __K,[D]
~ [P]+[PD] [P]+ K[D][P] 1+ K,[D]

(2.5)

For the ITC measurements, the heat, ¢, released or absorbed for any given
injection is proportional to the number of moles of the PD complex formed
upon injection, which can be written in terms of the total volume, V, and
concentration [PD]. Making use of the expression for the fraction 6 allows
the heat to be written in terms of the association constant:

o< V[PD] = V[P] .0 = V[P K,[D] 2.6
q [ ] - [ ]lotﬂl - [ ]total 1+ I{a[D] ( . )
Thus, the heat profiles from the ITC experiments can be used to deter-
mine the binding affinity for the drug to the protein. The proportionality
constant is given by the amount of heat released (or absorbed) for the
binding of each molecule.

This approach has been successfully used to probe drug targets. For
example, in human leukemia, the mixed-lineage leukemia (MLL) gene is
associated with chromosomal translocations and is critical for the regula-
tion of chromatin structure and gene activity (Allen et al. 2006). By using
ITC and other structural measurements, the DNA-binding properties of
the protein expressed by this gene have been characterized, providing
researchers with a platform for developing therapeutics for leukemias that
target the DNA-binding site. ITC has also been used with structural studies
to understand the mechanism of conotoxins, which are a large family of
toxins (Celie et al. 2005). Such toxins are under investigation for neuro-
logical diseases, including epilepsy. Knowledge concerning the binding of
these toxins to receptors in the cell membrane enhances our understanding
of the action of these toxins and the potential for drug design. The deter-
mination by ITC of the energetics of cCAMP to a transcriptional activator
termed CAP, for catabolite-activator protein, showed a biphasic isotherm
which pointed to the existence of two nonequivalent binding sites with
different characteristics (Popovych et al. 2006).

WORK

In classical mechanics, work is performed when a force, F, is used to move
an object through a distance, Ax, according to the relationship:

w = —FAx (2.7)
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As an example of work, consider a gas inside a cylinder
pushing against a piston (Figure 2.4). As the gas expands

it must move the piston by pushing with a force that com-

petes with the force exerted by gases in the atmosphere.
Work performed by the expanding gas is the product

of the force and change in position of the piston. The
pressure that gas molecules push against is the force

per unit area, or equivalently the force is the product of
the pressure and the area. This gives work as being the
product of pressure, area, and displacement. However,
the area times the displacement is the change in volume,

Figure 2.4 When
the plunger of the
piston slides during
expansion, it pushes
against a force F
that arises from the
atmospheric pressure
due to gas molecules
hitting against the
piston. In this case,
the work performed
can be written as
the product of the
pressure P and
volume change AV.

so work can be written as the product of pressure and
volume change, with the sign being negative as the work is defined from
the system’s perspective:

w = —FAx = —(PA)Ax = —=PAV (2.8)
If the force, or equivalently the external pressure, is not constant, we can

sum all of the products for the different possible volumes in the form of
an integral:

v,
w=-[Pav (2.9)
4

When work occurs in a system with the opposing forces essentially equal,
the work is called reversible. A reversible change is a change that can
be reversed by an infinitesimal alteration of a variable. In the case of the
piston, this happens when the inside and outside pressures are always
equal. For example, heating the gas inside the piston will cause the gas
inside to expand but the piston is continually sliding, keeping the pressure
equal on the two sides. In this case, work can be calculated using the
internal pressure (eqn 2.9). For reversible expansion of an ideal gas, when
the temperature is held constant, the ideal gas law can be substituted,
yielding:

! ¢(nRT v
w=—deV=—j[—jdV=—nRTj = (2.10)
Vi

Vi
—nRT In—
’ AN Vv

i

P = nRT/V for an ideal gas.

J.%=lnx
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SPECIFIC HEAT Tiniti
initial

The application of heat to an object will cause
the object’s temperature to increase (Figure 2.5).
Since heat represents the transfer of energy
and temperature is a measure of the kinetic
energy of molecules, the change in temperature,
AT, is directly proportional to the heat applied
(provided that heat does not result in a
chemical change):

g = CAT (2.11)

Heat source

The proportionality constant C is termed
the heat capacity because it is a measure of
how much heat is absorbed or emitted with a given temperature change.
The value of C depends upon the properties of the object; for example, the
heat capacity of water is very different to that of a metal rod. The heat
capacity also is dependent upon the conditions under which heating
and cooling are performed. The simplest case is when the volume of the
system is held constant, as denoted by the inclusion of a subscript V with
the heat capacity, C,. The other common condition is when pressure is
held constant, which is denoted by the subscript P, C,.

As an example of the use of heat capacity, consider the effect of heat-
ing water compared to a piece of copper. Under constant pressure, at
4.18 JK' g', the heat capacity of liquid water is much larger than that
of copper (0.38 J K™' g™'). The smaller value of copper’s heat capacity means
it will become much hotter than an equivalent amount of water when a
given amount of heat is applied. For example, applying 1 J of energy to
1 g of water will produce a temperature change of 0.24 K:

13
AT =L

=——————=024K
C, 4.18JK'g!

(2.12)

The same amount of heat will result in a temperature change of 2.63 K
for 1 g of copper. Due to its relatively small specific heat, copper is a good
heat conductor and so samples are often embedded in a copper block (or
one made of another metal) to set a sample at a specific temperature in
experiments.

INTERNAL ENERGY FOR AN IDEAL GAS

Energy can be transferred into a system by either a heat flow or by work.
Regardless of how the energy was supplied, it can be released in either

Add heat g

itial + 9
T initial + o

\
\
\
\
\
W

Figure 2.5
Specific heat

at constant
pressure, Cp, is a
thermodynamic
parameter that
describes how
much a substance
will change in
temperature in
response to the
addition of heat, g.
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AU >0

form. The internal energy, U, is a measure of the total
capacity of the system to release heat or perform work.
When work is done on a system the internal energy will
increase; likewise when heat is applied (Figure 2.6). In most
cases, the absolute value of the internal energy cannot

be determined, but the change in energy can be measured.

<

AU >0

<

Therefore, we can define the change in the internal energy,
AU, as the sum of the energy transferred into the system
as work, w, and the energy transferred into the system as
heat, g:

Figure 2.6 For an
ideal gas the work
performed in moving
a piston is equal to
the change in heat.

AU=¢g+w (2.13)

When pressure is held constant, work contribution is given by the volume
change. The change in internal energy can then be related to the volume
change:

AU=g+w=gqg— PAV (2.14)
Consider how work, internal energy, and enthalpy are related for an ideal
gas that for simplicity is placed in a chamber with a piston, allowing for

volume changes (Figure 2.6). The volume change can be related to the
change in the pressure, temperature, and number of molecules:

AV:A[ﬂJ 2.15)
P

Since the pressure and the amount of gas are assumed to be held constant,
only the temperature can change and the change in volume is proportional
to the change in temperature:

AV = A| PRT| PR yp (2.16)
P j2

Substituting this expression into the relationship for AU (eqn 2.9) yields:
nR
AU=q—PAV=q—P(?ATj=q—nRAT (2.17)

The heat flow can be related to the product of the specific heat at constant
pressure and temperature change, leading to the expression:

AU = g — nRAT = C,AT — nRAT = (C, — nR)AT (2.18)
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Thus, the change in internal energy is always proportional to the change
in temperature, and must be zero if there is no change in temperature.
If there is no temperature change the heat flow must exactly balance the
work:

For AT=0, AU=g+w=0and g = -w (2.19)

ENTHALPY

Most biological systems are open to the atmosphere, allowing the volume
to change in response to a change in energy. For this situation, heat
supplied to the system can change not only the internal energy of a sys-
tem but also result in a concurrent volume change. For example, if some
of the energy supplied as heat increases the volume of the system then
the change in internal energy will be smaller than found if the volume
did not change. For this reason, the heat supplied is equated to another
thermodynamic state function, called enthalpy. Formally, enthalpy, H, is
defined in terms of internal energy, U, and the product of pressure P and
volume V according to:

H=U+PV (2.20)

Biological systems are usually open to the atmosphere and so any pro-
cesses occur at a constant atmospheric pressure. In addition, the enthalpy
in most cases does not need to be considered as an absolute value but
only as a relative value, AH. Therefore, for most situations only the change
in enthalpy at constant pressure will be needed:

AH = AU + A(PV) = AU + PAV (2.21)

Because enthalpy is defined in terms of state functions (internal energy,
pressure, and volume), enthalpy itself is also a state function. Therefore,
the change in enthalpy will be independent of the path between two states
and dependent only upon the initial and final states. The enthalpy term
is used because it alleviates the difficulty in relating the energy change
to the changes in other state functions. The change in internal energy is
given by heat minus work contribution, provided no other type of work
is performed. Substituting this into the expression for the enthalpy change
yields:

AH = AU + PAV = (g — PAV) + PAV = g (2.22)

AU = g — pAV (eqn 2.14)
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Thus, at constant pressure, the change in enthalpy is equal to the heat
transferred. When heat enters the system maintained at constant pressure
the enthalpy must increase and in an exothermic process the enthalpy
must decrease. For example, if a gas is placed inside a chamber with a
piston that can move so that the pressure is fixed, any heat flow will directly

be equal to the change in enthalpy.

DEPENDENCE OF SPECIFIC HEAT ON INTERNAL ENERGY
AND ENTHALPY

Derivation box 2.1
State functions described using partial derivatives

A state function describing a system is one that is dependent only upon the state and not
the path that was used to prepare the system. Hence state functions are very useful in describ-
ing the thermodynamic properties of systems. State functions can be described in formal
terms with the use of partial derivatives. As an example of the use of partial derivatives,
suppose you wish to describe the trajectory of a boy walking up a hill (Figure 2.7). In addi-
tion to knowing the two horizontal coordinates, x and y, it is necessary to also know the
altitude at each coordinate, A(x,y). The motion of the boy is described by consideration of
how changes in his coordinates lead to changes in his position on the hill; that is, changes
in his altitude. Consider the case of the boy moving only along the x direction. For small
changes in his position, Ax, there will be a change in his altitude, A4, that is determined
by the product of the change in coordinate and the slope of the hill:

AA = (M] Ax (db2.1)
Ix X

A,y + &) = A, y) + (), A

g)x \y
/ A(X+Ax,y+Ay)=A(X,y)+(gé)yAX+(%)XAy
/ A(X+Ax,y)=A(X,y)+(%)yAX
D — -0

] . N
] _- A

[ .- '

! o2 ' y

O © L

Figure 2.7 The altitude A(x,y) changes due to walking along a hill along two perpendicular
directions, x and y.
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where the subscript denotes that the process occurs for fixed y. Conversely, if the boy moves
along the y direction only by an amount Ay, the change in altitude would be:

AA = [M] Ay (db2.2)
ay )

The use of partial derivatives provides the means to determine how the altitude will change in
response to a more general move that involves changes in both coordinates. Since altitude
is a state function, the change is independent of the path. Regardless of the actual path taken,
the change in altitude can be equivalently regarded as being a combination of walking along
the x direction followed by walking in the y direction:

Ve [aA(x, y)] Ax 4 (8A(x,y)J by (db2.3)
ox 3 ay )

For any complicated altitude function, this would only be strictly true for infinitesimal changes
in x and y, written as dx and dy, respectively, and so the resulting change in the altitude, dA,
should be written as:

i (aA(x, y)j dx + ((M(x,y)J £ (db2.4)
dx s ay )

Following the same approach, it is possible to write expressions for the changes in all of the
state functions due to changes in the parameters that describe them. For example, the internal
energy depends upon any two of the three parameters, volume, pressure, and temperature,
since these parameters can be related to each other by an equation of state such as the
perfect gas law. Consider the change in the internal energy, dU, due to changes in volume
and temperature. The change dU can be written in terms of the changes in the volume and
temperature, dV and dT, multiplied by their respective slopes:

_(ouw,1) JU(V,T)
dU = (—av l dv + (—8T J dr (db2.5)

For thermodynamic state functions, the slopes as expressed by the partial derivatives have
physical meanings. The second term, namely the change in the internal energy with respect
to a change in temperature at fixed volume, is the specific heat at constant volume (eqn 2.25).
The nature of the second term can be understood from a consideration of the nature of the
internal energy. For an ideal gas, the energy is independent of the volume as long as the tem-
perature is constant, hence this partial derivative has a value of zero. A non-zero value arises
due to nonideal properties of real gases. The partial derivative is non-zero when the energy is
dependent upon the volume. Equivalently, the energy is dependent upon the separation of
the molecules due to an interaction between molecules. Energy divided by volume has units of
pressure. This term refers to the internal pressure of the system, because attractive or repulsive
interactions between molecules will alter the properties of the molecules, including the pressure
of the system. For the van der Waals model of » mol of a gas, the partial derivative is related
to the square of the volume, and in general the internal pressure is denoted by P, mar:
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2
[‘9_U] :a[zj _p (db2.6)
A% . n ma

The change in internal energy can then be written in terms of the internal pressure P,
and specific heat at constant volume:

dU = P,

interna,

,dV + C,dT (db2.7)

For an ideal gas, since P, is zero, the specific heat at constant volume represents the change
in the internal energy in response to a change in temperature. Although C, is determined
at constant volume, it can be considered to be a coefficient that determines how much effect
a change in temperature will have on the internal energy. When nonideal conditions are
included, the change dU is modified according to P,,,,..- For real gases, if attractions among
molecules are found to dominate, then P, will be positive and if repulsion interactions
dominate then this term will be negative.

Similar expressions can be written for the other thermodynamic parameters. For example,
consider the change in enthalpy at constant volume. In this case the remaining parameters
are temperature and pressure, and the change in enthalpy can be written in terms of their
partial derivatives:

dH:(BH(P,T)] dT+(9H(1;T)j i (db2.8)

nterna.

daT

Of these two partial derivatives, the first is the change in enthalpy due to a temperature change
at constant pressure, which was shown to be equal to the specific heat at constant pressure
(eqn db2.3). The second term, the change in enthalpy in response to a pressure change, can
be written in terms of the product of two derivatives involving the temperature following
the guidelines for the chain relationship of partial derivatives. Of these two derivatives, the
second is just the specific heat at constant pressure and the first is called the Joule—Thompson
coefficient and denoted by u:

=)

The Joule-Thompson coefficient is commonly used in understanding how refrigerators work
and the process of liquefaction of gases. Refrigerators work with non-ideal gases and take
advantage of attractive forces between molecules (and the negative value of u). The gases
used in refrigerators release heat when gas molecules come together, and take up heat when
gas molecules are pulled apart. Thus, when a gas is allowed to expand at constant pressure,
the temperature of the gas will drop according to the coefficient. In a refrigerator, a gas is
cyclically allowed to expand and contract to move heat from inside to outside a system. The
Joule-Thompson effect is also used to liquefy gases, as a gas is initially poised at high pressure
and is then allowed to expand and hence cool. By performing the volume change cyclically
the temperature will systematically drop until the gas condenses to a liquid.

aH]
A e (db2.9)
(aT P '
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The change in the internal energy is given by the sum of the work and
heat contributions. At constant volume, work contribution is zero and so
the change in internal energy is given by heat, which is the product of the
specific heat and the temperature change. Thus, the change in internal
energy divided by the change in temperature is the specific heat:

AU
AU =CAT — G =—— (2.23)

A more precise statement is to write the specific heat at constant volume
in terms of incremental changes in internal energy, or equivalently as a
partial derivative, with the subscript denoting that the changes occur with
the volume fixed:

U
C, = (a_Tl (2.24)

For an ideal gas at constant volume, we can relate the change in enthalpy
to the temperature change and specific heat, just as was done for the change
in internal energy. The change in enthalpy is directly proportional to the
change in temperature:

AH = AU + A(PV) = C,AT + A(nRT) = C,AT + nRAT = (C, + nR)AT (2.25)

Notice that when there is no change in the temperature then both the
internal energy and the enthalpy remain constant for an ideal gas. This
is not necessarily true for other systems.

The specific heat at constant pressure has a different dependence. Heat
results in not only a temperature increase of the system but also in work
that can be performed. As the system heats up it will expand in order to
keep the pressure constant, resulting in a —PAV contribution of work. The
change in the internal energy is then given by:

AU = g — PAV (2.26)
The change in enthalpy at constant pressure (eqn 2.27) is given by the
contributions of the change in internal energy and change in volume since
the change in pressure is zero:

AH = AU + A(PV) = AU + PAV (2.27)

Substituting the expression for the change in internal energy (eqn 2.26)
gives the simple result that the change in enthalpy is equal to the heat:

AH = AU + PAV = (q — PAV) + PAV =g (2.28)
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Following the ideas above for the specific heat at constant volume, the
specific heat at constant pressure can be written in terms of the heat divided
by the temperature change, with the heat being equal to the change in
enthalpy. Again, assuming that the changes in enthalpy are incremental,
the expression can be written in terms of a partial derivative, with the
specific heat at constant pressure being equal to the derivative of the
enthalpy with respect to temperature at constant pressure:

g AH (8H]
C,=—— —C,=| 2=

(2.29)
ar ),

ENTHALPY CHANGES OF BIOCHEMICAL REACTIONS

Many biochemical reactions occur at a constant pressure and the enthalpy
change is equal to heat change during the reaction. The enthalpy change
is determined by the difference in enthalpy between the initial and final
states. By convention, enthalpy changes are reported under what are
termed standard ambient temperature and pressure conditions. For most
of chemistry, the standard state is defined as 1 mol of an object at 1 barof
pressure and at a temperature of 298.15 K. Enthalpy changes in reactions
are generally additive, which allows the enthalpy to be determined for a
complex process by considering the individual steps. For example, the
enthalpy change for a reaction A — C is simply the sum of the enthalpy
changes for the two stepwise reactions A — B and B — C. Likewise the
enthalpy change for a reverse reaction, for example B — A4, has the same
value, but the opposite sign, as the change for the forward reaction A — B.
That is, a reaction that releases heat will absorb heat if reversed.

When systems undergo a reaction, the components may change their
phase. For example, when water is heated at its boiling point it will become
a vapor. The conversion of a substance from one phase to another is called
a phase transition. The phase transition often represents a state change
between a gas, liquid, and solid. Alternatively, the transition can involve
different solid forms; for example, carbon can exist as graphite or diamond
solids.

The energy that must be supplied to the system to cause a phase change
is called the enthalpy of formation. The energy required would depend upon
the conditions, such as temperature and pressure, at which the reaction
occurs. In order to associate a specific enthalpy change with a given reac-
tion, changes are always reported under standard conditions; that is, at
a pressure of 1 bar. For example, when ice melts at 0°C the enthalpy change
is +6.01 kJ mol™. The enthalpies associated with the reverse change will
always have the same value but opposite sign. So for water, the enthalpy
change is +6.01 kJ mol™ for the ice-to-liquid transition and —6.01 kJ mol™
for the liquid-to-ice transition. The value of the enthalpy change is
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different for each type of transition for a given molecule. For water, the
transition from water to vapor — that is, the boiling transition — has a much
larger enthalpy of 40.7 kJ mol™ than found for the freezing transition.
The enthalpy change that is often encountered in biological reactions
is a chemical change. For example, an electron may be removed from a
molecule, causing a change in the ionization state of a molecule. Bonds can
also be broken or formed, resulting in corresponding enthalpy changes that
are termed bond enthalpies. In any given reaction, there may be several
types of change occurring simultaneously. The usefulness of the enthalpy
concept is that the overall enthalpy change for the reaction is additive
and is given simply by the sum of the changes of the products minus the
changes of the reactants. By convention, the enthalpy of elements is equal
to zero when they are in a stable state under standard conditions.
As an example, the thermodynamic properties of foods
can be discussed in terms of the enthalpy of combustion per
gram of food. Humans need about 10’ J of food every day. If
the energy is provided entirely by glucose (Figure 2.8), a total
of about 600 g per day is required because glucose has a specific
enthalpy of 1.7 x 10*J g”'. By comparison, digestible carbo-
hydrates have a slightly higher enthalpy of 1.7 x 10* J g”' and
fats, which are commonly used as an energy-storage material,
have values of 3.8 x 10*J g™".
These enthalpies of combustion can be calculated by summing the con-
tributions from the combustion process (Table 2.1). The oxidation of
glucose results in the production of carbon dioxide and water:

CcH,,0, (solid) + 60, (gas) — 6CO, (gas) + 6H,0 (liquid) (2.30)

The enthalpy contribution from the products is calculated by using the
enthalpies of formation for carbon dioxide multiplied by the relative num-
bers from the balanced equation above:

AH® = 6(-393.5 kJ mol™) + 6(-285.8 kJ mol™)

products

= —4076 kJ mol™ (2.31)

There are two reactants that could contribute to the enthalpy. The enthalpy
of formation of glucose is —1273.2 kJ mol™ (Table 2.1). Since molecular
oxygen by convention is considered to be stable it has zero contribution.
The subtraction of the reactants from the products yields:
(AH®) iioion = —4076 kJ mol™ — (=1273.2 kJ mol™)

=-2802 kJ mol™ (2.32)

Thus 2.8 x 10° J mol™ of heat is released upon oxidation of glucose during
metabolic pathways, or equivalently 1.6 x 10*J g as used above. Due to

Figure 2.8 The
structure of glucose.
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Table 2.1
Standard enthalpies of formation (1 atm, 25°C).

this heat release about 50% of the energy available can be used to per-
form work when organisms metabolize glucose.

RESEARCH DIRECTION: GLOBAL CLIMATE CHANGE

Consider the Earth as a system that can be characterized with certain
thermodynamic parameters. The Earth is a closed system since matter
does not leave or enter, neglecting satellites, meteorites, and the escape of
light gases such as hydrogen and helium. The Earth does experience an
energy flow from the surroundings, namely heating from the Sun. Due
to its size and complex composition, the Earth does not have simple, unique
properties such as a uniform temperature. However, we can still apply
basic thermodynamic ideas using average values.

Let us examine the heat flow into the system. The Earth experiences
a certain amount of incoming solar energy that does vary with the time
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The natural level of greenhouse gases The addition of greenhouse gases
leads to a temperature of 15°C results in trapping of the reflected solar
radiation and consequently an increase

in temperature

Figure 2.9 Global warming arises from the trapping of solar radiation by gases in the atmosphere.
After the radiation from the sun enters the atmosphere, some is reflected back into space.
Greenhouse gases limit how much of the reflected light leaves the earth.

of year, but we will assume that this energy is constant over time. In the
absence of any atmosphere, the heat from the solar energy required to
set the Earth’s temperature at a specific temperature is based on how
much solar radiation is required to reach the Earth and what fraction is
absorbed. The presence of the atmosphere alters how much solar radi-
ation heats the Earth (Figure 2.9). Upon reaching the atmosphere, part
of the incident solar energy is reflected whereas the remainder penetrates
the atmosphere and reaches the Earth’s surface. The fraction of sunlight
that reaches the surface heats the surface while another part is reflected
back to space. While returning to space, a fraction will escape while part
is reflected back. The trapping of a certain fraction of the solar radiation
by the atmosphere, termed the greenhouse effect, results in an increase
in the average temperature.

The efficiency of energy trapping by the atmosphere depends upon the
composition of gases. The atmosphere is composed of primarily nitrogen
(78%) and oxygen (21%), with the remaining portion contributed by argon
(0.9%), carbon dioxide (0.03%), and several trace gases. The atmosphere
contains other naturally occurring components including water vapor,
which contributes about 60% to the natural greenhouse effect. There are
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Figure 2.10 A schematic representation of the carbon cycle. Units: billion
metric tons measured in carbon equivalent terms. Modified from
International Panel on Climate Change (2001).

other components that can influence the energy flow, with the amount
determined by human activity. Carbon dioxide accounts for over half of
human-induced warming. Two components that are relatively minor in
amount but significant due to their ability to absorb heat, are nitrous oxide
and sulphur hexafluoride. Some contributors occur exclusively due to
human production, such as chloroflurocarbons and halocarbons, which
were once used primarily as refrigerants. An international treaty banned
these chemicals in 1987 as their presence in the atmosphere led to a
decrease in the amount of ozone.

Numerous processes involving the soil, atmosphere, and living organ-
isms regulate the concentrations of these gases, with the flow of carbon
dioxide termed the carbon cycle (Figure 2.10). In the cycle there is a bal-
ance between two processes. Respiration results in the uptake of oxygen
and output of carbon dioxide. Photosynthesis results in the uptake of car-
bon dioxide and production of oxygen. These natural processes absorb
large amounts of carbon dioxide but the additional contributions from the
burning of fossil fuels result in a net increase in the amount of carbon
dioxide in the atmosphere; hence the amounts of greenhouse gases in the
atmosphere increase. Since the Industrial Revolution, the atmospheric con-
centration of carbon dioxide is estimated to have increased by about 30%,
methane concentrations have doubled, and nitrous oxide concentrations
have gone up by 15%. Sulfur aerosols result in a cooling of the atmosphere
due to their ability to reflect sunlight back into space but these gases are
short-lived in the atmosphere.
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Figure 2.11 Glacial retreat shown by comparison of satellite images of
Sheldon Glacier, Adelaide Island in March 1986 (left) and February 2001
(right). From Cook et al. (2005).

Although the increase in greenhouse gases is clear, the effect of these
gases on the energy flow of the Earth is difficult to establish due to the
complexity of the Earth (Crowley 2000; Cook et al. 2005; Oerlemans 2005).
The Earth’s temperature varies widely so the use of temperature requires
averaging over a certain number of locations. Instead of just relying on
recorded temperatures, scientists use global features as markers of tem-
perature. One prominent indicator of the long-term increase in the Earth’s
temperature is the retreat of glacial fronts (Figure 2.11). The position of
the ice shelves in the Antarctic Peninsula shows a pattern of loss that is
outside of normal cyclic behavior.

What is the actual contribution of the atmosphere to the Earth’s tem-
perature? A simple thermodynamic model of energy flow is that Earth is
an airless and rapidly rotating planet so that the temperature is uniform
(Sagan & Chyba 1997). In this case, the equilibrium temperature of the
Earth is determined by the distance between the Earth and the Sun, d,, and
the solar radiance of the Sun, S, at the distance d,:

SRX(1- A)

T* = (constant
( ) e

(2.33)

According to this equation, the temperature of the Earth would increase
due to an increase in the solar radiation (S), an increase in the area of
the Barth (R?), a decrease in the distance to the Sun (d,), or a decrease
in the amount of light reflected back as measured by the reflection
coefficient (A). When the values for these parameters are inserted, the
temperature is calculated to be 255 K, or —18°C. The mean overall global
temperature has been measured to be 288 K, or 15°C. The 33°C differ-
ence in temperature is ascribed to the contribution of the atmosphere. The
temperature of the Earth does vary slowly with time due to factors such
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PROBLEMS
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2.7
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2.13
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2.15

2.16
2.17

2.18

2.19

2.20

Heat is transferred to a system at 1 atm. Will the internal energy increase more if the system
is at constant volume or at constant pressure?

For the isothermal, reversible compression of an ideal gas, what can be said about the heat?
Burning gasoline inside a closed, adiabatic system at constant volume will cause what change
to the internal energy?

What can be stated about the internal energy of an isolated system?

Why do drug candidates have different ITC profiles?

What type of heat dependence would a favorable drug candidate have?

If 0.818 mol of an ideal gas at 25°C is in a 2-L container that is expanded to a final volume
of 8 L at a constant pressure of 1 atm, what are the heat, work, and change in internal energy?
What is the work involved in an isothermal, reversible expansion of 0.5 mol of an ideal gas
at 30°C from 10 to 20 L?

A 5-g block of dry ice is placed into a 30-mL container and the container is sealed. (a) What
is the pressure in the container after the carbon dioxide has sublimated (vaporized directly to
gas; Chapter 4)? (b) Assuming that the pressure is immediately released after the pressure
tully develops, how much work is done on the surroundings by the expansion of the gas?
Neglect any contribution from the cap.

A sealed 1-L glass container at 1 atm and 25°C is heated and breaks when the internal
pressure reaches 2 atm. When it breaks what is the temperature inside and what is the
internal energy? Assume that the specific heat of air has the value of C, = 25 J/(Kmol).
What is the enthalpy change of a system if 1.0 J of heat is transferred into it at constant
pressure?

If an ideal gas expands isothermally, what can be said about the internal energy?

One mole of an ideal gas is in a piston and the volume changes from 2 to 4 L at 25°C. What
are the work, heat, and change in the internal energy?

Calculate the heat required to raise the temperature of 1.5 mol of an ideal gas from 15 to
50°C when the volume is fixed at 1 L. What is the change in internal energy using a specific
heat value of C, = 25 J/(Kmol)?

If 2 mol of an ideal gas is allowed to expand isothermally and reversibly from 10 to 30 L
at a constant temperature of 20°C, what are the work, heat, and change in internal energy?
What is the enthalpy of combustion for sucrose?

How reliable is the melting of the glaciers as an indicator of the temperature if some glaciers
are increasing in mass?

If the amount of carbon dioxide generated by several different biological processes is so large,
why should we be concerned about the increase generated by industry and transportation
during the past 50 years?

If the distance between the Earth and Sun decreased by 5% due to an extraterrestrial disaster,
how much would the temperature of the Earth change?

How much would the solar radiation need to increase in order to increase the temperature
of the Earth by 10% (neglecting the atmosphere)?
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Second law of thermodynamics

The first law of thermodynamics provides a means to balance work and
heat changes and the parameters that are changed when work is done
or when heat flows into or out of a system. However, knowing what is
energetically allowable is not the same as knowing which processes will
actually occur. From a global perspective, energy within the universe is
a constant, yet it is constantly changing with solar systems forming and
stars evolving from red giants into white dwarfs. Clearly, these changes
are being driven by factors other than energy.

Rather than explore the changes in the universe, let’s consider why
objects change in simple processes. If a ball is dropped from a height, it
will drop until it hits the ground and then bounces back (Figure 3.1).
Why did this happen? The ball initially is stationary but has potential
energy due to gravity. As the ball falls the potential energy is converted
into kinetic energy and the ball speeds up. When it hits the ground the
direction of velocity is reversed and the ball slows down and the energy

is converted into potential energy. The ball

Egg will stop when it reaches the original height

Potential and all of the energy is in the form of
energy potential energy again.
® The ball travels according to the first law,
with the energy converting between kinetic
Kinetic and potential energy and the total energy

energy remaining the same throughout the travel.

Now consider using an egg instead of the ball.
The egg travels downward like the ball but
the egg does not bounce up after hitting the
ground. Is energy still conserved? For the egg,
the kinetic energy is converted upon impact with the ground into heat;
that is, random motion of the molecules. Unlike the ball, the egg lost its
ability to move upward against the gravitational force and instead became
a more disordered state with random motion.

Heat
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A preference for an increase in the random motion of an object is a
simple statement of the second law of thermodynamics. Formally, in addi-
tion to energy, objects have another property called entropy, which represents
the molecular disorder of a system. According to the second law, processes
will occur spontaneously if the entropy increases. It is the direction of
entropy that leads to the direction of processes that occur in the universe.
Whether considering the progression of stars through different states as their
energy output decreases or the motion of bacteria in search of nutrients,
processes are headed away from organized states to random states.

ENTROPY

The increase in disorder is evident in our everyday lives. Each day, food
is consumed and largely converted into heat, which is a more disordered
state than the original food items. In general, it could be argued that
all life forms have devised methods of taking ordered resources, such
as molecules or food, and converting them into disordered states in order
to generate energy. If all processes are moving to a disordered state, how
can highly organized states such as crystals or biological cells be created?
The answer lies in considering the overall state and not just one part. For
example, your bedroom may tend to become very disordered with daily
use until you decide to clean it up. While the clothes and other objects in
the room may be more ordered, the process of cleaning the room involves
the expenditure of energy in the form of heat. Thermodynamics would
say that the disorder associated with the heat is greater than the order
associated with the folding and stacking of the clothes.

In a sense, the change in order of an object provides a direction for
chemical reactions. When a process results in a change from one state to
another that occurs in an irreversible way, the process is called spontan-
eous. Only irreversible changes are spontaneous; truly reversible processes
are not. Truly reversible processes do not occur in nature, as it would
require all forces to be perfectly balanced with no driving force for the
system to move. However, by moving objects very slowly while keeping
forces in nearly perfect balance, processes that are very close to reversible
can be created. As an example, gas inside a piston expanding under con-
stant pressure inside and outside does not have any net force to drive the
expansion, and the piston does not move. By making the imbalance very
small, the piston moves, although at a very slow rate. Such a motion would
take a considerable amount of time to be completed, but the rate is not
under consideration here, only the direction.

To quantify the concept that matter and energy tend to be dispersed,
a new state function is introduced, entropy, S, which is a measure of the
disorder of a system. As energy and matter disperse, entropy is defined
to increase. The concept of entropy is explicitly defined in terms of the
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heat and temperature of a system. For a given reversible process, a small
change results in an entropy change, dS, which is defined in terms of the
amount of heat produced, dg, and the temperature:

ds =34 (3.1)
T

For a measurable change of an isothermal process, the change in entropy,
AS, is:

AS = (3.2)

q
T
The change in entropy is equal to the energy transferred as heat divided
by the temperature. This definition makes use of heat rather than another
energy term, such as work, as heat can be thought of as being associated with
the random motion of molecules, while work represents an ordered change
of a system. The presence of temperature in the denominator accounts for
the effect of temperature on the randomness of motion, as objects which
are hot have a larger amount of motion due to thermal energy than cool
objects. This definition makes use of the concept of reversible processes,
which refers to the ability of infinitesimally small changes in a parameter
to result in a change in a process. Thermal reversibility refers to the system
having a constant temperature throughout the entire system.

To understand this expression, consider the example of an ideal gas
inside a piston that is undergoing an isothermal and reversible expansion
(Figure 3.2). In this case, the forces per area on both sides
of the piston head are kept closely matched. As was found
in the previous chapter, the expansion results in work
being performed with a value determined by the volume
change:

Vi
w= —nRTan (3.3)

1

expansion p
f
v
w=~-[PdV = —nRT In-L
174

i

Figure 3.2 The
reversible expansion
of an ideal gas with

For an ideal gas, when temperature is fixed, internal energy does not change
and the heat flow balances the work, yielding:

the external pressure, v v
P,, matching the g=-w=nRTIn-L =T|nRIn-L (3.4)
internal pressure, P;,. V V.

i i
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For AT=0, AU=g+w=0and g =—w

The entropy change is proportional to the heat (eqn 3.2) and can be
written in terms of the volume change:

v
AS=%=[ann7f] (3.5)

i

Entropy is the part of the expression for heat flow that represents the
change in the volume of the molecules in their final state compared to
their initial state. Entropy represents the tendency of molecules to occupy
all of the available space. More generally, entropy represents the tendency
of a system to explore all of the available states.

ENTROPY CHANGES FOR REVERSIBLE AND
IRREVERSIBLE PROCESSES

As the entropy of a system changes, the properties of the surrounding must
be addressed. The surroundings are generally considered to be so large that
they are isothermal and at constant pressure. Because the surroundings
are at constant pressure, the heat transferred into the surroundings, q,,, is
equal to the change in the enthalpy of the surroundings, AH,,,:

qul/{Y = AHSMT (3'6)

Since the surroundings are assumed not to change state when the system
changes, the transfer of heat to and from the surroundings is effectively
reversible, and can be related to the change in entropy using eqn 3.2 regard-
less of how the heat got to the surroundings:

dqsur = TdSSMT ( 3 . 7 )

For a reversible change in the system, the heat coming from the system
has the same value, but the opposite sign, as the heat going into the
surroundings. Then for an isothermal reversible change the total change in
entropy, dS,,, can be written in terms of the entropy changes of the system,
ds,,, and the entropy change of the surroundings, dS,,,, yielding:

ds, =ds, +ds,, =2 +[1] =L_T_g (3.8)
T sys T sur T T

Thus, for a reversible change in a system, the total entropy change of
the system and surroundings is zero. So any changes in the entropy of
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the system are exactly matched by corresponding oppo-
site changes in the entropy of the surroundings.

For a process that occurs at constant pressure, the heat
flow is equal to the change in enthalpy (eqn 3.6), and

the entropy change of the surroundings can be written

in terms of enthalpy:

AS, =-— (3.9)

Figure 3.3
The irreversible

expansion for an
ideal gas with the
external pressure,
P,, fixed to the

pressure, Py

Thus, if the process is exothermic, AH is negative and AS,,,,
is positive, and the process is spontaneous. The entropy of
the surroundings increases when heat is released. This conclusion is
critical for understanding chemical equilibrium and will be used in the
formulation of the Gibbs energy, below.

If the change in the system is irreversible, the entropy change is not zero.
To determine the entropy change for an irreversible process, consider as an
example the isothermal expansion of an ideal gas against a fixed pressure,
P, (Figure 3.3). The value of fixed pressure is poised to be equal to the
final pressure of the gas after the expansion is completed. In this case,
the work performed is given by the product of the change in volume, AV,
and the pressure, which is expressed using the ideal gas law:

RT AV
W= -PAV = ~"o— AV = —nRT =~ (3.10)
Vi 4

Ideal gas law:

The work performed in this irreversible process is different from what
was determined for a reversible process (eqn 3.3):

Vi
w=—nRTln7 (3.11)

1

For example, if the final volume is twice the initial volume, V;= 2V, then
the work is calculated to be —0.5 nRT and —0.693 nRT for the irreversible
and reversible, respectively. Since these are isothermal ideal gases, g = —w
and the entropy change can be related to the work:
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w

Reversible process: AS = % = T = 0.693 nRT (3.12)
. q w

Irreversible process: AS = T = T = 0.5nRT

Thus, the entropy change for the irreversible process is found to be larger
than that of the reversible process.

THE SECOND LAW OF THERMODYNAMICS

In general terms, the second law of thermodynamics deals with the con-
cept that energy and matter tend to be dispersed. With the introduction
of the concept of entropy, which provides a measure of the order of a
system, the second law can be expressed in the following way.

The second law of thermodynamics states that the entropy of an isolated
system tends to increase with time.

This general expression for the second law of thermodynamics can now be
stated quantitatively using the expressions for entropy in terms of revers-
ible and irreversible processes. For a reversible process, the entropy change
is equal to the heat divided by the temperature:

AS = (3.13)

q
T
The entropic changes for a spontaneous, or irreversible, process can be

stated by the Clausius inequality to be always greater than the heat divided
by the temperature:

As> T (3.14)
T

Thus, the second law of thermodynamics can be expressed more precisely
as follows.

The second law states that the entropy of an isolated system increases
in the course of a spontaneous change.

Thermodynamically, irreversible processes, such as the free expansion of
a gas, will always be accompanied by an increase in the entropy. Thus,
the total entropy change can be used to determine whether a process is
spontaneous or not. A positive value for the entropy change AS means
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Partially melted ice cubes  that the process will occur, while a negative AS means that

>
Entropy
increases

Figure 3.4 The
entropy of a cup of
ice cubes increases as
the ice cubes melt.

the process will not happen. If AS is zero, then the system
is in equilibrium and nothing will change. As an example
of entropy changes, consider the spontaneous process of
an ice cube melting in a cup of water (Figure 3.4). The
change in entropy is given by the transfer of heat, g, from
the cup to the ice cube, with the ice cubes and water being
at the specific temperatures of 7., and T,

AS = - (3.15)

where ¢ is positive for the ice cube since it receives heat and g is negative
for the water since the heat leaves the water. The ice cube is at a lower
temperature than the water. Thus, the overall value of the entropy change
is positive and the ice cube can melt based upon the second law. From
a molecular view, the water in the cup is in equilibrium between the
frozen and liquid states. In order to melt the ice, the attractive forces
that hold the ice molecules together must be overcome. The energy to
remove the molecules from the ice comes from the surroundings of the
ice; this is called the enthalpy of fusion. In general, the enthalpy of fusion
provides a measure for the energy required to make a transition from a
solid to a liquid state.

INTERPRETATION OF ENTROPY

Entropy, which literally means “a change within,” was first coined by
Rudolf Clausius in 1851, one of the pioneers in the development of
thermodynamics. Whereas entropy can be defined formally in terms of
various parameters, its nature can be shown qualitatively with some
simple examples. First, consider a cup of boiling water (Figure 3.5). When
the water is at 100°C the escaping vapor can perform work. As the cup cools,
no work is performed but heat flows from the cup to the surroundings,
raising the temperature of the surroundings. The cooling continues until
equilibrium is reached and the temperatures of the cup and surroundings
are equal. The energy that was once present in the hot cup, and potentially
capable of performing work, is no longer available. This irreversible process
corresponds to an increase in the entropy through the randomness of the
cooling process that will never recover into a cup of boiling water. As
a second example, consider the letters on this page. As part of a written
text all of the letters are organized in specific patterns. Consider taking
the 123 characters from this sentence and randomly distributing them
throughout the page in a chaotic pattern that has no meaning. The change
into the random distribution corresponds to an increase in entropy. The
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Figure 3.5 Examples of entropy changes: a cup of boiling water that cools and letters from a

sentence in the text positioned randomly.

equivalent molecular picture is to replace the letters with gas molecules.
Initially, the gas molecules are confined in a balloon and then released
by puncturing the balloon. The distribution of the gas molecules is over
a larger area and more random than the original pattern, corresponding
to an increase in the entropy of the gas molecules. It is interesting to note
that living organisms are generally highly organized, with well-defined
cellular organizations corresponding to entropy-poor conditions. However,
the tendency for entropy to always increase can be seen in considering
how living organisms perform basic cellular reactions. For example, the
oxidation of glucose with six oxygen molecules leads to the production of
six molecules of carbon dioxide and six molecules of water. The increase
in the number of molecules, from seven to 12 in this case, allows more
molecular movement and disorder and hence a larger entropy.

THIRD LAW OF THERMODYNAMICS

In addition to the two laws that have already been presented, there is a
third law of thermodynamics that deals with the question of what hap-
pens to objects as the temperature approaches absolute zero. In general,
as temperature is decreased, random motion due to thermal motion
is quenched. For a crystal, all of the atoms or molecules are located in
well-defined, regular arrays and hence spatial disorder is absent. The
lack of any thermal motion or spatial disorder suggests that the entropy
is zero. From a molecular viewpoint, the entropy can also be viewed as
being zero as the arrangement of molecules is uniquely defined. Thus,
for any object, the entropy approaches zero as the temperature approaches
absolute zero provided that the objects are ordered.
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Effectively, this provides a convenient definition of the zero value. In
the original formulation by Nerst, the entropy change accompanying any
physical or chemical transformation approaches zero as the temperature
approaches zero provided the substances are perfectly ordered. With this
definition, the absolute value of entropy may be either positive or negative
at any given value, with a zero value assigned to any temperature. As a
matter of convenience, this law is usually expressed such that the entropy
is defined to be always non-negative. With this choice for poising a zero
value for entropy, the third law is expressed as follows.

The third law of thermodynamics states that the entropy of all perfectly
crystalline substances is zero at a temperature of zero.

The third law is used for biological applications as it provides a basis for
the definition of entropies of materials relative to their crystalline state.
However, this law does not normally have a significant impact on bio-
logical systems as organisms live at room temperature and their properties
at T = 0 are not relevant for understanding their cellular processes. The
exception arises when cellular components are investigated at low tem-
peratures for spectroscopic studies.

GIBBS ENERGY

A process is spontaneous if the overall entropy change for the system is positive.
If the entropy is negative, then the process is not favored and thus not
spontaneous. However, the calculation of the entropy changes can be diffi-
cult as changes in both the system and surroundings must be considered.
In the 1800s, the American theoretician Josiah Willard Gibbs established
a new state function that is now termed Gibbs energy in his honor. The
state function not only provides a means of establishing both positive and
negative entropy changes but also is straightforward to establish for a given
system. The Gibbs energy can be used to not only determine whether a
reaction will proceed but also how much energy is released.

The overall entropy change, AS,,, is the sum of the entropy changes from the
system, AS, and surroundings, AS,,. The entropy change of the surroundings
at constant pressure is just the entropy divided by the temperature (from
eqn 3.9):

AS,, =—— 3.16
sur T ( )

So the total entropy change, AS,, at constant temperature and pressure is
given by:
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AH
AS, = AS — — (3.17)
T
Multiplying both sides by —T yields:
—TAS,, = -TAS + AH (3.18)

Since the temperature is always a positive number, the reaction is spontane-
ous if the term —TAS,,, is negative. If the process is in equilibrium then this
term is equal to zero. The product of temperature and entropy has units of
energy and is related to the amount of energy available to do work. This term,
—TAS,,, is usually called the Gibbs energy difference, AG, and is written as:

AG = AH — TAS (3.19)

In summary, the Gibbs energy represents the energy available for the
reaction as it includes both enthalpy and entropy contributions. Since
biochemical reactions operate at constant temperature and pressure, the
Gibbs energy difference is the energy term that will be calculated to deter-
mine how a reaction will proceed:

if AG is a positive then the reaction is unfavorable and the initial state
is favored,

if AG is zero the reaction is in equilibrium, and

only if AG is negative will the reaction occur spontaneously.

RELATIONSHIP BETWEEN THE GIBBS ENERGY AND THE
EQUILIBRIUM CONSTANT

For any given reaction A <> B with an equilibrium constant K, the value
of the equilibrium constant can be written in terms of the change in the
Gibbs energy:

K = g2k (3.20)

Thus, the equilibrium constant for a reaction is simply an alternative repres-
entation of the Gibbs energy change. This relationship can be divided into
three regions (Table 3.1). First, spontaneous reactions occur when the Gibbs
energy change is negative; in this case, the association constant is a positive
number greater than one. Second, at equilibrium the Gibbs energy is equal
to zero, corresponding to a value of one for the equilibrium constant. Third,
reactions that are favored to proceed in the reverse direction rather than
moving forward correspond to a positive value for the Gibbs energy change,
or correspondingly, a value less than one for the equilibrium constant.
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Table 3.1
Relationships among the equilibrium constant, K, Gibbs energy change,
AG, and direction of a chemical reaction*.

K AG Direction

>1.0 Negative Proceeds forward
1.0 Zero At equilibrium
<1.0 Positive Proceeds in reverse

*Normally the change in the Gibbs energy is the standard value, as discussed in
Chapter 6.

As an example, consider how the Gibbs energy can be calculated
from the equilibrium constant for the reaction catalyzed by the enzyme
phosphoglucomutase:

glucose 1 — phosphate < glucose 6 — phosphate

Biochemical analysis of the reaction at 25°C and pH equal to 7 shows
that the final equilibrium mixture will contain 1 mM glucose 1-phosphate
for every 19 mM glucose 6-phosphate. The equilibrium constant is given
by the ratio of the relative concentrations:

_ [Glucose 6 — phosphate]  19mM

K = = =19 (3.21)
[Glucose 1 — phosphate] 1mM

Using eqn 3.20, the change in the Gibbs energy can be calculated:

AG = —RTIn K = —(8.315 J/(mol K))(298 K)(In 19)
=-7,296 J mol™ (3.22)

Thus, the reaction proceeds spontaneously, producing a large decrease in
the Gibbs energy, as expected for a large positive value for the equilibrium
constant.

RESEARCH DIRECTION: DRUG DESIGN II

In Chapter 2, calorimetry was described as a technique that could accurately
measure the heat change in response to drug binding. The binding affinity
can now be related to the Gibbs energy according to eqn 3.20 and con-
sequently also related to the changes in enthalpy and entropy associated
with the binding:

K = g DGIKT _ p(AH=TAS)/KT (3.23)
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Consequently, many different combinations AH reflects strength of interaction
of enthalpy and entropy changes can result with target relative to solvent
in the same change in Gibbs energy and elicit
the same binding affinity. Most drug-design s 9
strategies optimize the binding affinity to
minimize the amount of a drug needed
while maintaining potency. Achievement of s v -
tight binding requires optimization of both
the enthalpic and entropic components that
arise from different interactions between the
drug and protein (Freire 2004). ASg reflects the release of water
Let us consider the different possible upon binding
interactions that influence the binding of a drug to a targeted protein Figure 3.6 Binding-
(Figure 3.6). Upon binding to the protein, the protein may change either affinity contributions
its conformation or the protonation state of the amino acid residues located ~ ©f enthalpy and
at the binding site. Such protein-related changes are an important aspect ~€NIOPY. _MOdiﬁed
of binding and contribute to the resulting change in enthalpy. However, the from Freire (2004).
preferred approach for drug design is to target favorable enthalpy changes
that are specific to the drug, such as formation of hydrogen bonds and van
der Waals’ contacts. Desolvation of polar groups upon binding represents
an unfavorable enthalpic contribution that should be compensated for by
the favorable interactions. The entropy will change due to two contribu-
tions. Before binding, the ligand is solvated and the empty binding site
will contain water. Upon binding, water is released resulting in a favorable
entropic contribution. However, binding may also result in the loss of the
conformations available and so decrease the number of degrees of freedom
and hence an yield an unfavorable entropic change. This unfavorable con-
tribution can be minimized by considerations of the drug’s flexibility.
In optimization studies of drugs, the initial studies usually focus on optim-
ization of the binding affinity. By measuring the temperature dependence
of the binding affinity, the enthalpic and entropic contributions can be
identified individually. Drugs that are selected based upon enthalpic optim-
ization are usually more selective, with a higher binding affinity than that
obtained using entropic optimization. The higher affinity is due to the
less-specific nature of hydrophobic interactions that strongly influence
entropy changes. Therefore, enthalpically driven drugs have in general a
better potential and should be preferred for optimization.
Among the questions concerning drug design is how to design a mole-
cule that recognizes one enzyme from among hundreds, all of which share
a common substrate. Such a challenge confronted biochemists as they
developed inhibitors of protein kinases, which are enzymes that regulate
many cellular processes. Kinases are inviting drug targets as a number
of diseases, including cancer, diabetes, and inflammation, are linked to
cell signaling pathways mediated by protein kinases. The human genome
encodes 518 protein kinases that share a conserved sequence but which

AS.on reflects loss of conformational
degrees of freedom upon binding
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Protein energy profile

Complex energy profile differ in how they are regulated. Whereas

Energy ——
o

inhibitors for kinases have been identified
by random compound screening, few suc-
cessful drugs have been developed using
design principles. In recent design studies
(Noble et al. 2004; Ahn & Resing 2005;
Cohen et al. 2005), the ATP-binding site of
protein kinases has been targeted. At the site
is a gatekeeper residue that flanks a highly
variable hydrophobic portion of the ATP-
binding pocket. Differences in the size of this
residue as well as the surrounding amino acid
residues for different protein kinases have

AG\mrinsic

Figure 3.7
Dynamics result

in a protein having
several possible
conformations

(P and P*) that
each has a different
overall energy. The
binding of a drug
can have different
interactions with
these conformations,
resulting in
significantly

altered energetics
for the drug—protein
complex yielding an
observed energy
change of AG,,, for
ligand binding.

Time —

been used to achieve selectivity. Protein
kinases can exist in inactive forms that are
also attractive for drugs.

Protein dynamics play a role in the affinity and kinetics of drug bind-
ing (Freire 2002; Teague 2003). The drug can be viewed as binding to
the lowest-energy state of the protein, which must undergo structural re-
arrangements in order to accommodate the drug. Due to protein dynamics,
multiple conformations of a protein are seen by a drug prior to binding
(Figure 3.7). In some cases, the drug binding can induce a substantial
conformational change due to the hydrophobic interactions between the
protein and drug. Although the overall energy of one conformation of
the protein may be at a minimum for the unbound complex, it may not
be the most favorable for drug binding, as the conformational changes
associated with drug binding can lead to a more stable complex for the
unbound conformation that has a larger energy.

GIBBS ENERGY FOR AN IDEAL GAS

For an ideal gas, the change in the Gibbs energy can be directly related
to its thermodynamic parameters, such as the change in pressure. An
infinitesimal change in the Gibbs energy, dG, can be related to the enthalpy
and entropy according to dG = dH — TdS (eqn 3.19). Since the change in
enthalpy can be related to the total energy and the product of pressure
and volume (eqn 2.20), an infinitesimal change in the enthalpy, dH, is related
to the change in volume, dV, and the change in pressure, dP:

H=U+PV
dH = dU + PdV + VdP

(3.24)
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The first part of this sum, the total energy change, dU, can be related to the
change in entropy and volume:

dU = TdS — PdV (3.25)

Inserting this relationship into eqn 3.19 yields the change in Gibbs energy,
da:

dG = 7dS — PdV + PAV + VdP — TdS — SdT

(3.26)
dG = VdP — sdT
At constant temperature, the change in temperature, d7, is exactly equal
to zero, which simplifies this expression for the change in the Gibbs
energy to:

dGconsmnt T= VdP ( 3 2‘ 7)

In order to determine the change in the Gibbs energy for a large change,
this expression is integrated from the initial pressure to the final pressure.
This integration shows that the change in the Gibbs energy is directly given
by the thermodynamic properties of the ideal gas, the number of moles,
the temperature, and the change in pressure:

AG = | _ 4RT In (3.28)
_ _ ; .

J.%=h1x

USING THE GIBBS ENERGY

The Gibbs energy can be used to determine whether a process will occur
spontaneously. As an example for the use of entropy and Gibbs energy,
consider the values of these parameters for water. The melting of ice results
in an increase of enthalpy as heat is absorbed by the surroundings in order
to melt the ice:

H,0 (solid) — H,O (liquid) (3.29)
AH® = 6 kJ mol™

The reaction of water to hydrogen gas and oxygen has a positive entropy
change as expected for the release of gases from a liquid:
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2H,0 (liquid) — 2H, (gas) + O, (gas) (3.30)
AS°® = §°(0,) + 25°(H,) — 258°(H,0)
AS° = (205.1 JK™") + 2(130.7 JK™) — 2(69.9 JK™) = 326.7 J K

If we calculate the change in the Gibbs energy for the same reaction,
the Gibbs energy change is positive and so the reaction does not occur
spontaneously:

AG® = G°(0,) + 2G°(H,) — 2G°(H,0) (3.31)
AG® = (0 kJ mol™) + 2(0 kJ mol™) — 2(-237.2 kJ mol™)
= 474.4 kJ mol™!

Whereas liquid water is stable and does not spontaneously dissociate into
hydrogen and oxygen gases, we should consider the reverse reaction of
hydrogen and oxygen gases forming water:

2H, (gas) + O, (gas) — 2H,0O (gas) (3.32)

The enthalpy and entropy changes for this reaction can be calculated by
considering each component. For this reaction, the entropy should decrease
due to the ordering of the gases into a liquid:

AS° = 28°(H,0) — $°(0,) — 25°(H,) (3.33)
AS® = 2(188.7 JK™) — (205.0 JK™) — 2(130.6 JK') = -88.7 J K"
AG® = 2G°(H,0) — G°(0,) — 2G°(H,)
AG® = 2(-237.2 kJ mol™) — (0 kJ mol™) — 2(0 kJ mol™)
= —474.4 kJ mol™

This reaction has a large negative value and so is spontaneous. When hydro-
gen and oxygen gases are mixed an explosion will occur, as happened in
the disaster of the hydrogen-filled airship, the Hindenburg, in 1937. A
spark is required for the reaction to occur quickly. A spark is needed because
the mechanism has many steps involving different intermediates that take
place at a fast rate only after energy absorption.

CARNOT CYCLE AND HYBRID CARS

Hybrid cars have significantly increased fuel efficiency. Some predictions
suggest that most cars will be hybrids in the not so distant future (see
Chapter 12). Why do hybrids get about 20% better fuel efficiency than
regular cars? To understand this improvement the thermodynamic prin-
ciples that govern the efficiency of any engine need to be discussed. Car
engines operate in a cyclic process of fuel intake, compression, ignition,
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expansion, and exhaust. This cycle occurs several thousand
times each minute and is used to perform work in the form
of moving the car. This traditional type of engine is termed
a heat engine since the work is a result of heat released in
the combustion process. The ideal gas is trapped inside a
piston that expands due to changes in temperature. The
expansion drives the piston and the motion of the piston
is used to perform work. The efficiency of any heat engine
(Figure 3.8) is defined as the ratio of work performed to
the total amount of energy available in the form of heat:

Efficiency = v
q

(3.34)

According to this definition, increased efficiencies result from

a greater work output for a given amount of heat from a reservoir. The
thermodynamic parameters that determine the heat output can be under-
stood by considering the Carnot cycle, named after the French engineer
Sadi Carnot. The Carnot cycle has four stages (Figure 3.9), as follows.

1 Reversible isothermal expansion from a to
b at temperature T),. The heat supplied to
the system is g, and the entropy change is

Heat flow

Hot reservoir

TH oT

Cold reservoir

Figure 3.8 A model
of heat flow in an
engine operating in
a reversible Carnot
cycle.

? Isothermal
/

e T Adiabatic expansion
T hot ) ) ) compression —
2 Reversible adiabatic expansion from btoc. g
No heat. leaves the system so the entropy ¢ b Adiabatic
change is zero. The temperature decreases 3 " expansion
from T, to T, a o
3 Reversible isothermal compression from ¢ isothermal = 2
to d. The heat released to the cold resevoir compression
is g5, and the entropy change is g5/7T;- Volume (V)
4 Reversible isothermal compression from d
to a. No heat leaves the system and so the entropy change is zero. The Figure 3.9

temperature changes from T, to Tj,,.

The work per cycle is the sum of the two heat terms, yielding:

+
Efficiency = W _ Gt ¥ G
qhoz

=1+ %l ywhere Gy <O
qhat

hot

(3.35)

For an ideal gas, it can be shown that the ratio of the heat terms is the
same as the ratio of the temperatures (see Justification below) yielding:

cold

T

hot

Efficiency =1 — (3.36)

An example of a
reversible Carnot
cycle.
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Figure 3.10 Comparison of energy flows from an internal combustion engine (ICE) and hybrid
(HICE) car. The ICE makes use of a conventional internal combustion, spark-plug-ignition engine.
The hybrid car has an electric motor and parallel drive train to eliminate idling loss and capture some
of the energy normally lost during braking. Hybrids are much more efficient, with 12.6/47.3 = 0.266,
than conventional cars, with 12.6/100 = 0.126. Modified from Demirdoven and Deutch (2004).

The goal of scientists and politicians is to significantly decrease our depend-
ence on petroleum for transportation (see Chapter 12). This equation tells
us that engines have an efficiency that is determined by the difference in
temperature (neglecting real-life factors such as friction), which cannot
be easily changed. Hybrid cars contain a new technological develop-
ment that improves efficiency compared to normal internal combustion
engines — an electric motor that is immediately adjacent to the gasoline
engine (Figure 3.10). The electric motor drives the car primarily during
the startup period until the traveling speed is reached because the effici-
ency of heat engines is best when the engine operates at a constant
rate of revolutions. Since the car is started with the electric motor, the
gasoline motor is turned off when the car is stationary, rather than burn-
ing gasoline while idling, and is only started after the car is moving again.
The energy needed to drive the electric motor comes from a battery that is
separate from the battery used to drive the starter motor and electrical
components. As the electric motor drives the car, the energy available from
this battery decreases. Hybrid cars do not need an additional energy source
to recharge the batteries because they make use of regenerative braking.
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Electric motors draw a current when the motor is turning the transmis-
sion (which turns the wheels). With regenerative braking, the electric motor
turns backwards when the car is slowing down, generating a current that
regenerates the battery. Regenerative braking allows hybrid cars to con-
vert what would normally be simple heat loss into electrical energy that
is stored until it is needed to power the car.

Derivation box 3.1
Entropy as a state function

Entropy is defined in terms of state functions, and so entropy should also be a state func-
tion. All state functions have the property that the functions are independent of path and
are dependent only on the initial and final states. To prove the assertion that entropy is a
state function, it is necessary to establish the path independence. One way to establish this
property is to demonstrate that the integral of the function around an arbitrary path is zero,
as this establishes that the entropy is the same at the initial and final states regardless of
path. For the Carnot cycle, the integral of the entropy change is given by the contributions
of the first and third steps:

Pas = der 4 o (db3.1)
Tl;ot Tgold

If entropy is a state function, then this integral is equal to zero. In that case it is necessary
to establish that the ratio of heat contributions is equal to the ratio of the temperatures:

(db3.2)
L Tou Qoid  Low

To establish this relationship, consider an ideal gas. In this case, the heat has been related
to the ratio of the final and initial volumes:

1/ﬁnal

q=-w=nRT In—— (db3.3)

initial

So, the heat terms in the Carnot cycle can be written in terms of the volume changes:

=nRT In Y,
qhot v

hot
a

(db3.4)

=nRT , In Yy
qcold cold 1%

c
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The ratio of volumes can be related to a ratio of temperatures for an ideal gas, since the change
in internal energy, dU, can be related to the work since the heat flow is zero (dg = 0) for an
adiabatic process. In addition, the change in internal energy is proportional to the specific
heat and temperature change (eqn 2.23). Combining these two relationships yields:

dU =dw + dg = dw = —PdV (db3.5)
dU = ¢dT (db3.6)
CdT = —PdV (db3.7)

Using the ideal gas law, the pressure can be substituted, resulting in:

CdT = -PdV = —ﬂdv
Vv
or (db3.8)
C dr = —an—V
T Vv

To determine the change for the entire process, these terms are integrated to yield:

Thnar Viinat

[ i |- (db3.9)

J.(constant)% = (constant)'[% = (constant)In(x)

i V.
@ ln final = —nR ln final
T;nitial ‘/im‘tial

To simplify this relationship, the variable c is defined as being equal to C/nR and the expres-
sion can be revised as:

7. v
In| L2 | = In| L (db3.10)
7;m'tial ‘/initial

a In x = In(x?)

—In(x/y) = In(y/x)
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Since each term has a logarithm, this equation reduces to:

T}?nal — Vﬁnal
’I;nitz’al ‘/im‘tial

or (db3.11)

c _ e
Tﬁnal‘/initial - ﬂnitiﬂl‘/ﬁnal

If Inx=Iny then In(x/y) =1 and x =y

For the Carnot cycle, the products are:
VaTp = VpTeqa and  VeTgy = VpThy (db3.12)
Dividing these two expressions gives:

ViThor = VoTeq and  VeTgy, = VT,

VT _ VLo - \ _ A (db3.13)
Vel Velou Vi Vo

Consequently, we can substitute these volume ratios into the expression for the heat flow
(eqn db3.4):

v
=nRT, In-%
qhat hot ‘/a
v, v v,
Qs = NRT ln;‘j = nRT,, lnvb = —nRT,, ln;z
and (db3.14)
1%
nRT,, In—+
Gt _ Vo _ _ D

V
oot -n RT._:oId In _b
V

a

Tc:old

or
%—M:O
T, T

hot cold
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Coming back to the integral (eqn db3.1), the change in entropy over the entire path must
be zero:

qhot qcold
ol = H 4 1l — ()
95 (db3.15)

hot cold

Thus the integral of the entropy over the arbitrary path is equal to zero and thus independ-
ent of the path. This establishes that entropy is indeed a state function and that the changes
in the entropy for any given system can be determined by consideration of the initial and
final states of the system. The second law of thermodynamics can then be established for a
system based upon the changes between the final and initial states without consideration
of the path that led to those changes.

RESEARCH DIRECTION: NITROGEN FIXATION

The nitrogen cycle is a complex biogeochemical cycle that involves many
different organisms as well as the soil and atmosphere (Figure 3.11). Part of
the nitrogen cycle involves nitrogen fixation, the conversion of molecular
nitrogen into nitrites and other compounds suitable for assimilation by
algae and plants (Howard & Rees 1996; Ferguson 1998; Barney et al. 2006).

The formation of ammonia, NH,, from nitrogen and hydrogen gas is
exothermic:

N, (gas) + 3H, (gas) — 2NH, (gas)

(3.37)
AH®° =-92.6 kJ
Although the reaction is favorable, the rate is extremely slow under
standard conditions. Ammonia is one of the main materials used in the
production of fertilizers as well as explosives. Therefore, optimization of
this reaction for yield on an industrial scale was pursued. Fritz Haber in
1905 devised a process for producing ammonia that was developed for
commercial use by Carl Bosch; who won the Nobel Prizes in Chemistry
in 1918 and 1931, respectively. It was realized that the reaction was
accelerated when the gases were in the presence of a metal surface
(Figure 3.12). The gases bind to the surface and the interactions with
the surface facilitate the weakening of covalent bonds holding the mole-
cules together. These molecules are then very reactive and the formation
of ammonia is favored. The binding of the gas to the surface and the
dissociation process requires both a high temperature (=500°C) and high
pressure (several hundred atmospheres) for a high yield.
The synthesis of ammonia is thermodynamically favorable but com-
plicated by a slow rate that reflects the kinetic stability of the nitrogen
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Figure 3.11 Representation of the nitrogen cycle.
molecule. Nitrogen molecules contain a ® Q
triple bond and, in the gas phase, N, does 8 y 0
not easily accept or donate electrons. For & e
nitrogen, the triple bond is the most stable, OOOO %
with a bond energy of 225 kcal mol™ com-
pared with 100 and 40 kcal mol™ for the Figure 3.12 The use

double and single bonds, respectively. The significant greater strength of  of a metal surface
the triple bond in N, is more pronounced in nitrogen compared with other facilitates the
gases; for example the triple-bond energy is less than 3-fold greater than disruption of the
the single bond for oxygen. This stability of the triple bond for N, can be bonds in nitrogen
seen in an examination of the enthalpies of formation for the different molecules.

states formed during the reaction:

N, + H, —» N,H, AH® = +50.9 kcal mol™
N,H, + H, » N,H, AH° =-27.2 kcal mol™ (3.38)
N,H, + H, —» 2NH; AH° = +50.9 kcal mol™

The difficulties overcoming the triple bond and creating abundant amounts
of ammonia at atmospheric conditions and ambient temperature have been
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solved by nature. Since nitrogen is a constituent of nearly all biomolecules,
nitrogen is essential for life. Although N, is abundant in the atmosphere,
molecular nitrogen is not reactive and most organisms are unable to directly
metabolize this source. Fortunately, certain prokaryote organisms have
acquired the ability to reduce dinitrogen to ammonia; these organisms play
a critical role in the nitrogen cycle (Figure 3.11). The cellular mechanism
that performs this reaction is the nitrogenase enzyme system. Nitrogenase
consists of two components, the iron protein and the molybdenum iron
protein, named according to the metal cofactors of each protein.
In nitrogenase, the substrate reduction is a multi-electron process:

N, + 8H* + 8¢” + 16MgATP — 2NH, + H, + 16MgADP + 16P, (3.39)

This multi-step reaction involves three types of electron-transfer reaction
(Figure 3.13). The iron protein is reduced by cellular electron carriers such
as ferredoxin and flavodoxin. The reduced-iron protein forms a complex
with the molybdenum protein and transfers an electron in a MgATP-
dependent process. Electrons are transferred within the molybdenum
protein to the substrate at the active site. Nitrogenase is a relatively slow
enzyme, with a turnover time per electron of 5 s™ in comparison with a
rate of over 1000 s for many other enzymes, The slow rate reflects the
complexity of the reaction and the requirement of two different proteins.
As was found for the industrial application, the key to the enzymatic
process is the presence of metals. In nitrogenase, the substrate binds to a
large metal complex that consists of a molybdenum atom and several iron
atoms. The precise mechanism by which the enzyme is able to create
ammonia is still not fully understood and research is underway to under-
stand how this protein can perform the same reaction that requires
extremely high temperatures and pressures in the human-made protocol.
Part of these efforts have centered on the determination and characteriza-
tion of the metal cofactors using X-ray diffraction (see Chapter 15).

Red

Native

Fd™ Fe protein MoFe protein

(Fid) [ OATP ] [MoFe protein |

ADP Fe protein
exchange OATP
ATP MoFe protein
Ox
Fd™ Fe protein e
(FId) |: SADP [l\/IoFe proteln]
Substrate™ Substrate™

Figure 3.13 A scheme showing the involvement of different molecular
complexes in the biological process of nitrogen fixation. Adapted from
Rees and Howard (1999).



CHAPTER 3

SECOND LAW OF THERMODYNAMICS 69

REFERENCES

Ahn, N.G. and Resing, K.A. (2005) Lessons in rational
drug design for protein kinases. Scierice 308, 1266—7.

Barney, B.M., Lee, H.I., Dos Santos, P.C. et al.
(2006) Breaking the N, triple bond: insight into the
nitrogenase mechanism. Dalton Transactions 2006,
2277-84.

Cohen, M.S., Zhang, C., Shokat, M., and Tauton, J.
(2005) Structural bioinformatics-based design
of selective, irreversible kinase inhibitors. Science
308, 1318-21.

Demirdoven, N. and Deutsch, J. (2004) Hybrid cars,
fuel cell cars and later. Science 305, 974—6.

Ferguson, S.J. (1998) Nitrogen cycle enzymology.
Current Opinion in Chemical Biology 2, 182-93.

Freire, E. (2002) Designing drugs against heterogen-
eous targets. Nature Biotechnology 20, 15-16.

PROBLEMS

3.1

Freire, E. (2004) Isothermal titration calorimetry:
controlling binding forces in lead optimization.
Drug Discovery Today: Technologies 1, 295-9.

Howard, J.B. and Rees, D.C. (1996) Structural basis
of biological nitrogen fixation. Chemical Reviews 96,
2965-82.

Noble, M.E.M., Endicott, J.A., and Johnson, L.N.
(2004) Protein kinase inhibitors: insights into drug
design from structure. Science 303, 1800-5.

Rees, D.C. and Howard, J.B. (1999). Structural bio-
energetics and energy transduction mechanisms.
Journal of Molecular Biology 293, 343-50.

Teague, S.J. (2003) Implications of protein flexib-
ility for drug discovery. Nature Reviews 3, 527—
41.

If heat is transferred reversibly from the environment into a system with no other changes,

what can be said about the entropy change of the system?

3.2 Calculate the change in entropy when 25 kJ of energy is transferred reversibly and isotherm-
ally as heat to a large block of iron at (a) 20°C and (b) 200°C.

3.3 For a spontaneous process at constant pressure, how will the Gibbs energy change?

3.4 If a process results in the entropy change for the surroundings being negative, and the
pressure is held constant, what can be said about the heat change?

3.5 Calculate the change in molar entropy when a monatomic perfect gas is compressed to half
its volume.

3.6 Calculate the change in molar entropy when a monatomic perfect gas is initially compressed
to half its volume and then expanded back to the original volume.

3.7 Calculate the Carnot efficiency of a primitive steam engine operating on steam at 100°C
and discharging at 20°C. How does the efficiency change if the discharge temperature is
60°C?

3.8 Determine the value of the entropy and enthalpy change for the process if the temperature
dependence for the Gibbs energy at constant pressure is given by AG =—85J + (30 J K™")T.

3.9 When heat is transferred from a hot block to a cold block, what can be said about the

entropy change of each block?

3.10 If the equilibrium constant is greater than one, what can be said about the change in the

Gibbs energy?
3.11
3.12
gas?

For a spontaneous reaction, what can be stated about the entropy change?
What can be said about the total entropy change for the reversible expansion of an ideal
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3.13

3.14

3.15

3.16
3.17

3.18
3.19
3.20

Consider a piece of paper burning in a closed, adiabatic, constant-volume container that
has an oxygen atmosphere. Are the following changes positive, zero, or negative? (a) The
change in internal energy; (b) the change in entropy of the system; (c) the change in entropy
of the surroundings.

Calculate the standard enthalpy of formation for the oxidation of sucrose, using standard
enthalpies of formation of —393.5, —285.8, and —2222 kJ mol™ for carbon dioxide, water, and
sucrose, respectively.

If a protein unfolds at 80°C with a standard enthalpy of transition of 500 kJ mol™, what
is the associated entropic change?

Give some technical reasons for the improved gas mileage of a hybrid car.

How is a thermodynamic analysis of entropy and enthalpy changes used to indicate a favor-
able drug candidate?

Why is nitrogen fixation a slow process?

How do metal surfaces contribute to the Haber-Bosch process?

What is the role of nitrogenase in the nitrogen cycle?
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Phase diagrams, mixtures, and
chemical potential

Molecules can exist in three different states, as a solid, liquid, or gas. Changes
in these states, or phases, are commonplace and so a description of the
factors influencing the transitions plays a critical role in helping us to
understand the properties of molecules. In this chapter, we examine the
thermodynamic conditions that determine which phase is present and when
a phase change occurs. For example, water can exist as ice, liquid, or a
gas, and temperature is a key determinant of which phase is present, with
water forming ice in the freezer and water changing into vapor when
heated in the oven. Once the thermodynamic factors that determine the
phase of pure, simple molecules have been discussed, we will turn our
attention to the more complex questions such as what factors cause lipids
to form cell membranes and proteins to crystallize.

SUBSTANCES MAY EXIST IN DIFFERENT PHASES

A substance is described as having a form of matter termed a phase
when the substance is uniform in chemical composition and physical state.
For example, a substance may exist in solid, liquid, or gases phases.
Phases may co-exist, as a cup of ice water consists of two distinct phases,
each of which is uniform. A substance may exist in many different solid
phases depending upon the conditions. For example, as the pressure is
increased on water below 0°C, different structural forms of ice are stable
as the hydrogen bonds between water molecules are modified by the
stress arising from the pressure. Most substances have only a single
liquid state, although there are exceptions, and all substances exist in a
single gaseous phase.

Substances may make a phase transition, which is a spontaneous conversion
from one phase into another phase. Phase transitions occur at characteristic
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Figure 4.1 In
response to heating,
the temperature of
ice increases, leading
to a transition to
the liquid phase,
followed by a
transition to the
vapor phase.

U

|

Ice

——

Water

temperatures and pressures. At 1 atm, ice is a stable phase of water below
0°C but above that temperature the liquid phase of water is more stable.
The change in phase indicates that the Gibbs energy of water decreases as
ice changes into liquid water above 0°C. At the transition temperature,
the two phases are in equilibrium as the Gibbs energy is at a minimum
value.

If the temperature of a substance passes through the transition temper-
ature, the substance may not be observed to change phase as the energetics
may be favorable but the kinetics may be too slow to be significant in
practice. Thermodynamically unfavorable phases that are present due to
kinetic limitations are referred to as metastable phases. Whereas most organ-
isms live only at 1 atm and above 4°C, the isolated components of cells,
such as proteins and lipids, can be found in different phases that are reveal-
ing about their physical natures.

PHASE DIAGRAMS AND TRANSITIONS

In principle, transitions can occur between two phases. For example, if a
solid block of carbon dioxide is placed in an open container at 1 atm, the
solid will transform into gaseous carbon dioxide without passing through
the liquid phase. The effect of factors such as pressure or temperature
on the phase of a molecule is typically mapped out by the use of phase
diagrams. For example, water will go from ice to liquid and then to vapor
as the temperature increases at a given pressure
(Figure 4.1). On the phase diagram this corres-
ponds to moving horizontally from point A to B
and then C. The melting and boiling temperatures
are dependent upon the pressure. In general,
the vapor phase is favored as the temperature
increases and the pressure decreases. For example,
water boils at a lower temperature at higher
elevations due to lower pressure.

On a phase diagram, the dependence of the
state upon these parameters is shown by identi-
fying what state is present for every temperature
and pressure. A line between two states repres-
ents conditions at which both states can exist
in equilibrium and is called a phase boundary.
U Notice that in addition to the vapor/liquid and

liquid/solid phase boundaries there is also a
phase boundary between the solid and vapor
states at low temperatures and pressures. This
latter boundary represents a direct transition
from a solid to a gas without the presence of a

-



CHAPTER 4 PHASE DIAGRAMS AND MIXTURES 73

liquid intermediate, as occurs when dry
ice is warmed and evaporates into carbon
dioxide gas.

The phase diagram has a special point
called the triple point which is located at the
intersection of the three phase boundaries
(Figure 4.2). At the pressure and tempera-
ture of the triple point, all three phases
exist simultaneously. At high temperatures
and pressures there is a point termed the
critical point at which the phase diagram
stops. When the temperature is at or above
the critical point, the liquid and vapor
states are no longer distinctive, with both
states having the same properties such as

Pressure —

density. Tuipe

Tcriﬂcal

Temperature —

CHEMICAL POTENTIAL

The final state function that we need to consider is the chemical potential.
The chemical potential provides a measure of Gibbs energy for every com-
ponent of a mixture. The chemical potential is equal to the Gibbs energy
per mole of substance, or equivalently the molar Gibbs energy for a pure
substance. If we consider a pure substance with n moles, the chemical
potential, i, is defined to be equal to the Gibbs energy, G, divided by the
number of moles, n:

G
U =— or equivalently G = nu (4.1)
n

When there are multiple substances these contributions are additive. For
example, with two substances, A and B, the Gibbs energy for the mixture
is just the sum of the contributions from each component:

G = nply + Nglly (4.2)

The total Gibbs energy for a mixture is equal to the sum of the individual
partial Gibbs energies for each component of the mixture. When using
this expression, the partial Gibbs energies in the mixture are distinct from
those of pure substances. For example, when oil and water are mixed, the
hydrogen bonding of the water surrounding the oil is disrupted. Due to
the interactions between the oil and water, the Gibbs energy associated
with the oil is then different to that if the oil was present in a pure solution
of oil.

Figure 4.2 A phase
diagram of pressure
against temperature
showing the
presence of a triple
point and critical
point.
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Polar head group
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Hydrocarbon tails

=

Figure 4.3 A
schematic diagram of
a phospholipid.

PROPERTIES OF LIPIDS DESCRIBED USING THE
CHEMICAL POTENTIAL

The lipids forming cell membranes represent an example of a biological
system that can be divided into different phases. The membranes serve
to establish distinct compartments in the cells. Membranes are complex
assemblies of lipids, proteins, and other components organized in asym-
metric bilayers with the inner and outer components having different
compositions of lipids. The formation of the lipids into bilayers reflects
fundamental thermodynamic properties of the lipids. Lipids are molecules
that contain both a hydrophilic head group and a hydrophobic fatty
acid tail (Figure 4.3). In general, the types of lipids found in membranes
are glycerophospholipids, in which the hydrophobic portion contains
two fatty acids joined to glycerol, and sphingolipids, which have a single
fatty acid joined to sphingosine. In addition, membranes possess sterols
that have a rigid set of hydrocarbon rings. In glycerophospholipids and
some sphingolipids, a polar head group is joined to the hydrophobic por-
tion by a phosphodiester linkage. The polar head group of phospholipids
is usually a common alcohol such as serine, ethanolamine, choline, or
glycerol. The fatty acid chains present in cells commonly are composed
of 16-18 carbons and may be either saturated or unsaturated.

At low concentrations, the lipids will exist as monomers, but as the con-
centration increases the formation of more complex structures is favored
as a result of hydrophobic interactions. This behavior can be modeled
by considering the chemical potentials of solutions. The amount of each
component in a solution can be described by the mole fraction, X, which
is defined as the amount of the ith component, 7, divided by the total
number of molecules, n:

_ Amount of moleculei  #; (4.3)
Total number of molecules #n ’

i

For an ideal solution, the chemical potential, u, of the ith component is
related to the mole fraction X; according to:

W, =ud+ RTIn X, (4.4)

where the quantity u! is the standard-state chemical potential which equals
the molar energy of a pure compound:

w=ud for X,=1 (4.5)
As an example, consider a two-component system, A and B. The chemical

potentials for each component can be expressed in terms of their standard-
state chemical potentials and mole fractions:
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Uy =ul + RTIn X, and uy = ud + RTIn X; (4.6)
Since there are only two components, the sum of the mole fractions must
be equal to one (X, + X3 = 1). Hence the chemical potential of A can be

expressed in terms of the mole fraction of B:

Since X, + Xy =1, uy = U + RTIn X, = 1} + RT In(1 — X;)

0

XZ
uS +RT| X, + 7‘3 (4.7)

In(l - X) = X + X*/2

Expressing the mole fraction X, in terms of the solute concentration c, for
a dilute solution gives:

Moles B I! v,
L= | S BNy mimolt = 224 (4.8)
Moles A | M g mol™ M,
and the standard free energy becomes:
oo 3 on]
MB

where B is the second viral coefficient. For an ideal solution, the second viral
coefficient can be written as:

VA
Bea = 530 i (4.10)
When B > B,,, the chemical potential decreases more rapidly than the

ideal case and the system behaves as a good solvent. When B << 0, the
chemical potential decreases less rapidly and the system behaves as a poor
solvent and phase separation occurs. For lipids and detergents, this phase
separation can be in the form of the micelles, bilayers, or other aggregates.

LIPID AND DETERGENT FORMATION INTO MICELLES
AND BILAYERS

The actual packing of the lipids will be determined by the geometric aspects
and interactions between head groups. For lipids, the formation of the
bilayers (Figure 4.4) is a rapid and spontaneous process once the con-
centration reaches a critical point. Other types of lipid arrangement are
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(@) Water
(b) Air
Water
Water

Figure 4.4 Lipids can form both (a) bilayers and (b) monolayers.

also possible. At an air/water interface the lipids will form monolayers
with the polar head groups directed towards the water and the fatty acid
chains exposed to air (Figure 4.4).

Detergent molecules are also amphipathic compounds and usually
contain