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FROM THE PREFACE TO 
THE FIRSTEDITION 

Ionic channels are elementary excitable elements in the cell membranes of nerve, 
muscle, and other tissues. They produce and transduce electrical signals in 
living cells. Recently with the welcome infusion of new techniques of biochemis- 
try, pharmacology, and membrane biophysics, ionic channels have become 
easier to study, and we can now recognize an increasingly wide role for them in 
non-nervous cells. Spenn, white blood cells, and endoaine glands all require 
cham& to ad. The number of kinds of known channels has grown as well. A 
single excitable cell membrane may contain five to ten kinds and our genome 
probably codes for more than 50. 
Some textbooks of physiology give an excellent introduction to the excit- 

ability of nerve and muscle. Their orientation is however more toward explain- 
ing signaling in specific tissues than toward the channels per se. On the other 
hand, most of the original papers in the field use biophysical methods, partic- 
ularly the voltage clamp. For many biologists these papers are difficult to read 
becayse of an emphasis on electronic methods, circuit theory, and kinetic model- 
ing. As more scientists enter the field, there is need for a systematic introduc- 
tion and summary that deals with the important issues without requiring that 
the reader already have the mathematical and physical training typical of bio- 
physicists. 

This book is meant to be accessible to graduate students, research workers, 
and teachers in biology, biochemistry, biophysics, pharmacology, physiology, 
and other disciplines who are interested in exatable cells. Throughout the 
emphasis is on channels rather than on the physiology of specific cell types. I 
have tried to introduce all the major ideas that a graduate student in the area 
would be expected to know-with the exception of questions of technique and 
electronics. BiologicaI, chemical, and physical questions are discussed, often 
showing that our ideas have strong roots in the past. 

The book has two major parts. The first introduces the known channels and 
their dassical, diagnostic properties. It is descriptive and introduces theory 
gradually. The second part is more analyticdkand more difficult. It inquires into 
the underlying mechanisms and shows how physical theory can be applied. It 
ends with the chemistry of channel molecules and ideas about their biological 
evolution. Throughout the emphasis is conceptual. Each chapter may be read 
by itself as an essay-with a personal bias. Many subtle points and areas of 
contention had to be left out. Major classical references are given, but the 900 
references used are less than 10 percent of the important work in the area. Hence 
I must apologize in advance to my many colleagues whose relevant work is not 



quoted directly. Scientific concepts have a long history and are refined through 
repeated usage and debate. Many investigators contribute to the test and devel- 
opment of ideas. This book too owes much to those who have come before and 
is the result of years of discussions with teachers, students, and colleagues. 

PREFACE TO THE SECOND EDITION 
The pace quickens. Great successes of molecular cloning and of the patch clamp 
method have drawn many new investigators into the study of ionic channels. A 
literature search reveals bver 5000 relevant articles published last year alone. 
Therefore this slim book has grown thicker in its second edition. New chapters 
have been added on physiological functions of channels, modulation by 
G-protein-coupled receptors, cloning and protein chemistry, stucture-function 
correlations, and cell biology. More has been added about noncholinergic syn- 
apses, and there is a greater emphasis on neurobiological examples. The number 
of references has grown from 900 to 1,400, yet many outstanding papers have 
not been cited. The emphasis remains on concepts rather than detail. 

Production of this book would not have been possible without the help of 
many people. I am particularly grateful to Lea Miller who has typed the entire 
manuscript and assembled the bibliography for two editions with style, preci- 
sion, and enthusiasm. The following experts have given extensive help: R. W. 
Aldrich, W. Almers, D. A. Baylor, B. P. Bean, M. D. Cahalan, R. Cahalan, W. A. 
Catterall, D. P. Corey, G. Eaholtz, A. 2. Edwards, H. C. Hartzell, J. Howard, 
L. Y. Jan, Y. N. Jan, H. A. Lester, E. W. McCleskey, K. Magleby, M. L. Mayer, 
S. Nakajima, E. Neher, T. Scheuer, S. A. Siegelbaum, J. H. Steinbach. Carol Tay- 
lor and Todd Cunnington prepared photographs for many new figures. It has 
been a pleasure working with Andy Sinauer, Joe Vesely, Carol Wigg, and their 
associates whose high standards and skillful work create handsome volumes 
from authors'dreams. Finally I am sincerely grateful to the National Institutes of 
Health for their continuous support of my thinking, writing, and research for 23 
years and to the McKnight Foundation for recent support. 

BERTIL HILLE 
Seattle, Washington 
August, 1991 



INTRODUCTION 

Ionic channels are pores 
Ionic channels are macromolecular pores in cell membranes. When they evolved 
and what role they may have played in the earliest forms of life we do not know, 
but today ionic channels are most obvious as  the fundamental excitable elements 
in the membranes of excitable cells. These channels bear the same relation to 
electrical signaling in nerve, muscle, and synapse as enzymes bear to metabo- 
lism. Although their diversity is less broad than that of enzymes, there are many 
types of channels working in concert, opening and closing to shape the signals 
and responses of the nervous system. As sensitive but potent amplifiers, these 
ionic channels detect the sounds of chamber music, guide the artist's paint- 
brush, or generate the violent electric discharges of the electric eel or the electric 
ray. They tell the Parnnteci~ini to swim backward after a gentle collision, and they 
propagate the leaf-closing response of the Mimosa plant. , 

More than three billion years ago, primitive replicating forms became envel- 
oped in a lipid film, a bimolecular diffusion barrier that separated the living cell 
from its environment. Although a lipid membrane had the advantage of retain- 
ing vital cell components, it would also prevent access to necessary ionized 
substrates and the loss of ionized waste products. Thus new transport mecha- 
nisms had to be developed hand in hand with the appearance of the membrane. 
One general solution would have been to make pores big enough to pass all 
small metabolites and small enough to retain macromolecules. Indeed, the outer 
membranes of gram-negative bacteria and of mitochondria are built on this plan. 
However, the cytoplasmic membranes of all contemporary organisms follow a 
more elaborate design, with many, more-selective transport devices handling 
different jobs, often under separate physiological control. 

How do these devices work? Most of what we know about them comes from - s). 
physiological flux measurements. Physio1ogi:ts traditionally divided transport 
mechanisms into two classes, camers and pores, largely on the basis of kinetic 
criteria. For example, the early literature tried to distinguish carrier from pore on 
the basis of molecular selectivity, saturating concentration dependence of fluxes, 
or stoichiometric coupling of the number of molecules transported. A carrier was 
viewed as a ferryboat diffusing back and forth across the membrane while 
carrying small molecules that could bind to stereospecific binding sites, and a 
pore was viewed as a narrow, water-filled tunnel, permeable to the few ions and 
molecules small enough to fit through the hole. The moving-ferryboat view of a 
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carrier is now no longer considered valid because the numerous carrier devices 
that have been purified from membranes are large proteins-too large to diffuse 
or spin around at the rate needed to account for the fluxes they catalyze. 
Furthermore, their amino acid sequences show that the peptide chains of the 
transport protein are already stably threaded back and forth in a large number of 
transmembrane segments. The newer view of carrier transport is that much 
smaller motions within the protein leave the macromolecule fixed in the mem- 
brane while exposing the transport binding site($ alternately to the intracellular 
and extracellular media. It is not difficult to imagine various ways to do this, but 
we must develop new experimental insights before such ideas can be tested. 
Thus the specific mechanism of transport by such important carrier devices as 
the Na+-K+ pump, the Ca2+ pump, Na+-Ca2+ exchange, CI--HC03- ex- 
change, glucose transport, the Na +-coupled co- and countertransporters, and so 
on, remains unknown. 

On the other hand, the water-filled pore view for the other class of transport 
mechanisms has now been firmly established for ionic channels of excitable 
membranes. In the period between 1965 and 1980, a valuable interplay between 
studies of excitable membrane and studies on model pores, such as the gram- 
icidin channel in lipid bilayers, accelerated the pace of research and greatly 
sharpened our understanding of the transport mechanism. The biggest technical 
advance of thip period was the development of methods to resolve the activity of 
single, channel molecules. As we consider much more extensively in later 
chapters, this led to the discovery that the rate of passage of ions through one 
open channel--often more than lo6 ions per second-is far too high for any 
mechanism other than a pore. The criteria of selectivity, saturation, and stoichi- 
ometry are no longer the best for distinguishing pore and carrier. 

Channels and ions are needed for excitation 
Physiologists have long known that ions play a central role in the excitability of 
nerve and muscle. In an important series of papers from 1881 to 1887, Sidney 
Ringer showed that the solution perfusing a frog heart must contain salts of 
sodium, potassium, and calcium mixed in a definite proportion if the heart is to 
continue beating long. Nernst's (1888) work with electrical potentials arising 
from the diffusion of electrolytes in solution inspired numerous speculations of 
an ionic origin of bioelectric potentials. For example, some suggested that the 
cell is more negative than the surrounding medium because metabolizing tissue 
makes acids, and the resulting protons (positive charge) can diffuse away from 
the cell more easily than the larger organic anions. Soon, Julius Bemstein (1902, 
1912) correctly proposed that excitable cells are surrounded by a membrane 
selectively permeable to K+ ions at rest and that during excitation the membrane 
permeability to other ions increases. His "membrane hypothesis" explained the 
resting potential of nerve and muscle as a diffusion potential set up by the 
tendency of positively charged ions to diffuse from their high concentration in 
cytoplasm to their low concentration in the extracellular solution. During excita- 
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tion the internal negativity would be lost transiently as other ions are allowed to 
diffuse across the membrane, effectively short circuiting the K+ diffusion poten- 
tial. In the English-language literature, the words "membrane breakdown" were 
used to describe Bernstein's view of excitation. 

During the twentieth century, major cellular roles have been discovered for 
each of the cations of Ringer's solution: Na+, K+, Ca2+; as  well a s  for most of 
the other inorganic ions of body fluids: H + ,  Mg2+, Cl-, HC03-, and POIZ-. 
The rate of discovery of new roles for ions in cell physiology has been accelerat- 
ing rather than slowing, so the list of ions and their uses will continue to 
lengthen. Evidently, no major ion has been overlooked in evolution. Each has 
been assigned at least one special regulatory, transport, or metabolic task. None 
is purely passively distributed across the cell membrane. Each has at least one 
carrier-like transport device coupling its movement to the movement of another 
ion. Both Na + and H + ions have transport devices coupling their "downhill" 
movements to the "uphill" movements of organic molecules. Na+, K+,  H + ,  
and Ca2 + ions are pumped uphill by ATP-driven pumps. Protons are pumped 
across some membranes by electron transport chains, and their subsequent 
downhill flow can drive the phosphorylation of ADP to make ATP. Proton 
movements, through their effects on intracellular pH, will also influence the 
relative rates of virtually every enzymatic reaction. All of the ionic movements 
listed above are considered to be mediated by the carrier class of transport 
devices, and although they establish the ionic gradients needed for excitation, 
they are not themselves part of the excitation process. Readers interested in the 
details of ion pumps or coupled cotransport and exchange devices can consult 
other books on cell physiology. 

Excitation and electrical signaling in the nervous system involve the move- 
ment of ions through ionic channels. The Na+, K+, Ca2+, and CI- ions seem to 
be responsible for almost all of the action. Each channel may be regarded as an 
excitable molecule, as it is specifically responsive to some stimulus: a membrane . - 
potential change, a neurotransmitter or other chemical stimulus, a mechanical 
deformation, and so on. The channel's response, called GATING, is apparently a 
simple opening or closing of the pore. The open pore has the important property 
of ~ E L E C ~ I V E  PERMEABILITY, allowing some restricted class of small ions to flow 
passively down their electrochemical activity gradients at a rate that is very high 
(>lo6 ions per second) when considered from a molecular viewpoint. We con- 
sider the high throughput rate as a diagnostic feature distinguishing ionic 
channel mechanisms from those of othei'ion transport devices such as the 
Na+-K+ pump. An additional major feature is' a restriction to downhill fluxes 
not coupled stoichiometrically to the immediate injection of metabolic energy. 

These concepts can be illustrated using the neurotransmitter-sensitive chan- 
nels of muscle fibers. At the neuromuscular junction or endplate region of 
vertebrate skeletal muscle, the nerve axon has the job of instructing the muscle 
fiber when it is time to contract. Pulse-like electrical messages called A c n o N  

POTENTIALS are sent down the motor nerve from the central nervous system. 
When they reach the nerve terminal, action potentials evoke the release of a 
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chemical signal, the neurotransmitter acetylcholine, which in turn diffuses to the 
nearby muscle surface and causes acetylcholine-sensitive channels to open 
there. Figure 1 shows an electrical recording from a tiny patch of muscle 
membrane. The cell is actually an embryonic muscle in tissue culture without 
nerves, but it still has neurotransmitter-sensitive channels that can be opened by 
applying a low concentration of acetylcholine. In this experiment, ionic fluxes in 
the channels are detected as electric current flow in the recording circuit, and 
since the recording sensitivity is very high, the opening and closing of one 
channel appear as clear step changes in the record. Each elementary current step 
corresponds to over lo7 ions flowing per second in the open channel. Gating 
keeps the channel open for a few milliseconds. Other experiments with substitu- 
tions of ions in the bathing medium show that this type of channel readily 
passes monovalent cations with diameters up to 6.5 A (0.65 nm) but does not 
pass anions. 

How do gated ionic fluxes through pores make a useful signal for the 
nervous system? For the electrophysiologist the answer is clear. Ionic fluxes are 
electric currents across the membrane and therefore they have an immediate 
effect on membrane potential. Other voltage-gated channels in the membrane 
detect the change in membrane potential, and they in turn become excited. In 
this way the electric response is made regenerative and self-propagating. This 
explanation does describe how most signals are propagated, but it is circular. Is 
the ultimate purpose of excitation to make electricity so that other channels will 
be excited aAd Lake electricity? Clearly not, except in the case of an electric 
organ. Electricity is the means to carry the signal to the point where a nonelectri- 
cal response is generated. As far as is known, this final transduction always 
starts through a single common pathway: A membrane potential change opens 
or closes a Ca2+-permeable channel, either on the surface membrane or on an 

Time (ms) 

1 OPEN-SHUT GATING OF AN IONIC CHANNEL 
Ionic current flowing across a tiny patch of excitable membrane show- 
ing eight brief openings (downward current deflections) of single ionic 
channels. The membrane patch has been excised from a cultured rat 
myotube and is bathed on both sides by Na salt solutions. Approx- 
imately 300 nM of the neurotransmitter, acetylcholine, applied to the 
extracellular membrane face is causing channels to open occasionally. 
At the - 140 mV applied membrane potential, one open channel passes 
-6.6 PA, corresponding to a prodigious flow of 4.1 x 10' ions per 
second through a single pore. T = U'C. [horn Snchez et al., 1986.1 
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internal membrane, and a Ca2+ flux into the cytoplasm is altered, causing a 
change in the internal free CaZ+ concentration. The ultimate response is then 
triggered by the internal Ca2+ ions. This is how the nervous system controls the 
contraction of a muscle fiber or the secretion of neurotransmitters, neurohor- 
mones, digestive enzymes, and so on. Internal free Ca2+ also controls the gating 
of some channels and the activities of many enzymes. 

Ionic channels are undoubtedly found in the membranes of all cells. Their 
known functions include establishing a resting membrane potential, shaping 
electrical signals, gating the flow of messenger Ca2+ ions, controlling cell vol- 
ume, and regulating the net flow of ions across epithelial cells of secretory and 
resorptive tissues. The emphasis in this book is on well-known channels under- 
lying the action potentials and synaptic potentials of nerve and muscle cells. 
These have long been the focus of traditional membrane biophysics. As the 
biophysical methods eventually were applied to study fertilization of eggs, 
swimming of protozoa, glucose-controlled secretion of insulin by pancreatic beta 
cells, or acetylcholine-induced secretion of epinephrine from chromaffin cells, 
similar channels were found to play central roles. We must now consider that 
nerve, muscle, endocrine and secretory glands, white blood cells, platelets, 
gametes, and protists all share common membrane mechanisms in their respon- 
siveness to stimuli. Similarly, as biophysical methods were applied to transport- 
ing epithelia, ionic channels were found. They too are ion-selective, gated pores, 
controlled by hormonal influences. 

Nomenclature of chanttels 
The naming of ionic channels has not been systematic. In most cases, the 
biophysicist first attempts to distinguish different components of membrane 
permeability by their kinetics, pharmacology, and response to ionic substitution. 
Then a kinetic model is often made expressing each of the apparent components 
mathematically. Finally, it is tacitly assumed that each component of the model 
corresponds to a type of channel, and the putative channels are given the same 
names as the permeability components in the original analysis. Thus in their 
classical analysis of ionic currents in the squid giant axon, Hodgkin and Huxley 
(1952d) recognized three different components of current, which they called 
sodium, potassium, and leakage. Today the names NA CHANNEL and K CHAN- 

NEL are universally accepted for the corresponding ionic channels in axons. The 
name LEAKAGE CHANNEL is also used, althqugh there is no experimental evi- 
dence regarding the ions or transport mechanism involved. 

Naming a channel after the most important permeant ion seems rational but 
fails when the ions involved are not adequately known, or when no ion is the 
major ion, or when numerous different kinetic components are all clearly carried 
by one type of ion. Such problems have led to such "names" as  A, B, C, and so 
on, for permeability components in molluscan ganglion cells (Adams, Smith, 
and Thompson, 1980) or qr, si, and xl in cardiac Purkinje fibers (McAllister et al., 
1975). Other approaches are simply descriptive: Channels have been named 
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after anatomical regions, as in the endplate channel; after inhibitors, as in the 
amiloride-sensitive Na channel; or after neurotransmitters, as in glutamate chan- 
nels of crustacean muscle. Finally, a surprising number of molecular subtypes of 
major channels are being recognized by molecular genetic methods. These 
amino acid sequence differences have led to names like brain-type-I (-11 or -111) 
Na channels. Eventually, all this loose nomenclature will be contusing, and 
perhaps a systematic approach analogous to that taken by the Enzyme Commis- 
sion will be needed. However, such a revision ought to wait until the diversity of 
channels is better understood. By that time someclear structural and evolution- 

, ary relationships may form the basis for a natural classification. 
h 

Channels have families 
E Biophysicists long recognized that voltage-gated Na, K, and Ca channels have 

some functional similarities. Likewise synaptic channels gated by acetylcholine, 
glutamate, glycine, and y-aminobutyric acid seemed similar. One of the great 
advances of the 1980s has been the sequencing by methods of molecular genetics 
of messenger RNAs, and even genes, that code for ionic channels. The predicted 
amino acid sequences reveal strong structural similarities among groups of 

k, channels that now allow us to talk about families of homologous channel 
( proteins that would have evolved by processes of successive gene duplication, 

mutation, and selection from common ancestral channels. An unexpected dis- 
covery is the large size of these gene families. As has also been found for 
enzymes and other proteins, none of the channels we have mentioned is a single 
structural entity. They all come in various isoforms coded by different genes that 
may be selectively expressed in certain cell types and in certain periods of 
development and growth of the organism. Thus we suppose that there are 
hundreds of genes coding for channels in any individual. 

Ohm's law is central 
In the study of ionic channels, we see-more than in most areas of biology- 
how much can be learned by applying simple laws of physics. Much of what we 
know about ionic channels was deduced from electrical measurements. There- 

. fore, it is essential to remember rules of electricity before discussing experi- 
ments. The remainder of this chapter is a digression on the necessary rules of 
physics. To do biophysical experiments well, one must often make sophisticated 
use of electrical ideas; however, as this book is concerned with channels and not 
with techniques of measurement, the essential principles are few. The most 
important is Ohm's law, a relation between current, voltage, and conductance, 
which we now review. 

All matter is made up of charged particles. They are normally present in 
equal numbers, so most bodies are electrically neutral. A mole of hydrogen 
atoms contains Avogadro's number (N= 6.02 x 1p) of protons and the same 
number of electrons. Quantity of charge is measured in coulombs (abbreviated 
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TABLE 1. PHYSICAL CONSTANTS 

Avogadro's number 
Eleme~itary charge 
Faraday's constant 
Absolute temperature 
Boltzmann's constant 

(in electrical units) 
Gas constant 

(in energy units) 
Polarizability of 

free space 
One joule 

N = 6.022 x 1OB mol-I 
e = 1.602 x 1 0 I 9 C  
F = 9.648 x lo4 C mol-1 
T(K) = 273.16 + T ("Celsius) 
k = 1.381 x 10-u V C K'I 

1 1  = 1 kgm2s-'  
= I V C = l W s  
= 0.2389 cal 

C), where the charge of a proton is e = 1.6 x 10-l9 C. Avogadro's number of 
elementary charges is called the FARADAY CONSTANT: F = Ne = 6 x loU x 1.6 x 
10-l9 = Id Umol. This is thus the charge on a mole of protons or on a mole of 
Na+, K + ,  or any other monovalent cation. The charge on a mole of Ca2+, Mg2+, 
or on other divalents cations is 2F and the charge on a mole of C1- ions or other 
monovalent anions is - F. 

Electrical phenomena arise whenever charges of opposite sign are separated 
or can move independently. Any net flow of charges is called a CURRENT. 

Current is measured in amperes (abbreviated A), where one ampere corre- 
sponds to a steady flow of one coulomb per second. By the convention of' 
Benjamin Franklin, positive current flows in the direction of movement of 
positive charges. Hence if positive and negative electrodes are placed in Ringer's 
solution, Na+, K + ,  and Ca2+ ions will start to move toward the negative pole, 
CI- ions will move toward the positive pole, and an electric current is said to 
flow through the solution from positive to negative pole. Michael Faraday 
named the positive electrode the ANODE and the negative, the CATIIODE. In his 
terminology, anions flow to the anode, cations to the cathode, and current from 
anode to cathode. The size of the current will be determined by two factors: the 
potential difference between the electrodes-agd the electrical conductance of the 
solution between them. POI.ENTIAL DIFFERENCE is measured in volts (abbreviated 
V) and is defined as the work needed to move a unit test charge in a frictionless 
manner from one point to another. To move a coulomb of charge across a 1-V 
difference requires a joule of work. In common usage the words "potential," 
"voltage," and "voltage difference" are used interchangeably to mean potential 
difference, especially when referring to a membrane. 

ELEC~RICAL CONDUCi'ANCE is a measure of the ease of flow of current between 
two points. The conductance between two electrodes in satt water can be 
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increased by adding more salt or by bringing the electrodes closer together, and 
it can be decreased by placing a nonconducting obstruction between the elec- 
trodes, by moving them farther apart, or by making the solution between them 
more viscous. Conductance is measured in siemens (abbreviated S and formerly 
called mho) and is defined by Ohm's law in simple conductors: 

which says that current (I) equals the product of conductance (X) and voltage 
difference (E) across the conductor. The reciprocal of conductance is called 
RESISTANCE (symbolized R) and is measured in ohms (abbreviated a). Ohm's law 
may also be written in terms of resistance: 

One can draw an analogy between Ohm's law for electric current flow and the 
rule for flow of liquids in narrow tubes. In tubes the flow (analog of current) is 
proportional to the pressure difference (analog of voltage difference) divided by 
the frictional resistance. 

Homogeneous conducting materials may be characterized by a bulk property 
called the RESISTIVITY, abbreviated p. It is the resistance measured by two 1-cm2 
electrodes applied to opposite sides of a 1-cm cube of the material and has the 
dimensions ohm . ceni'lmeter (a . cm). Resistivity is useful for calculating 
resistance of arbitrary shapes of materials. For example, for a right cylindrical 
block of length 1 and cross-sectional area A with electrodes of area A on the end 
faces, the resistance is 

Later in the book we will use this formula to estimate the resistance in a 
cylindrical pore. Resistivity decreases as salts are added to a solution. Consider 
the following approximate examples at 20°C. frog Ringer's solution 80 R . cm, 
mammalian saline 60 fl . cm, and seawater 20 Cb cm. Indeed, in sufficiently 
dilute solutions each added ion gives a known increment to the overall solution 
conductance, and the resistivity of electrolyte solutions can be predicted by 
calculations from tables of single-ion equivalent conductivities, like those in 
Robinson and Stokes (1965). In saline solutions the resistivity of pure phospho- 
lipid bilayers is as high as 1015 0 - cm, because although the physiological ions 
can move in lipid, they far prefer an aqueous environment over a hydrophobic 
one. The elechical conductivity of biological membranes comes not from the 
lipid, but from the ionic channels embedded in the lipid. 

To summarize what we have said so far, when one volt is applied across a 1 a 
resistor or 1-S conductor, a current of one ampere flows; every second, 1IF moles 
of charge (10.4 pmol) move and one joule of heat is produced. Ohm's law plays a 
central role in membrane biophysics because each ionic channel is an elementary 
conductor spanning the insulating lipid membrane. The total electrical conduc- 
tance of a membrane is the sum of all these elementary conductances in parallel. 
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It is a measure of how many ionic channels are open, how many ions are 
available to go through them, and how easily the ions pass. 

The membrane as a capacitor 
In addition to containing many conducting channels, the lipid bilayer of biolog- 
ical membranes separates internal and external conducting solutions by an 
extremely thin insulating layer. Such a narrow gap between two conductors 
forms, of necessity, a significant electrical capacitor. 

To create a potential difference between objects requires only a separation of 
charge. CAPACITANCE (symbolized C) is a measure of how much charge (Q) 
needs to be transferred from one conductor to another to set up a given potential 
and is defined by 

Q C= (1-3) 

The unit of capacitance is the farad (abbreviated F). A 1-F capacitor will be 
charged to 1 V when + 1.0 C of charge is on one conductor and - 1.0 C on the 
other. In an ideal capacitor the passage of current simply removes charge from 
one conductor and stores it on another in a fully reversible manner and without 
evolving heat. The rate of change of the potential under a current Ic is obtained 
by differentiating Equation 1-31 

dE Ic - = -  
dt C 

The capacity to store charges arises from their mutual attraction across the 
gap and by the polarization they develop in the insulating medium. The capaci- 
tance depends on the dielectric constant of that medium and on the geometry of 
the conductors. In a simple capacitor formed by two parallel plates oiarea A and 
separated by an insulatorbf dielectric constant c and thickness d, the capacitance 

where EO, called the polarizability of free space, is 8.85 x 10-l2 CV-'m-'. Cell 
membranes are parallel-plate capacitors with specific capacitances' near 1.0 pFI 
cm2, just slightly higher than that of a pure lipid bilayer, 0.8 pF/cm2 (see Cole, 
1968; Almers, 1978). According to Equation.1-5, this means that the thickness d 
of the insulating bilayer is only 23 A (2.3 Am), assuming that the dielectric 
constant of hydrocarbon chains is 2.1. Hence the high electrical capacitance of 
biological membranes is a direct consequence of their molecular dimensions. 

The high capacitance gives a lower limit to how many ions (charges) must 
move (Equation 1-3) and how rapidly they must move (Equation 1-4) to make a 

' In describing cell membranes, the phrases "specific capacitance," "specific resistance," and 
"specific conductance" refer to electrical properties of a l i m Z  area of membrane. They are useful for 
comparing the properties of different membranes. 
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a given electrical signal. In general, capacitance slows down the voltage response 
to any current by a characteristic time T that depends on the product RC of the 
capacitance and any effective parallel resistance. For example, suppose that a 
capacitor is charged up to 1.0 V and then allowed to discharge through a resistor 
R as in Figure 2. From Ohm's law the current in the resistor is 1 = EIR, which 
discharges the capacitor at a rate (Equation 1-4) 

The solution of this first-order differential equation has an exponentially decaying 
time course 

E = EO exp (-&) = Eo exp (-f  ) 
where Eo is the starting voltage, t is time in seconds, and exp is the exponential 
function (power of e, the base of natural logarithms). 

For biological membranes the product, RMCM, of membrane resistance and 
capacitance is often called the membrane time constant, TM. It can be deter- 
mined, using equations like Equation 1-6, from measurements of the time course 
of membrane potential ehanges as small steps of current are applied across the 
membrane. For example, in Figure 3 steps of current are applied from an 
intracellular microelectrode across the cell membrane of a Paramecium. The time 
course of the membrane potential changes corresponds to a membrane time 
constant of 60 ms. Since CM is approximately 1 pF/cm2 in all biological mem- 
branes, the measured TM gives a convenient first estimate of specific membrane 
resistance. For the Paramecirrm in the figure, RM is TMICM or 60,000 R . cm2. In 

- 
Time (units of RC) 

(A) CIRCUIT (8) TIME COURSE OF DISCHARGE 

2 DISCHARGE OF AN RC CIRCUIT 
The circuit has a resistor and a capacitor connected in parallel, and the 
voltage across the capacitor is measured from the two terminals. At 
zero time the capacitor has been charged up to a voltage of E, and 
begins to discharge through the rpistor. Charge and voltage decay 
exponentially so that in every RC seconds they fall to lle or 0.367.. . of 
their previous value. 
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3 THE CELL MEMBRANE AS A N  RC CIRCUIT 
An experiment to study membrane electrical properties of a Parame- 
c i ~ t m .  The cell is impaled with two intracellular electrodes. One of them 
passes steps of current I ,  across the membrane to an electrode in the 
bath. The other records the changes of membrane potential EM with an 
amplifier, symbolized as a triangle. On the right, a current of 0.23 nA 
makes a voltage deflection of 23 mV, corresponding from Ohm's law to 
a membrane resistance of 100 MR (Id Q). The exponential time con- 
stant 7" of the rise and fall of the voltage response is approximately 60 
ms. This Paranreciutn contains a genetic mutation of the normal excit- 
ability mechanism, so its responses to current steps are simpler than for 
the genetic wild-type Para~neciutn. [From Hille, 1989a; after Kung and 
Eckert, 1972.1 

different resting cell membranes, TM ranges from 10 k s  to 1 s, corresponding to 
resting RAI values of 10 to lo6 fl . cm2. This broad range of specific resistances 
shows that the number of ionic channels open at rest differs vastly from cell to 
cell. 

Equilibrium potentials and the  erns st-equation 
The final phy_sical topic concerns equilibrium. All systems are moving toward 
EQUILIBRIUM, a state where the tendency for further change vanishes. At equilib- 
rium, thermal forces balance the other existing forces and forward and backward 
fluxes in every microscopic transport mechanism and chemical reaction are 
equal. We want to consider the problem illustrated in Figure 4. Two compart- 
ments of a bath are separated by a membrane containing pores permeable only 
to K+ ions. A high concentration of a salt KA (A for anion) is introduced into the 
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First jiffy Equilibrium 

4 DIFFUSION POTENTIALS IN PORES 
A membrane with perfectly Kf -selective pores separates solutions with 
different concentrations of a potassium salt, KA. A voltmeter records 
the potential across the porous membrane. At the moment when the 
salt solutions are poured in, there is no membrane potential, E = 0. 
Howeve5 as a few K+ ions diffuse from side 1 to side 2, a potential 
develops with side 2 becoming positive. Eventually the membrane 
potential reaches the Nernst potential for K t  ions, E = EK. 

left side and a low concentration into the right side. A voltmeter measures the 
membrane potential. In the first jiffy, the voltmeter reads 0 mV, as both sides are 
neutral. However, K +  ions immediately start diffusing down their concentration 
gradient into the right-hand side, giving that side an excess positive charge and 
building up  an electrical potential difference across the membrane. The anion 
cannot cross the membrane, so the charge separation persists. However, the 
thermal "forces" causing net diffusion of K +  to the right are now countered by a 
growing electrical force tending to oppose the flow of K + .  The potential builds 
up until it finally reaches an equilibrium value, EK, where the electrical force 
balances the diffusional force and the system no longer changes. The problem is 
to find a formula for EK, the "equilibrium potential for K +  ions." This is called 
an equilibrium problem even though parts of the system, such as the anions A- 
and the water molecules (osmotic pressure), are not allowed to equilibrate. We 
may focus on K+ ions alone and discuss their equilibrium. As we shall see, 
equilibrium potentials are the starting point in any description of biological 
membrane potentials. 

A physicist would begin the problem with the BOLTZMANN EQUATION of 
statistical mechanics, which gives the relative probabilities at equilibrium of 
finding a particle in state 1 or in state 2 if the energy difference between these 
states is u2 - u,: 



Introduction 13 

Here k is Boltzmann's constant and T is absolute temperature on the Kelvin 
scale. This equation conveniently describes the equilibrium distribution of parti- 
cles in force fields. Qualitatively it says that a particle spends less time in states 
of higher energy than in states of lower energy. For example, the molecules in 
the Earth's atmosphere are attracted by the Earth's gravitational field, and 
Equation 1-7 correctly predicts that the probability of finding O2 molecules at the 
top of Mt. Everest is only 'h of that of finding them at sea level. 

For our purposes, Equation 1-7 can be recast into in a slightly more chemical 
form by changing from probabilities p to concentrations c and from single- 
particle energies u to molar energies U 

where R is the gas constant (R = kN). Finally, taking natural logarithms of both 
sides and rearranging gives 

Now we have a useful equilibrium relation between concentration ratios and 
energy differences. In our problem U1 - U2 is the molar electrical energy dif- 
ference of the permeable ion due to the membrane potential difference El - Ez. 
If we consider; mole of an arbitrary ion S with charge zs, then U1 - U2 becom& 
zsF(El - Ez). Substituting into Equation 1-9 gives the equilibrium potential Es as a 
function of the concentration ratio and the valence: 

This well-known relationship is called the N E R N ~ T  EQUATION (Nernst, 1888). 
Before discussing the meaning of the equation, let us  note as a n  aside that the 

equilibrium potential Es can be derived in other, equivalent ways. A chemist 
would probably think in terms of the thermodynamics, using the principle of 
J. W. Cibbs that the electrochemical potential of ion S is the same on both sides at 
equilibrium, or equivalently that the work of transfer of a tiny quantity of S from 
side 2 to side 1 has to be zero. This work comprises two terms: the work of 
concentrating the ions as  they cross, -RT In (c21cl), plus all other energy 
changes, U ,  - U2, which in this case is only.the electrical term. These considera- 
tions lead at once to Equations 1-9 and 1-10. ~ h e r m o d ~ n a m i c s  would also point 
out that because all solutions are at least slightly nonideal (unlike ideal gases), 
one should use activities rather than concentrations (see, e.g., Moore, 1972). 
This book refers to the symbol [S] as the concentration of S while recognizing 
that careful quantitative work requires consideration of activities instead. 

According to the Nernst equation, ionic equilibrium potentials vary linearly 
with the absolute temperature and logarithmically with the ionic concentration 
ratio. As would be expected from our discussion of Figure 4, equilibrium poten- 
tials change sign if the charge of the ion is reversed or if the direction of the 
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gradient is reversed, and they fall to zero when there is no gradient. To corre- 
spond to the physiological convention, we now define side 1 as inside (intra- 
cellular), 2 as outside (extracellular), and all membrane potentials to be mea- 
sured inside minus outside. Then we can write the equilibrium potentials for K+ 
ions and for the other biologically relevant ions. 

RT In ( K l o  EK = - 
F [Kli 

RT In Wale ENa = - 
F [Nali 

= ILT In rC"10 
2F [Ca], 

RT IClj' Ecl = - 
F [Cllo 

The subscripts o and i stand for outside and inside, respectively. The meaning of 
the numbers EK, EN,,-and so on, can be stated in two ways. Using EK as an 
example: (I) If the pores in a membrane are permeable only to K+ ions, the 
membrane potential will change to EK; (2) If the membrane potential is held 
somehow at EK, there will be no net flux of K+ ions through K+-selective pores. 

How large are the equilibrium potentials for living cells? Table 2 lists values 
of the factor RT/F in the Nernst equation; also given are values of 2.303(RTIF) for 
calculations with loglo instead of In as follows: 

From Table 2 at 20°C an e-fold (e = 2.72) K+ concentration ratio corresponds to 

TABLE 2. VALUES OF RTIF 
(OR kTle) 

Temperature RTIF 2.303 RTIF 
("C) (mV) (mV) 
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TABLE 3. FREE IONIC CONCENTRATIONS AND 
EQUlLlBRIUM POTENTIALS FOR MAMMALIAN 
SKELETAL MUSCLE 

Extracellular Inkracellular Equilibrium 
concentration concentration - IIonl. potentiaP 

Ion (mM) (mM) Ilonl, (mv) 

Na' 145 12 12 + 67 
K' 4 155 0.026 - 98 
Ca2 ' 1.5 10" M 15.000 + 129 
CI - 123 4.2b 29b - 90b 

a Calculated from Equation 1-11 at 3 X .  
b Calculated assuming a -90-mV resting potential for the muscle membrane 
and that C I  ions are at equilibrium at rest. 

EK = - 25.3 mV, a 10-fold ratio corresponds to EK = -58.2 mV, and a 100-fold 
ratio corresponds to E K  = -58.2 x 2 = - 116.4 mV. Table 3 lists the actual 
concentrations of some ions in mammalian skeletal muscle and their calculated 
equilibrium potentials ranging from - 98 to + 128 mV. E K  and Eel are negative, 
and E N a  and Eca are positive numbers. EK sets the negative limit and EG the 
positive limit of membrane potentials that can be achieved by opening ion- 
selective pores in the muscle membrane. All excitable cells have negative resting 
potentials because at rest they have far more open K-selective channels (and in 
muscle, C1-selective channels, too) than Na-selective or Ca-selective ones. 

Current-voltage relations of channels 
Biophysicists like to represent the properties of membranes and channels by 
simple electrical circuit diagrams that have equivalent electrical properties to the 
membrane. We have discussed the membrane as a capacitor and the. channel as  
a conductor. But if we try to test Ohm's law on the membrane of Figure 4, we 
would immediately recognize a deviation: Current in the pores goes to zero at EK 
and not at 0 mV. The physical chemist would say, "Yes, you have a concentra- 
tion gradient, so Ohm's law doesn't work." The biophysicist would then sug- 
gest that a gradient is like a battery with an electromotive force (emf) in series 
with the resistor (see Figure 5) and the modified current-voltage law becomes 

1, = ~ K ( E  - E;C) (1-12) 

The electromotive force is EK and the net driving force on K + ions is now E  - EK 
and not E .  This modification is, like Ohm's law itself, empirical and requires 
experimental test in each situation. To a first approximation this linear law is 
often excellent, but many pores are known to have nonlinear current-voltage 
relations when open. Some curvature is predicted, as we shall see later, by 
explicit calculations of the electrodiffusion of ions in pores, particularly when 
there is a higher concentration of permeant ion on one side of the membrane 
than on the other or when the structure of the channel is asymmetrical. 
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(A) EQUIVALENT CIRCUIT ( 8 )  INTERI'RliTATION 

5 TWO VIEWS OF A K +-SELECTIVE MEMBRANE 

In electrical experiments the membrane acts like an equivalent circuit 
with two branches. The conductive branch with an EMF of EK suggests 
a K+-selective aqueous diffusion path, a pore. The capacitive branch 
suggests a thin insulator, the lipid bilayer. 

Consider now how simple current-voltage measurements can be used to 
gain information on  ionic channels. Figure 6 gives examples of hypothetical 
observations and their interpretation in terms of electrical equivalent circuits. 
Figure 6A shows three linear I-E curves. They pass through the origin, so  n o  
battery is required in the equivalent circuit, meaning either that the channels are 
nonselective or  that there is  no effective ionic gradient. The slopes of the 
successive I-E relations decrease twofold, s o  the equivalent conductance, and 
hence the number of open channels, differs correspondingly. Thus conduc- 
tances give a useful measure of how many channels are open in a n  area of 
membrane. 

6 CURRENT-VOLTAGE RELATIONS OF MEMBRANES * 
Measured I-E relations can be interpreted in terms of electrical equiva- 
lent circuits and the modified form of Ohm's law (Equation 1-12) that 
takes into account the electromotive force in the pores. Four hypotheti- 
cal conditions are shown. (A )  Membranes with 1, 2, and 3 pores open 
give I-E relations with relative slopes of 1, 2, and 3. (B) Pores with 
negative or positive electromotive forces give I-E relations with nega- 
tive or positive zero-current potentials. (C) Pores that step from a low- 
conductance state to a high-conductance state (see inset graph of g 
versus E) give I-E relations consisting of two line segments. (D) Pores 
with smoothly voltage-dependent probability of being open (see inset 
graph of average g versus E) give curved I-E relations. The dashed 
lines, corresponding to a constant high conductance, are the same I-E 
relations as in part B. However, when the pores close at negative 
potentials, lowering 8, the current decreases correspondingly from its 
maximal value. 
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Figure 68 shows two I-E relations of equal slope but with different zero- 
current potentials. The corresponding equivalent circuits have equal conduc- 
tances but different electromotive forces in their batteries. This could arise from 
different channels with different ionic selectivities or from the same channel 
bathed on the two sides by different concentrations of its permeant ions. Hence 
zero-current potentials are useful in  studies of selectivity. 

Figure 6C shows the effect of a CoNDunANcE CHANCE. This is a little harder 
and needs to be analyzed in several steps. Since the I-€ relations do not pass 
through the origin, we know again that there is a n  electromotive force in these 
channels. Both a negative emf, E l ,  and a positive emf, E2, are illustrated, as in 
Figure 68. Unlike Figure 6B, however, here the I-E relations are not single 
straight lines. This tells us that the membrane conductance changes with volt- 
age, a property called RECTI~ICATION in electric circuit theory. In biological 
membranes, strong rectification usually means that the ionic channels carrying 
Current are open at some membrane potentials and shut at others. We can 
.imagine a voltage-gated switch that opens and closes the channels. In this 
'example, the conductance is low at very negative membrane potentials and 
'mddenly steps up  to a higher level as the potential is made less negative. The 
low- and high-conductance segments of the I-E relation are each linear and 
'extrapolate back to a zem-current point corresponding to the emf of the channels 
when open. 

Figure 6C corresponds to measurements on a system with a sharp voltage 
threshold for opening of ionic channels. Real voltage-gated channels cannot 
measure the membrane potential this precisely and the voltage dependence of 
their opening is less abrupt, as in Figure 6D. The case illustrated in Figure 6D 
may seem difficult, but because it corresponds closely to practical observations, 
It is worth working through. First note that there is no ionic current at mem- 
brane potentiais more negative than El.  Hence the conductance is zero there, 
and the channels must be closed. Positive to 0 mV, the 1-E relations are steep, 
straight lines like those in Figure 6B. Here the conductance is high, and the 
channels must be open. In the intermediate voltage range, between El and 0 
mV, the current is smaller than expected from the maximal conductance (dashed 
Ins). Hence only some of the channels are open. 

To determine how many channels are open at each voltage, we should 
calculate the ionic conductance at each potential. When this is done using the 
modified form of Ohm's law (Equation 1-12) and the appropriate channel elec- 
tromotive force, El or E,, one derives the conductance-voltage (y-E) relations 
shown in the inset. The conductance changes from fully off to fully on over a 
narrow voltage range. As a first approximation, this continuous conductance- 
voltage relation reflects the steep voltage dependence of the open probability of 
the channeL2 We can think of this channel as being electrically excitable, a 
voltage-gated pore. 

The I-E relations in Figure 6 are representative of observations made daily in 
m biophysical studies of ionic channels. Examples will appear in Chapter 2. Inter- 

'Some nonlinearit~es may be due to other factors, tncludrng an lntnnsrc nonlrnearity of the I-E 
curve for a stngle open channel, drscussed above. 
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ested readers will want to work out for themselves how voltage-dependent 
channel opening accounts for the results by resketching each I-E relation and 
calculating the corresponding conductance-voltage relation point-by-point from 
Equation 1-12. 

Ionic selectivity 
It is essential for electrical excitability that different ionic channels be selective for 
different ions. However, no channel is perfectly selective. Thus the Na channel 
of axons is fairly permeable to NH,+ ions and even slightly permeable to K+ 
ions. How can we determine ionic selectivity from electrical measurements? The 
simplest way is to measure the electromotive force or zero-current potential for 
the channel with, say, ion A+ on the outside and B+ on the inside. This is called 
a BIIONIC POTENTIAL. Suppose that A+ and B+ have the same valence. If no other 
permean6 ion is present, the permeability ration PA/PB is defined by the equa- 
tion 

where the zero-current potential is often called the REVERSAL POTENTIAL (E,,) 
since that is the potential around which the current reverses sign. 

Equation 1-13 resembles the Nernst equation, but now with two ions. It 
expresses an important, simple idea: The permeability of a channel for A+ is 
said to be half that for B* when you need two concentration units of A on one 
side and one concentration unit of B on the other to get zero electromotive force. 
Equation 1-13 is the simplest form of an expression derived from diffusion 
theory by Goldman (1943) and Hodgkin and Katz (1949). Unlike the Nernst 
equation, such expressions describe a steady-state interdiffusion of ions away 
from equilibrium. Therefore, the simplifying rules of equilibrium cannot be 
applied, and the derivation must make assumptions about the structure of the 
channel. 

Signaling requires only small ionic fluxes 
To close this chapter we can exercise our electrical knowledge by reconsidering 
the experiment in Figure 4 using biologically realistic numbers and the electrical 
equivalent circuit in Figure 5. Suppose that the membrane contains K-selective 
pores that contribute 20 pS (20 x lo-'' siemens) of electrical conductance 
apiece.' I f  an average of 0.5 pore is open per square micrometer, the specific 
membrane conductance is 

'The words "permeable" and "permeant" are sometimes confused. A channel is germmblc 
capable of being permeated. An ion is perlneunt: capable of permeating. In French a raincoat is un 
irnpenncnblc. 

'Most biological ionic channels have an electrical conductance in the range of 1 to 150 pS. 
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Then the specific membrane resistance is RM = I/gM = 1000 0 . cm2, and the 
membrane time constant for CM = 1 )lF/cm2 is TM = RMCM = 1 ms. Suppose 
that the concentration ratio of KA salt across the membrane is 52:l so that EK is 
58.2 loglo (Hz) = -100 mV. Now what happens immediately after the salt 
solutions are introduced and K+ ions start to diffuse? The voltmeter reports a 
membrane potential changing from 0 mV to - 100 mV along an exponential time 
course with a time constant of 1 ms. 

E = [I - exp(- tll ms)] . 100 mV 

After a few milliseconds the system has reached equilibrium and an excess 
charge of Q = ECM = lo-' C/cm2, all carried by K+ ions, has been separated 
across the membrane. This amounts to a movement of QIF = 10-l2 mol of K+ 
ions per cm2 of membrane, a tiny amount that would alter the original 52-fold 
gradient very little. Hence our calculation shows that full-sized electrical signals 
can be generated rapidly even with relatively few pores per unit area and with 
only minute ionic fluxes. 

Notice that the size of the needed ionic flux depends on the sllrfnce area of the 
cell, whereas the effect of the flux on internal ionic concentrations depends on 
the volume of the cell. In a giant cell (a 1000-bm-diameter squid axon) the surface- 
to-volume ratio is the lowest, and electrical signaling with a 110-mV action 
potential changes the available ionic concentration gradient by only 1 part in I d .  
On the other hand, the smallest cells (a 0.1-bm axon or dendrite), the surface-to- 
volume ratio is lo4 times higher and a single action potential might move a s  
much as 10% of the stored-up ions. 

Having reviewed some essential rules of physics, we may now turn to the 
experimental study of ionic channels. 



CLASSICAL DESCRIPTION OF 
CHANNELS 

The electrical excitability of nerve and n~~rscle has attracted physically minded 
scientists for several centuries. A variety of formal, quantitative descriptions of 
excitation prevailed long before there was knowledge of the molecular constituents 
of biological membranes. This tradition culminated in the Hodgkin-Huxley model 
for action potentials of the squid giant axon. Theirs was the prst model to recognize 
separate, vol tage-dependen t permeability changes for dilferent ions. It was the 
first to describe the ionic basis of excitation correctly. It revolutionized electro- 
physiology. 

The Hodgkin-Huxley model became the focus as subsequent work sought to 
explore two questions: Is excitation in all cells and in all organisms explained by 
the same sodium and potassium permeability changes that work so well for the 
squid giant axon? And what are the molecular and physicochemical mechanisms 
uttderlying these permeabilities? Naturally, such questions are strongly inter- 
related. Nevertheless, this book is divided broadly along these lines. Part I concerns 
the original work with the squid giant axon and the subsequent discovery of many 
kinds of ionic channels using classical electrical methods. Part I is phenomeno- 
logical and touches on biological questions of diversity and function. It shows 
that excitation and signaling can be accounted for by the opening'and closing of 
channels with differed reversal potentials. Part 11 concerns the underlying mech- 
anisms. It is more analytical, physical, and chemical. 



Chapter 2 

CLASSICAL BIOPHYSICS 
OF THE SQUID GIANT AXON 

What does a biophysicist think about? 
Scientific work proceeds at many levels of complexity. Scientists assume that all 
observable phenomena could ultimately be accounted for by a small number of 
unifying physical laws. Science, then, is the attempt to find ever more funda- 
mental laws and to reconstruct the long chains of causes from these foundations 
up to the full range of natural events. 

In adding its link to the chain, each scientific discipline adopts a set of 
phenomena to work on and develops rules that are considered a satisfactory 
"explanation" of what is seen. What a higher discipline may view as its funda- 
mental rules might be considered by a lower discipline as complex phenomena 
needing explanation. So it is also in the study of excitable cells. Neurophysiolo- 
gists seek to explain patterns of animal behavior in terms of anatomical connec- 
tions of nerve cells and rules of cellular response such as excitation, inhibition, 
facilitation, summation, or threshold. ~ e m b r a n e  biophysicists seek to explain 
these rules of cellular response in terms of physical chemistry and electricity. For 
the neurophysiologist, the fine units of signaling are membrane potentials and 
cell connections. For the biophysicist the coarse observables are ionic move- 
ments and permeability changes of the membrane and the fundamental rules are 
at the level of electrostatics, kinetic theory, and molecular mechanics. 

Membrane biophysicists delight in electronics and simplified preparations 
consisting of parts of single cells. They like to represent dynamic processes as 
equations of chemical kinetics and diffusion, membranes as electric circuits, and 
molecules as charges, dipoles, and dielectrics. They often conclude their investi- 
gations with a kinetic model describing hypothetical interconversions of states 
and objects that have not yet been seen. A'-good model should obey rules of 
thermodynamics and electrostatics, give respoises like those observed, and 
suggest some structural features of the processes described. The biophysical 
method fosters sensitive and .extensive electrical measurements and leads to 
detailed kinetic descriptions. lt is austere on the chemical side, however, as it 
cares less about the chemistry of the structures involved than about the dynamic 
and equilibrium properties they exhibit. Biophysics has been highly successful, 
but it is only one of several disciplines needed in order to develop a well- 
rounded picture of how excitability works and what it is good for. 
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This chapter concerns an early period in membrane biophysics when a 
sophisticated kinetic description-of membrane permeability changes was 
achieved without definite knowledge of the membrane molecules involved, 
indeed 9ithout knowledge of ionic channels at all. The major players were 
Kenneth Cole and Howard Curtis in the United States and Alan Hodgkin, 
Andrew Huxley, and Bernard Katz in Great Britain. They studied the passive 
membrane properties and the propagated action potential of the squid giant 
axon. In this heroic time of what can be called classical biophysics (1935-1952) 
the membrane ionic theory of excitation was transformed from untested hypoth- 
esis to established fact. A; a result, electrophysiologists became convinced that 
all the known electrical signals, action potentials, synaptic potentials, and recep- 
tor potentials had a basis in ionic pekeability changes. Using the new tech- 
niques, they set out to find the relevant ions for signals in the variety of cells and 
organisms that could be studied. This program of description still continues. 

 he focus here is on biophysical ideasrelevant to the discussion of ionic 
channels in later chapters rather than on the physiology of signaling. The story 
illustrates the tremendous power of purely electrical measurements in testing 
Bernstein's membrane hypbthesis. Most readers will already have studied an 
outline of nervous signaling in courses of biology. Those wanting to know more 
neurobiology or neurCphysiology can consult recent texts (lunge, 1991; Kandel 
etal., 1991; Kuffler et a]., 1984; Levitan and Kaczmarek, 1991; Patton etal., 1989; 
Shepherd, 1988). 

'Ihe action potential is a regenerative wave of Nu+ 
permeability increase 
AcnoN POTENTIALS are the rapidly propagated electrical messages that speed 
along the axons of the nervous system and over the surface of some muscle and 
glandular cells. In axons they are brief, travel at constant velocity, and maintain 
a constant amplitude. Like all electrical messages of the nervous system, the 
action potential is a membrane potential change caused by the flow of ions 
through ionic channels in the membrane. 

As a first approximation an axon may be regarded as a cylinder of axoplasm 
surrounded by a continuous surface membrane. The membrane potential, EM, is 
defined as the inside potential minus the outside, or if, as is usually done, the 
outside medium is considered to be at ground potential (0 mV), the membrane 
potential is simply the intracellular potential. Membrane potentials can be mea- 
sured with glass micropipette electrodes, which are made from capillary tubing 
pulled to a fine point and filled with a concentrated salt solution. A silver 
chloride wire inside the capillary leads to an amplifier. The combination of 
pipette, wire electrode, and amplifier is a sensitive tool for measuring potentials 
in the region just outside the tip of the electrode. In practice, the amplifier is 
zeroed with the pipette outside the cell, and then the pipette is advanced until it 
suddenly pops through the cell membrane. Just as suddenly, the amplifier 
reports a negative change of the recorded potential. This is the resting mem- 
brane potential. Values between -40 and - 100 mV are typical. 
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Figure 1A shows the time course of membrane potential changes recorded 
with microelectrodes a t  two points in a squid giant axon stimulated by an  electric 
shock. At rest the membrane potential is negative, as would be expected from a 
membrane primarily permeable to K+ ions. The stimulus initiates a n  action 
potential that propagates to the end of the axon. When the action potential 
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1 ACTION POTENTIALS IN NERVE MEMBRANES 
(A) Propagated action potential recorded intracellularly from two 
points along a squid giant axon. The recording micropipettes a and bare 
separated by 16 mm, and a stimulitor applies a shock to the axon. The 
two potential traces show the action potential sweeping by the two 
electrodes with a 0.75-111s propagation time between a and b, corre- 
sponding to a conduction velocity of 21.3 m/s. [After del Castillo and 
Moore, 1959.1 (8) Comparison of action potentials from different cells. 
The recordings from nodes of Ranvier show the brief depolarization 
caused by thestimulating shock applied to the same node and followed 
by the regenerative action potential. [From Dodge, 1%3; and W. Non- 
ner, M. fiorackova, and R. st;impfli; ~n~ub1isKed.j In the other two 
recordings, the stimulus (marked as a slight deflection) is delivered 
some distance away and the action potential has propagated to the 
recording site. [From W.E. Crill, unpublished; and Baker et al., 1%2.] 
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sweeps by the recording lectrodes, the membrane is seen to depolarize (become 
more positive), oversh 4 t the zero line, and then repolarize (return to rest). 
Figure 16 shows action potentials from other cells. Cells that can make action 
potentials can always be stimulated by an electric shock. The stimulus must 
make a suprathreshold membrane depolarization. The response is a further 

, sharp, all&-none depolarization, the stereotyped action potential. Such cells 
are called E L E n R l c A L L y  EXCITABLE. 

Even as late as 1930, textbooks of physiology presented vague and widely 
diverging views of the mechanism underlying action potentials. To a few physi- 
ologists the very existence of a membrane was dubious and Bernstein's mem- 
brane hypothesis (1902,1912) was wrong. To others, propagation of the nervous 
impulse was a chemical reaction confined to axoplasm and the action potential 
was only an epiphenomenon-the membrane reporting secondarily on interest- 
ing disturbances propagating chemically within the cell. To still others, the 
membrane was central and itself electrically excitable, propagation then being an 
electrical stimulation of unexcited membrane by the already active regions 
(Hennann, 1872,1905a). This view finally prevailed. Hennann (1872) recognized 
that the potential changes associated with the excited region of an axon would 
send small currents (Stromchen) in a circuit down the axis cylinder, out through 
what we now call the membrane, and back in the extracellular space to the 
exated region (Figure 2A). These local circuit currents flow in the correct direc- 
tion to stimulate the axon. He suggested thus that propagation is an electrical 
self-stirnula tion. 

Following the lead of Hober, Osterhout, Fricke, and others, K.S. Cole began 
in 1923 to study membrane properties by measuring the electric impedance of 
cell suspensions and (with H.J. Curtis) of single cells. The cells were placed 
between two electrodes in a Wheatstone bridge and the measured impedances 
were translated into an electrical equivalent circuit made up of resistors and 
capadtors, representing the membrane, cytoplasm, and extracellular medium. 
The membrane was represented as an RC circuit. Careful experiments with 
vertebrate and invertebrate eggs, giant algae, frog muscle, and squid giant axons 
all gave essentially the same result. Each cell has a high-conductance cytoplasm, 
with an electrical conductivitv 30 to 60% that of the bathing saline, surround- - 
ed by a membrane of low conductance and an electrical capacitance of about 1 

Such measurements were important for  ems stein's theory. They 
showed that all cells have a thin ~ l a s m a  membrane of molecular dimensions and 
low ionic permeability, and that ions in the cytoplasm can move about within 
the intra&llular space almost as freely as in free solution. The background and 
results of Cole's extensive studies are well summarized in his book (Cole, 1968). 

These properties also confirmed the essential assumptions of Hermann's 
(1905a,b) core-conductor or cable-theory model for the passive1 spread of poten- 

'The early literature adopted the word "passive" to describe properties and responses that 
could be understood by simple electrical cable theory where, as we have already done, the cytoplasm 
b demibed as a fixed resistor and the membrane as a fixed resistor and capacitor. Potentials 
qmading this way were said to spread "eledrotonically," a term coined by du Boii Reymond to 
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2 EARLY DESCRIPTIONS OF EXCITATION 
Biophysicists sought to represent excitation and propagation of action 
potentials in terms of simple electrical circuits. (A) Hermann (1872) 
suggested that the potential difference between excited and unexcited 
regions of an axon would cause small currents (later named local circuit 
currents by Hodgkin) to flow between them in the correct direction to 
stimulate the previously unexcited region. [Drawing after Hermann, 
1905a.j (B) Hermann (1905b) described the passive spread of potentials 
in axons and muscle by the theory for a "leaky" telegraph cable. Here 
the protoplasmic core and extracellular region are represented as chains 
of resistors and the region between them (now called the membrane), 
as parallel capacitors and resistors. (C) Cole and Curtis (1938) used this 
equivalent circuit to interpret their measurements of membrane imped- 
ance during the propagated action potential. They concluded that dur- 
ing excitation the membrane conductance increases and the emf de- 
creases p r i  pss~c ,  but the membrane capacitance stays constant. The 
diagonal arrows signify circuit components that change with time. 

tials in excitable cells. In that model the axon was  correctly assumed to have a 
cylindrical conducting core, which, like a submarine cable, is insulated by 
material with finite electrical capacity and resistance (Figure 28). An electrical 
disturbance at  one  point of the "cable" would spread passively to neighboring 
regions by flow of current in a local circuit dotvn the axis cylinder, out through 
the membrane, and back in the extracellular medium ( ~ i ~ u c e  2A). The cable 
theory is still an  important tool in any study where the membrane potential of a 
cell is not uniform at all points (Hodgkin and Rushton, 1946; Jack et  al., 1983; 
Rall, 1989). 

denote the distribution of potentials in a nerveor muscle polarized by weak currents from externally 
applied electrodes. Responses not explained by passive properties were often termed "active" 
responses because they reflected a special membrane "activity," local changes in membrane proper- 
ties. Excitation required active responses. 
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Impressed by the skepticism among leading axonologists about Hermann's 
local-circuit theory of propagation, A.L. Hodgkin began in 1935 to look for 
electrical spread of excitation beyond a region of frog sciatic nerve blocked 
locally by cold. He had already found that an action potential arrested at the cold 
block transiently elevated the excitability of a short stretch of nerve beyond the 
block. He then showed that this hyperexcitability was paralleled by a transient 
depolarization spreading beyond the blocked region (Hodgkin, 1937a.b). The 
depolarization and the lowering of threshold spread with the same time course 
and decayed exponentially with distance in the same way as electrotonic depo- 
larizations produced by externally applied currents. These experiments showed 
that depolarization spreading passively from an excited region of membrane to a 
neighboring unexcited region is the stimulus for propagation. Action potentials 
propagate electrically. 

After the rediscovery of the squid giant axon (Young, 1936), Cole and Curtis 
(1939) turned their Wheatstone bridge to the question of a membrane per- 
meability increase during activity. During the fall and winter when squid were 
not available they refined the method with the slow, propagating action poten- 
tial of the giant alga Nitella (Cole and Curtis, 1938). Despite the vast differences 
between an axon and a plant cell2 and the 1000-fold difference in time scale, the 
electrical results werenearly the same in the two tissues. Each action potential 
was accompanied by a dramatic impedance decrease (Figure 3), which was 
shown in squid axon to be a 40-fold increase in membrane conductance with less 
than a 2% change in membrane capacity. The membrane conductance rose 
transiently from less than 1 mS/cm2 to about 40 mS/cmz. Bernstein's proposal of 
a permeability increase was thus confirmed. However, the prevalent idea of an 
extensive membrane "breakdown" had to be modified. Even at the peak of the 
action potential, the conductance of the active membrane turned out to be less 
than one millionth of that of an equivalent thickness of seawater (as can be 
verified with Equation 1-2). Cole and Curtis (1939) correctly deduced that if 
conductance is "a measure of the ion permeable aspect of the membrane" and 
capacitance, of the "ion impermeable" aspect, then the change on excitation 
must be very "delicate" if it occurs uniformly throughout the membrane or, 
alternatively, if the change is drastic it "must be confined to a very small 
membrane area." 

Cole and Curtis drew additional conclusions on the mechanism of the action 
potential. They observed that the membrane conductance increase begins only 
after the membrane potential has risen many millivolts from the resting poten- 
tial. They argued, from cable theory applied to the temporal and spatial deriva- 
tives of the action potential, that the initial, exponentially rising foot of the action 
potential represents the expected discharging of the membrane by local circuits 
from elsewhere, but that, at the inflection point on the rise, the membrane itself 
suddenly generates its own net inward current. Here, they said, the electromo- 

'Even the ionic basis of the action potentials is different (Gaffey and Mullins, 1958; Kishimoto. 
1965; Lunevsky et at., 1983). 
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3 CONDUCTANCE INCREASE IN EXCITATION 
This classical picture is the first direct demonstration of an ionic per- 
meability increase during the propagated action potential. The time 
course of membrane conductance increase in a squid giant axon is 
measured by the width of the white band photographed from the face 
of an oscilloscope during the action potential (dotted line). The band is 
drawn by the imbalance signal of a high-frequency Wheatstone bridge 
applied across the axon to measure membrane impedance. [From Cole 
and Curtis, 1939.1 

tive force (emf) of the membrane changes, and, they found, the impedance 
decreases exactly in parallel (Cole and Curtis, 1938): 

For these reasons, we shall assume that the membrane resistance and E.M.F. 
are so intimately related that they should be considered as series elements in 
the hypothetical equivalent membrane circuit [as shown in Figure 2C]. These 
two elements may be just different aspects of the same membrane mecha- 
nism. 

Cole and Curtis attempted primarily to describe the membrane as a linear circuit 
element and were cautious in offering any interpretation. Their observations 
and their words boosted the case for Bernstein's membrane theory. 

Just as most features of Bernstein's theory seemed confirmed, another impor- 
tant discrepancy with the idea of membrane breakdown was found. For the first 
time ever, Hodgkin and Huxley (1939, 1945) and Curtis and Cole (1940, 1942) 
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measured the full action potential of an axon with an intracellular micropipette. 
They had expected to observe a transient drop of membrane potential to near 0 
mV as the membrane became transiently permeable to all ions, but instead EM 
overshot zero and reversed sign by tens of millivolts, more than could be 
explained by any artifact (Figure 1). 

The puzzle of the unexpected positive overshoot was interrupted by World 
War 11 and only in 1946 was the correct idea finally considered in Cambridge that 
the membrane might become selectively permeable to Na+ ions. In that case, 
the new membrane electromotive force would be the sodium equilibrium poten- 
tial (near +60 mV; Table 3 in Chapter 1); inward-rushing Na+ ions would carry 
the inward current of the active membrane, depolarizing it from rest to near ENa 
and eventually bringing the next patch of membrane to threshold as well. 
Hodgkin and Katz (1949) tested their sodium hypothesis by replacing a fraction 
of the NaCl in seawater with choline chloride, glucose, or sucrose. In close 
agreement with the theory, the action potential rose less steeply, propagated 
less rapidly, and overshot less in low-Na external solutions (Figure 4). Soon 
experiments using 24Na as a tracer showed that excitation is accompanied by an 
extra Na+ influx of several picomoles per centimeter square per impulse 
(Keynes, 1951). The sodium theory was confirmed. 

Let us summarize the classical viewpoint so far. Entirely electrical arguments 
showed that there is an exceedingly thin cell membrane whose ion permeability 
is low at rest and much higher in activity. At the same moment as the per- 
meability increases, the membrane changes its electromotive force and generates 
an inward current to depolarize the cel l .~~odium ions are the current camer and 
ENa is the electromotive force. The currents generated by the active membrane 
are sufficient to excite neighboring patches of membrane so that propagation, 
like excitation, is an electrical process. For completeness we should also consider 
the ionic basis of the negative resting potential. Before and after Bernstein, 
experiments had shown that added extracellular K+ ions depolarize nerve and 
muscle, as  would be expected for a membrane permeable to K+.  The first 
measurements with intracellular electrodes showed that at high [K],, the mem- 
brane potential followed EK closely, but at the normal, very low [K],, EM was less 
negative than EK (Curtis and Cole, 1942; Hodgkin and Katz, 1949). The deviation 
from EK was correctly interpreted to mean that the resting membrane in axons is 
primarily K-selective but also slightly permeable to some other ions (Goldman, 
1943; Hodgkin and Katz, 1949). 

The voltage clamp measures current directly 
Studies of the action potential established the important concepts of the ionic 
hypothesis. These ideas were proven and given a strong quantitative basis by a 
new type of experimental procedure developed by Marmont (1949), Cole (1949), 
and Hodgkin, Huxley, and Katz (1949, 1952). The method, known as the 
VOLTAGE CLAMP, has been the best biophysical technique for the study of ionic 
channels for over 40 years. To "voltage clamp" means to control the potential 
across the cell membrane. 
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4 Na+-DEPENDENCE OF THE ACTION POTENTIAL 
This is the first experiment to demonstrate that external Na+ ions are 
needed for propagated action potentials. Intracellular potential is re- 
corded with an axial microelectrode inside a squid giant axon. The 
action potential is smaller and rises more slowly in solutions containing 
less than the normal amount of Na*. External bathing solutions are 
Records 1 and 3 in normal sea water; Record 2 in low-sodium solution 
containing 1:2 or 1:l mixtures of sea water with isotonic glucose. An 
assumed 15 mV junction potential has been subtracted from the voltage 
scale. [From Hodgkin and Katz, 1949.1 

In much electrophysiological work, current is applied as a stimulus and the 
ensuing changes in potential are measured. Typically, the applied current flows 
locally across the membrane both as ionic current and as capacity current, and 
also spreads laterally to distant patches of membrane. The voltage clamp re- 
verses the process: The experimenter applies a voltage and measures the cur- 
rent. In addition, simplifying conditions are used to minimize capacity currents 
and the spread of local circuit currents so that the observed current can be a 
direct measure of ionic movements across a known membrane area at a known, 
uniform membrane potential. 

If one wanted only to keep the membrane potential constant, one might 
expect that some kind of ideal battery could be connected across the cell mem- 
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brane. Current would flow from the battery to counter exactly any current 
flowing across the membrane, and the membrane potential would remain con- 
stant. Unfortunately, the circuit has to be a bit more complicated because current 
flow out of the electrodes produces unpredictable local voltage drops at the 
electrode and in the neighboring solutions, and therefore only the electrodes 
and not the membrane would remain at constant potential. Instead, most 
practical voltage clamps measure the potential near the membrane and, often 
through other electrodes, supply whatever current is needed to keep the poten- 
tial constant even when the membrane permeability is changing. As ionic 
permeability changes can be rapid, a feedback amplifier with a good high- 
frequency response is used to readjust the current continually rather than a 
slower &vice-such as the human hand. 

Some simplified arrangements for voltage clamping cell membranes are 
shown in Figure 5. Most comprise an intracellular electrode and follower circuit 
to measure the membrane potential, a feedback amplifier to amplify any differ- 
ence (error signal) between the recorded voltage and the desired value of the 
membrane potential, and a second intracellular electrode for injecting current 
from the output of the feedback amplifier. The circuits are examples of negative 
feedback since the injected current has the sign required to reduce any error 
signal. To eliminate spread of local circuit currents, these methods measure the - 
membrane currents in a patch of membrane with no spatial variation of mem- 
brane potential. In giant axons and giant muscle fibers, spatial uniformity of 
potential, called the SPACE-CLAMP condition, can be achieved by inserting a 
highly conductive axial wire inside the fiber. In other cells, uniformity is 
achieved by using a small membrane area delimited either by the natural 
anatomy of the cell or by gaps, partitions, and barriers applied by the experi- 
menter. Details of classical voltage-clamp methods are found in the original 
literature (Hodgkin et at., 1952; Dodge and Frankenhaeuser, 1958; Deck et al., 
1964; Chandler and Meves, 1965; Nonner, 1969; Adrian et al., 1970a; Connor and 
Stevens, 1971a; Shrager, 1974; Hille and Campbell, 1976; Lee et al., 1980; Be- 
zanilla et al., 1982; Byerly and Hagiwara, 1982). Today, by far the most popular 
methods use the gigaseal patch and whole-cell techniques developed in Got- 
tingen by Erwin Neher and Bert Sakmann (Hamill et al., 1981; Sakmann and 
Neher, 1983; Wonderlin et al., 1990). 

In a standard voltage-clamp experiment, the membrane potential might be 
stepped from a holding value near the resting potential to a depolarized level, 
say -10 mV, for a few milliseconds, and then it is stepped back to the holding 
potential. If the membrane were as simple as the electrical equivalent circuit in 
Figure 2, the.total membrane current would be the sum of two terms: current I ,  
carried by ions crossing the conductive pathway through the membrane and 
current Ic carried by ions moving up to the membrane to charge or discharge its 
electrical capacity. 
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5 VOLTAGE-CLAMP METHODS 
Most methods have two intracellular electrodes, a voltage-recording 
electrode E' and a current-delivering electrode I'. The voltage electrode 
connects to a high impedance follower circuit ( X  1). The output of the 
follower is recorded at E and also compared with the voltage-clamp 
command pulses by a feedback amplifier (FBA). The highly amplified 
difference of these signals is applied as a current (dashed arrows) 
through I ' ,  across the membrane, and to the bath-grounding electrode, 
where it can be recorded (I). In the gap method, the extracellular 
compartment is divided into pools by gaps of Vaseline, sucrose, or air 
and the end pools contain a depolarizing "intracellular" solution. The 
patch-clamp method can study a minute patch of membrane sealed to 
the end of a glass pipette, as explained in Figure 3 of Chapter 4. 

Step potential changes have a distinct advantage for measuring ionic current I ,  
since, except a t  the moment of transition from one level to another, the change 
of membrane potential, dEldt, is zero. Thus  with a step from one potential to 
another, capacity current Ic stops flowing a s  soon a s  the change of membrane 
potential has  been completed and from then on  the recorded current is only. the 
ionic component I , .  Much of what w e  know today about ionic channels comes 
from studies of I,. 
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% ionic current of axons has two major 
components: I,, and I ,  
Figure 6 shows membrane current records measured from a squid giant axon 
cooled to 3.B°C to slow down the membrane permeability changes. The axon is 
voltage clamped with the axial wire method and the membrane potential is 
changed in steps. By convention, outward membrane currents are considered 
mitive and are shown as upward deflections, while inward currents are consid- 
ered negative and are shown as downward deflections. The hyperpolarizing 
voltage step to - 130 mV produces a tiny, steady inward ionic current. This 65- 
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6 VOLTAGE-CLAMP CURRENTS IN SQUID AXON 
An axon is bathed in sea water and voltage-clamped by the axial wire 
method (Figure 5). The membrane potential is held at -65 mV and 
then hyperpolarized in a step to - 130 mV or depolarized in a step to 0 
mV. Outward ionic current is shown as an upward deflection. The 
membrane permeability mechanisms are clearly asymmetrical. Hyper- 
polarization produces only a small inward current, while depolariza- 
tion elicits a larger and biphasic current. T = 3.8"C [Adapted from 
Ilodgkin et al., 1952.1 
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mV hyperpolarization from rest gives an ionic current density of only -30 pAl 
cm2, corresponding to a low resting membrane conductance of 0.46 mS/cm2. A 
brief surge of inwardly directed capacity current occurs in the first 10 ps of the 
hyperpolarization but is too fast to be photographed here. When, on the other 
hand, the axon is depolarized to 0 mV, the currents are quite different. A brief, 
outward capacity current (not seen) is followed by a small outward ionic current 
that reverses quickly to give a large inward current, only to reverse again, giving 
way to a large maintained outward ionic current. The ionic permeability of the 
membrane must be changed in a dramatic manner by the step depolarization. 
The transient inward and sustained outward ionic currents produced are large 
enough to account for the rapid rate of rise and fall of the action potential that 
this membrane can generate. 

The voltage clamp offered for the first time a quantitative measure of the 
ionic currents flowing across an excitable membrane. Hodgkin and Huxley set 
out to determine which ions carry the current and how the underlying mem- 
brane permeability mechanisms work. As this was new ground, they had to 
formulate new approaches. First, they reasoned that each ion seemed to move 
passively down its electrochemical gradient, so basic thermodynamic arguments 
could be used to predict whether the net movement of an ion would be inward 
or outward at a given membrane potential. For example, currents carried by 
Na + ions should be inward at potentials negative to the equilibrium potential, 
ENa, and outward at potentials positive to ENa. If the membrane were clamped to 
EN,, Na+ ions should make no contribution to the observed membrane current, 
and if the current reverses sign around EN=, it is probably carried by Na+ ions. 
The same argument could be applied to K + ,  Ca2+, CI-, and so on. Second, ions 
could be added to or removed from the external solutions. (Ten years later 
practical methods were found for changing the internal ions as well: Baker et a]., 
1962; Oikawa eta]., 1961.) In the extreme, if a permeant ion were totally replaced 
by an impermeant ion, one component of current would be abolished. Hodgkin 
and Huxley (1952a) also formulated a quantitative relation, called the INDEPEN- 

DENCE RELATION, to predict how current would change as the concentration of 
permeant ions was varied. The independence relation was a test for the inde- 
pendent movement of individual ions, derived from the assumption that the 
probability that a given ion crosses the membrane does not depend on the 
presence of other ions (Chapters 13 and 14). 

Using these approaches, Hodgkin and Huxley (1952a) identified two major 
components, INa and lK, in the ionic curren!. As Figure 7 shows, the early 
transient currents reverse their sign from inward to outward at around +60 mV 
as would be expected if they are carried by Na+ ions. The Late currents, 
however, are outward at all test potentials, as would be expected for a current 
carried by K+ ions with a reversal potential more negative than -60 mV. The 
identification of IN, was then confirmed by replacing most of the NaCl of the 
external medium by choline chloride (Figure 8). The early inward transient 
current seen in the control ("100% Na") disappears in low Na ("10% Na"), while 
the late outward current remains. Subtracting the low-Na record from the 
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7 FAMILY OF VOLTAGE-CLAMP CURRENTS 
A squid giant axon membrane is stepped under voltage clamp from a 
holding potential of -M) mV to test pulse potentials ranging in 20-mV 
steps from -40 mV to + 100 mV. Successive current traces on the 
oscilloscope screen have been superimposed photographically. The 
time course and direction of ionic currents varies with the potential of 
the test pulse. T = 6.6"C. [From Armstrong, 1969.1 

control record reconstructs the transient time course of the sodium current, lNa, 
shown below. Although Hodgkin and Huxley did not attempt to alter the 
internal or external K +  concentrations, subsequent investigators have done so 
many times, and confirm the identification of the late current with IK. Thus the 
trace, recorded in low-Na solutions, is almost entirely IK.  Hodgkin and Huxley 
also recognized a minor component of current, dubbed LEAKAGE CURRENT, IL. It 
was a small, relatively voltage-independent background conductance of unde- 
termined ionic basis. 

The properties of INa and I K  are frequently summarized in terms of current- 
voltage relations. Figure 9 shows the peak IN= and the late I K  plotted as a 
function of the voltage-clamp potential. A resemblance to the hypothetical I-E 
relations considered earlier in Figure 6 of Chapter 1 is striking. Indeed, the 
interpretation used there applies here as well. Using a terminology developed 
only some years after Hodgkin and Huxley's work, we would say that the axon 
membrane has two major types of ionic channels: Na channels with a positive 
reversal potential, ENa, and K channels with a negative reversal potential, E K .  
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8 SEPARATION OF Na AND K CURRENTS 
An illustration of the classical ionic substitution method for analyzing 
the ionic basis of voltage-clamp currents. Ionic currents are measured in 
a squid axon membrane stepped from a holding potential of -65 mV to 
-9 mV. The component carried by Na+ ions is dissected out by 
substituting imperrneant choline ions for most of the external sodium. 
(A) Axon in seawater, showing inward and outward ioniccunents. (B) 
Axon in low-sodium solution with 90% of the NaCl substituted by 
choline chloride, showing only outward ionic current. (C) Algebraic 
difference between experimental records A and B, showing the tran- 
sient inward component of current due to the inward movement of 
external Nat ions. T = 8.SoC. [From Hodgkin, 1958; adapted from 
Hodgkin and Huxley, 1952d.I 

Both channels are largely closed at  rest and they open with-depolarization at 
different rates. We now consider the experimental evidence for this picture. 

Ionic conductances describe the permeability changes 
Having separated the currents into components INa and IK, Hodgkin and Hux- 
ley's next step was to find an appropriate quantitative measure of the membrane 
ionic permeabilities. In Chapter 1 we used'ranductance as a measure of how 
many pores are open. This is, however, not a fundamental law of nature, so its 
appropriateness is an experimental question. The experiment must determine if 
the relation between ionic current and the membrane potential at constant 
permeability is linear, as Ohm's law implies. 

To study this question, Hodgkin and Huxley (1952b) measured what they 
called the "instantaneous current-voltage relation" by first depolarizing the 
axon long enough to raise the permeability, then stepping the voltage to other 
levels to measure the current within 10 to 30 FS after the step, before further 
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9 CURRENT-VOLTAGE RELATIONS OF SQUID AXON 
The axon membrane potentla1 IS stepped under voltage clamp from the 
negative holding potentla1 (E,,) to varlous test potent~als as In F~gure 7. 
Peak translent sodlum current (triangles) and steady-state potasslum 
current (circles) from each trace are plotted agalnst the test potentla1 
The curvature of the two I-E relat~ons between -50 to - 20 mV reflects 
the voltagedependent openlng of Na and K channels a5 1s explaned In 
Figure 6 of Chapter 1. [From Cole and Moore, 1960 1 

ment was done at a time when Na 
hen K permeability was h ~ g h .  Both gave 
relat~ons as in Ohm's law. Therefore, 

c conductances det~ned by 

IN= 
gNa = 

E -  EN^ (2-2) 

IK 
8 K  =- (2-3) 

In the newer terminology we would say 
open Na channel or K channel was found 
therefore useful measures of how many 

eh are open. However, the linearity is actually only approximate and 
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10 EQUIVALENT CIRCUIT OF AXON MEMBRANE 
Hodgkin and Huxley described the axon membrane as an electrical 
circuit with four parallel branches. The capacitative branch represents 
the thin dielectric properties of the membrane. The three conductive 
branches represent sodium, potassium, and leak conductances with 
their different electromotive forces. The resistors with arrows through 
them denote time- and voltage-varying conductances arising from the 
opening and closing of ionic channels. [From Hodgkin and Huxley, 
1952d.l 

holds neither under all ionic conditions nor in Na and K channels of all organ- 
isms. As we show in Chapters 4 and 13, factors such as asymmetry of ionic 
concentrations and asymmetry of channels can contribute to nonlinear I-E 
relations in open channels. 

Changes in the conductances g ~ ,  and gK during a voltage-clamp step are now 
readily calculated by applying Equations 2-2 and 2-3 to the separated currents. 
Like the currents, gNa and gK are voltage and time dependent (Figure 11). Both 
gNa and gK are low at rest. During a step depolarization, gNa rises rapidly with a 
short delay, reaches a peak, and falls again to a low value: fast "activation" and 
slow "inactivation." If the membrane potential is returned to rest during the 
period of high conductance, gN, falls exponentially and very rapidly (dashed 
lines). Potassium conductance activates almost 10 times more slowly than g ~ ~ ,  
reaching a steady level without inactivation during the 10-ms depolarization. 
When the potential is returned to rest, gK falls exponentially and relatively 
slowly. 

The same calculation, applied to a whole family of voltage-clamp records at 
different potentials, gives the time courses of gN, and gK shown in Figure 12. 
Two new features are evident. The larger the depolarization, the larger and 
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11 IONIC CONDUCTANCE CHANGES IN SQUID AXON 
Time courses of sodium and potassium conductance changes during a 
depolarizing voltage step to - 9 mV. Conductances calculated by Equa- 
tions 2-2 and 2-3 from the separated current traces in Figure 8. Dashed 
lines show how y,, decreases rapidly to resting levels if the membrane 
is repolarized to -65 mV at 0.63 ms, when yN4 is high, and how xI; 
decreases more slowly if  the membrane is repolarized at 6.3  ms, when 
xK is high. T = 8.5'C. [From Hodgkin, 1958; adapted irom Hodgkin 
and Huxley, 1952a,b,d.] 

faster are the changes of g,qa and gK, but for very large depolarizations both 
conductances reach a maximal value. A saturation at high depolarizations is 
even more evident in Figure 13, which shows on semilogarithmic scales the 
voltage dependence of peak gN, and steady-state gK. In squid giant axons the 
peak values of the ionic conductances are 20 to 50 mS/cm2, like the peak 
membrane conductance found by Cole and Curtis (1939) during the action 
potential. The limiting conductances differ markedly from one excitable cell to 
another, but even after another 40 years of research no one has succeeded in 
finding electrical, chemical, or pharmacological treatments that make gNa or gK 
rise much above the peak values found in simple, large depolarizations. Hence 
the observed limits may represent a nearly maximal activation of the available 
ionic channels. 

Two kinetic processes control g,, 
The sodium permeability of the axon membrane rises rapidly and then decays 
during a step depolarization (Figures 11 and 12). Hodgkin and Huxley (1952b.c) 
said that activates and then inactivates. In newer terminology we would say 
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12 CONDUCTANCE CHANGES AT MANY VOLTAGES 

Time courses of gNa (A) and gK (B) during depolarizing steps to the 
indicated voltages. Circles are the ionic conductances measured in a 
squid giant axon at 6.3'C. Smooth curves are the conductance changes 
calculated from the tlodgkin-Huxley model. [From Hodgkin, 1958; 
adapted from Hodgkin and Huxley, 1952d.1 

that Na channels activate and then inactivate. Many major research papers have 
been devoted to untangling the distinguishable, yet tantalizingly intertwined, 
processes of activation and inactivation. - 

In the Hodgkin-Huxley analysis, ACTIVATION is the rapid process that opens 
Na channels during a depolarization. A quick reversal of activation during a 
repolarization accounts for the rapid closing of channels after a brief depolariz- 
ing pulse is terminated (dashed line in Figure 11). The very steep voltage 
dependence of the peak g~~ (Figure 13) arises from a correspondingly steep 
voltage dependence of activation. According to the Hodgkin-Huxley view, if 
there were no inactivation process, g ~ ,  would increase to a new steady level in a 
fraction of a millisecond with any voltage step in the depolarizing direction, and 
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Test pulse potentla1 ( m V )  

13 VOLTAGE DEPENDENCE OF IONIC CONDUCTANCES 
Peak g ~ ,  (A) and steady-state g~ (8) are measured during depolarizing 
voltage steps under voltage clamp. Symbols are measurements from 
several squid giant axons, normalized to 1.0 at large depolarizations, 
and plotted on a logarithmic scale aginst the potential of the test pulse. 
Dashed lines show limiting equivalent voltage sensitivities of 3.9 mV 
per e-fold increase of g ~ ,  and 4.8 mV per e-fold increase of g~ for small 
depolorizations. [Adapted from Hodgkin and Huxley, 1952a.j 

would decrease to a new steady level, again in a fraction of a millisecond, with 
any step in the hyperpolarizing direction. Without inactivation, such rapid 
opening and dosing of channels could be repeated as often as desired. As we 
shall see later, Na channels do behave exactly this way if they are modified by 
certain chemical treatments or natural toxins (Chapter 17). 

INACTIVATION is a slower process that closes Na channels during a depolar- 
ization. Once Na channels have been inactivated, the membrane must be re- 
polarized or hyperpolarized, often for many milliseconds, to remove the inac- 
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tivation. Inactivated channels cannot be activated to the conducting state until 
their inactivation is removed. The inactivation process overrides the tendency of 
the activation process to open channels. Thus inactivation is distinguished from 
activation in its kinetics, which are slower, and in its effect, which is to close 
rather than to open during a depolarization. Inactivation of Na channels ac- 
counts for the loss of excitability that occurs if the resting potential of a cell falls 
by as little a s  10 or  15 mV-for example, when there is an elevated extracellular 
concentration of K +  ions, or  after prolonged anoxia or  metabolic block. . 

Figure 14 shows a typical experiment to measure the steady-state voltage 
dependence of Na inactivation. This is an  example of a two-pulse voltage-clamp 
protocol, illustrated with a frog myelinated nerve fiber. The first 50-ms voltage 
step, the variable rae13uLse or CoNnlTloNlNC I'UI.SE, is intended to be long 
enough to permit the inactivation process to reach its steady-state level at the 
prepulse potential. The second voltage step to a fixed level, the TEST I~ULSE, 

elicits the usual transient lNa whose relative amplitude is used to determine what 
traction of the channels were not inactivated by the preceding prepulse. The 
experiment consists of different trials with different prepulse potentials. After a 

(A) Na CUIIREN'I' (U) ANALYSIS 

Node of Ranvier 2Z°C 

- 3 

- 2 

0.5 nis 

14 INACTIVATION OF SODIUM CURRENT 

A voltage-clamp experiment to measure the steady-state voltage depen- 
dence of inactivation. A node df Ranvier of frog myelinated nerve fiber 
is bathcd in frog Ringer's solution and voltage-clamped by the Vaseline 
gap method (Figure 5). (A) Sodium currents elicited by test pulses to 
-10 mV after 50 ms prepulses to three different levels (E,,). IN, is 
decreased by a depolarizing prepulses. (B) Symbols plot the relative 
peak size of IN, versus the potential of the prepulse, forming the 
"steady-state inactivation curve" or the "11, curve" of the HH model. 
Bell-shaped T,, curve shows the voltage dependence of the exponential 
time constant of development or recovery from inactivation measured 
as in Figure 15. T = 22°C. [From Dodge, 1961, copyright by the 
American Association for the Advancement of Science.] 
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hyperpolarizing prepulse, I N a  becomes larger than at rest, and after a depolariz- 
ing prepulse, smaller. As the experiment shows, even at rest (-  75 mV in this 
axon), there is about 30% inactivation, and the voltage dependence is relatively 
steep, so  that a 20-mV depolarization from rest will inactivate Na channels 
almost completely, and a 20-mV hyperpolarization will remove almost all of the 
resting inactivation. 

Two-pulse experiments are a valuable tool for probing the kinetics of gating 
in channels. A different style of two-pulse experiment, shown in Figure 15, can 
be used to determine the rate of recovery from inactivation. Here a pair of 
identical depolarizing pulses separated by a variable time, t ,  elicits Na currents. 
The first control pulse elicits a large INa appropriate for a rested axon. The pulse 
is long enough to inactivate Na channels completely. Then the membrane is 
repolarized to the holding potential for a few milliseconds to initiate the removal 
of inactivation and finally tested with the second test pulse to see how far the 
recovery has proceeded after different times. As the interval between pulses is 
lengthened, the test I,, gradually recovers toward the control size. The recovery 
is approximately described by an exponential function 11 - exp (ttr,,)], where 7h 

is called the TIME CONSTANT for Na inactivation (and has a value close to 5 ms in 
this experiment). When this experiment is repeated with other recovery poten- 
tials, the time constant T,, is found to be quite voltage dependent, with a 
maximum near the normal resting potential. The voltage dependence of T,, is 
shown as a smooth curve in Figure 14. 

The Hodgkin-Huxley model describes 
permeability changes 
Hodgkin and Huxley's goal was to account for ionic fluxes and permeability 
changes of the excitable membrane in terms of molecular mechanisms. After an 
intensive consideration of different mechanisms, they reluctantly concluded that 
still more needed to be known before a unique mechanism could be proven. 
Indeed, this conclusion is unfortunately still valid. They determined instead to 
develop an empirical kinetic description that would be simple enough to make 
practical calculations of electrical responses, yet sufficiently good as to predict 
correctly the major features of excitability such as the action potential shape and 
conduction velocity. In this goal they succeeded admirably. Their model not 
only comprises mathematical equations but also suggests major features of the 
gating mechanisms. Their ideas have been a strong stimulus for all subsequent 
work. We will call their model (Hodgkin and Huxley, 19526) the H I {  MODEL. 

Although we now know of many specific imperfections, it is essential to review 
the HH model at length in order to understand most subsequent work on 
voltage-sensitive channels. 

The HH model has separate equations for g~~ and g ~ .  In each case there is an 
upper limit to the possible conductance, so g~~ and gic are expressed as maxi- 
mum conductances gNa and gK multiplied by coefficients representing the frac- 
tion of the maximum conductances actually expressed. The multiplying coeffi- 
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(A) TWO-PULSE EXPERIMENT 

(B) RECOVERY CURVE 

Recovery interval (ms) 

15 RECOVERY FROM SODIUM INACTIVATION 

A two-pulse experiment measuring the time course of recovery from 
sodium inactivation in a frog node of Ranvier. (A) The first pulse to 
-15 mV activates and inactivates Na channels. During the interpulse 
interval some channels recover from inactivation. The second pulse 
determines what fraction have fecovered in that time. Dotted lines 
show the estimated contribution of potassium and leak currents to the 
total current. (B) Relative peak I,, recovers with an approximately 
exponential time course (T,, = 4.6 ms) during the interpulse interval at 
-75 mV. T = 19°C. [From Dodge, 1963.) 

cients are numbers varying between zero and 1. All the kinetic properties of the 
model enter a s  time dependence of the multiplying coefficients. In the model the 
conductance changes depend only on  voltage and time and  not on the concen- 
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trations of Na+ or K+ ions or on the direction or magnitude of current flow. All 
experiments show that g~~ and g~ change gradually with time with no large 
jumps, even when the voltage is stepped to a new level, so the multiplying 
coefficients must be continuous functions in time. 

The time dependence of gK is easiest to describe. On depolarization the 
increase of g, follows an S-shaped time course, whereas on repolarization the 
decrease is exponential (Figures 11 and 12). As Hodgkin and Huxley noted, such 
kinetics would be obtained if the opening of a K channel were controlled by 
several independent membrane-bound "particles." Suppose that there are four 
identical particles, each with a probability n of being in the correct position to set 
up an open channel. The probability that all four particles are correctly placed is 
n4. Because opening of K channels depends on membrane potential, the hypo- 
thetical particles are assumed to bear an electrical charge which makes their 
distribution in the membrane voltage dependent. Suppose further that each 
particle moves between its permissive and nonpemissive position with first- 
order kinetics so that when the membrane potential is changed, the distribution 
of particles described by the probability n relaxes exponentially toward a new 
value. Figure 16 shows that if TI rises exponentially from zero, tt4 rises along an 
Sshaped curve, imitating the delayed increase of yK on depolariwtion; and if tr 

falls exponentially to zexo, rr4also falls exponentially, imitating the decrease of yK 
on repolarization. 

To put this in mathematical form, IK is represented in the HH model by 

and the voltage- and time-dependent changes of n are given by a first-order 
reaction 

where the gating particles make transitions between the permissive and nonper- 
missive forms with voltage-dependent rate constants a,, and P,,. If the initial 
value of the probability n is known, subsequent values can be calculated by 
solving the simple differential equation 

An alternative to using rate constants, a,, and P,,, is to use the voltage- 
dependent time constant T,, and steady-state value t~,, which are defined by 
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16 TIME COURSE OF HH-MODEL PARAMETERS 

A purely hypothetical example representing a depolarizing step fol- 
lowed by a repolarization. The time constants T,,,, T,, and T,, are as- 
sumed to be in the ratio 1:5:4 and the duration of the depolarization (to 
the middle vertical line) is assumed to be 47,,. Unlike a real case, the 
time constants are taken to be the same at both potentials. Curves for n 
and III on left and h on the right are 1 - exp(- tlt), i.e., an exponential 
rise toward a value of 1.0. Curves for n and 111 on the right and h on the 
left are exp(- tlr), i.e., an exponential fall toward a value of zero. Other 
curves are the indicated powers and products of m, n, and h, showing 
how 11' and n1~11 imitate the time course of g~ and gNa in the HH model. 
[From Hille, 1977c.j 

Curves showing the voltage dependence of r, and n, for a squid giant axon a t  
6.3"C are shown in Figure 17. At very negative potentials (e.g., -75 mV) n, is 
small, meaning that K channels would tend to close. At positive potentials (e.g., 
+50 mV) 1 1 ,  is nearly 1, meaning that channels tend to open. The changes of n 
with time can be calculated by solving the differential equation 

dn n, - N - = -  
dt 

(2-9) 
rn 

This is just Equation 2-6 written in a different form. According to the r, curve of 
Figure 17, the parameter n relaxes slowly to new values a t  -75 mV and much 
more rapidly a t  +50 mV. 

The HH model uses a similar formalism to describe INa, with four hypotheti- 
cal gating particles making independent first-order transitions between permis- . 
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Membrane potential (mV) 

17 VOLTAGE-DEPENDENT PARAMETERS OF HH MODEL 
Time constants T,,,, T,,, and T,, and stcady-state values nl,, h,, and 11, 

calculated from the empirical equations of the Hodgkin-Huxley model 
for squid giant axon membrane at 6.3"'. Depolarizations increase rn, 
and n, and decrease h,. The time constants of relaxation are maximal 
near the resting potential and become shorter on either side. (From 
Hille, 1970.1 

sive and nonpermissive positions to control the channel. However, because 
there are two opposing gating processes, activation and inactivation, there have 
to be two kinds of gating particles. Hodgkin and Huxley called them tn and h.  
Three m particles control activation and one h particle, inactivation. Therefore, 
the probability that they are all in the permissive position is m3h, and INa is 
represented by 

Figure 16 illustrates how the changes of m3h imitate the time course of gN, 
during and after a depolarizing testpulse. At rest m is low and h is high. During 
the depolarization rn rises rapidly and h falls slowly. Taking the cube of rn sets up  
a small delay in the rise, and multiplying by the slowly falling h makes m3h 
eventually fall to a low value again. After the depolarization, rn recovers rapidly 
and h slowly to the original values. As for the n parameter of K channels, rn and h 
are assumed to undergo first-order transitions between permissive and nonper- 
missive forms: 

"111 
"1 - m (2-11) 

@I,, 

with rates satisfying the differential equations 
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where 

m, - m 
= a,, (1 - m) - pmm = - 

dl Tm 

dh h, - h - = a,, (1 - h) - pbh = - 
lit Th 

When the membrane potential is stepped to a new value and held there, the 
equations predict that h, m, and n relax exponentially to their new values. For 
example, 

where nlo is the value of m at t = 0. 
The HH model treats activation and inactivation as entirely independent of 

each other. Both depend on membrane potential; either can prevent a channel 
from being open; but one does not know what the other is doing. Figure 17 
summarizes experimental values of m,, T,,, h,, and rh for squid giant axons at 
6.3"C. Within the assumptions of the model, these values give an excellent 
description (Figure 12, smooth curves) of the conductance changes measured 
unde; voltage clamp. 

Recall that h is the probability that a Na channel is not inactivated. The 
experiments in Figures 14 and 15, which measured the steady-state voltage 
dependence and the rate of recovery from Na inactivation in a frog axon, are 
therefore also experiments to measure h, and T,, as defined by the HH model. 
Comparing Figure 14 with Figure 17 shows strong similarities in gating proper- 
ties between axons of squid and frog. 

To summarize, the HH model for the squid giant axon describes ionic current 
across the membrane in terms of three components. 

where gL is a fixed background leakage conductance. All of the electrical excit- 
ability of the membrane is embodied in the time and voltage dependence of the 
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three coefficients h, m, and n.  These coefficients vary so as to imitate the 
membrane permeability changes measured in voltage clamp experiments. 

One difference between Figures 14 and 17 is the temperature of the experi- 
ments. Warming an axon by 10°C speeds the rates of gating two- to fourfold 
(QI0 = 2 to 4; Hodgkin et al., 1952; Frankenhaeuser and Moore, 1963; Beam and 
Donaldson, 1983). As we know now, gating involves conformational changes of 
channel proteins, and the rates of these conformational changes are temperature 
sensitive. Therefore, we should try to state the temperature whenever we give a 
rate. Unlike gating, the conductance of an open channel can be relatively 
temperature insensitive with a Qlo of only 1.2 to 1.5, which is like that for 
aqueous diffusion of ions. 

The Hod kin-Huxley model predicts action 
potentia B s 
The physiological motivation for Hodgkin and Huxley's quantitative analysis of 
voltage-clamp currents was to explain the classical phenomena of electrical 
excitability. Therefore, they concluded their work with calculations, done on a 
hand calculator, of membrane potential changes predicted by their equations. 
They demonstrated theconsiderable power of the model to predict appropriate 
subthreshold responses, a sharp threshold for firing, propagated action poten- 
tials, ionic fluxes, membrane impedance changes, and other axonal properties. 

Figure 18 shows a more recent calculation of an action potential propagating 
away from an intracellular stimulating electrode. The time course of the mem- 
brane potential changes is calculated entirely from Equation 2-1, the cable 
equation for a cylinder, and the HH model with no adjustable constants. Recall 
that the model was developed from experiments under voltage-clamp and 
space-clamp conditions. Since the calculations involve neither voltage clamp nor 
space clamp, they are a sensitive test of the predictive value of the model. In this 
example, solved with a digital computer, a stimulus current is applied at x = 0 
for 200 ps and the time course of the predicted voltage changes is drawn for x = 
0 and for x = 1, 2, and 3 cm down the "axon." The membrane depolarizes to 
-35 mV during the stimulus and then begins to repolarize. However, the 
depolarization soon increases the Na permeability and Na + ions rush in, initiat- 
ing a regenerative spread of excitation down the model axon. All of these 
features imitate excellently the respohses of a real axon. Figure 19 shows the 
calculated time course of the opening of Na and K channels during the propa- 
gated action potential. After local circuit currents begin to depolarize the mem- 
brane, Na channels activate rapidly and the depolarization becomes regenera- 
tive, but even before the peak of the action potential, inactivation takes over and 
the Na permeability falls. In the meantime the strong depolarization slowly 
activates K channels, which, together with leak channels, produce the outward 
current needed to repolarize the membrane. The time course of repolarization 
depends on the rate of Na channel inactivation and the rate of K channel 
activation, for if either is slowed in the model, the action potential is prolonged. 
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18 CALCULATED PROPAGATING ACTION POTENTIAL 
Computer-calculated responses of a simulated axon of 476 prn diameter 
and 35.4 R . cm axoplasmic resistivity assumed to have a membrane 
described by the HH model adjusted to 18.5"C. In the simulation a 
stimulus current is applied at x = 0 for 200 ps. It depolarizes the 
membrane locally but not as far away as x = 1 cm. However, the 
stimulus is above threshold for excitation of an action potential, which 
appears successively at x = 0, 1, 2, and 3 crn, propagating at a calcu- 
lated steady velocity of 18.7 mls. [From Cooley and Dodge, 1966.1 

For a brief period after the action potential the model membrane remains 
refractory to restimulation as Na channels recover from their inactivation and K 
channels close. 

Hundreds of papers have now been written with calculations for new stimu- 
li, for new geometries of axonal tapering, branching, and so on, and even for 
nerve networks using the HH model. These studies contribute to our under- 
standing of the physiology of nerve axons and of the nervous system. However, 
as they usually elucidate membrane responses rather than mechanisms of ionic 
channels, we shall not discuss them in this book. Readers interested in these 
questions can consult the literature and reviews (Cooley and Dodge, 1966; 
Hodgkin and Huxley, 1952a; Jack et al., 1983; Khodorov, 1974; Khodorov and 
Timin, 1975; Koch and Segev, 1989; Noble, 1966). 

The success of the HH model is a triumph of the classical biophysical method 
in answering a fundamental biological question. Sodium and potassium ion 
fluxes account for excitation and conduction in the squid giant axon. Voltage- 
dependent permeability mechanisms and ionic gradients suffice to explain elec- 
trical excitability. The membrane hypothesis is correct. A new era began in 
which an ionic basis was sought for every elethical response of every cell. 
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19 CHANNEL OPENINGS AND LOCAL CIRCUITS 
Events during the propagated action potential. These diagrams de- 
scribe the time course of events at one point in an axon, but since the 
action potential is a wave moving at uniform velocity, the diagrams 
may equally well be thought of as an instantaneous "snapshot" of the 
spatial extent of an action potential. Hence both time and distance axes 
are given below. (A) Action potential and underlying opening of Na 
and K channels calculated from the HH model at 18.5°C. (B) Diagram of 
the local circuit current flows associated w~th  propagation; inward 
current at the excited region spreads forward inside the axon to bring 
unexcited regions above firing threshold. The diameter of the axon IS 

greatly exaggerated in the drawing and should be only 0.5 mm. [Adapt- 
ed from Hodgkin and Huxley, 1952d.j 

Do models have mechanistic implications? 
The HH model certainly demonstrates the importance of Na and K permeability 
changes for excitability and describes their time course in detail. But does it say 
how they work? In one extreme view, the model is mere curve fitting of arbitrary 
equations to summarize experimental observations. Then it could say nothing 
about molecular mechanism. According to a view at the opposite extreme, the 
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model demonstrates that there are certain numbers of independent h, In, and 11 
particles moving in the electric field of the membrane and controlling indepen- 
dent Na and K permeabilities. In addition, there are intermediate views. How 
does one decide? 

The scientific method says to reject hypotheses when they are contradicted, 
but it does not offer a clear prescription of when propositions are to be promoted 
from the status of hypothesis to one of general acceptance. Claude Bernard 
(1865) insisted that experimentalists maintain constant philosophic doubt, ques- 
tioning all assumptions and regarding theories as partial and provisional truths 
whose only certainty is that they are literally false and will be changed. He 
cautioned against giving greater weight to theories than to the original observa- 
tions. Yet theory and hypothesis are essential as  guides to new experiments and 
eventually may be supported by so many observations that their contradiction in 
the future is hardly conceivable. Certainly, by that time, the theory should be 
regarded as established and should be used as  a touchstone in pursuing other 
hypotheses. At some point, for example, Watson and Crick's bold hypothesis of 
the DNA double helix and its role in genetics became fundamental fact rather 
than mere speculation. Some of the challenge of science then lies in the art of 
choosing a strong, yet incompletely tested framework for thinking. The sooner 
one can recognize "correct" hypotheses and reject false ones, the faster the field 
can be advanced into new territory. However, the benefits must be balanced 
against the risks of undue speed: superficiality, weak science, and frank error. 

Consider then whether the HH model could be regarded as "true." In their 
extensive experience with kinetic modeling of chemical reactions, chemical 
kineticists have come to the general conclusion that fitting of models can dis- 
prove a suggested mechanism but cannot prove one. There always are other 
models that fit. These models may be more complicated, but the products of 
biological evolution are not required to seem simplest to the human mind or to 
make "optimal" use of physical laws and materials. Kineticists usually require 
other direct evidence of postulated steps before a mechanism is accepted. 
Therefore, the strictly kinetic aspects of the HH model, such as control by a 
certain number of independent h, rn, and n particles making first-order transi- 
tions between two positions, cannot be proven by curve fitting. Indeed, Hodg- 
kin and Huxley (1952d) stated that better fits could be obtained by assuming 
more n particles and they explicitly cautioned: "Certain features of our equations 
[are] capable of physical interpretation, but the success of our equations is no 
evidence in favor of the mechanism of permeability change that we tentatively 
had in mind when formulating them." The lesson is easier to accept now that, 
after 40 more years of work, new kinetic phenomena have finally been observed 
that disagree significantly with some specific predictions of their model (Chapter 
18). 

Even if its kinetic details cannot be taken literally, the HH model has impor- 
tant general properties with mechanistic implications that must be included in 
future models. For example, l N a  reverses at E N ,  and lK reverses at E K .  (Even 
these simple statements need to be qualified as  we shall see later.) These 
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properties mean that the ions are moving passively with thermal and electrical 
forces down their electrochemical gradients rather than being driven by meta- 
bolic energy or beirig coupled stoichiometrically to other fluxes. K channels and 
Na channels activate along an S-shaped time course, implying that several 
components, or several steps in series, control the opening event, as is ex- 
pressed in the model by the movement of several rn or n particles. At least one 
more step is required in Na channels to account for inactivation. All communica- 
tion from channel to channel is via the membrane potential, as is expressed in 
the voltage dependence of the a's and p's or 7's and the steady-state values, ,,I,, 

h,, and n,, of the controlling reactions; hence the energy source for gating is the 
electric field and not chemical reactions. Finally, activation depends very steeply 
on membrane potential as is seen in the steep, peakgN,-E curve in Figure 13 and 
expressed in the n,-E and m,-E curves in Figure 17. The implications of steep 
voltage dependence are discussed in the next section. 

Voltage-dependent gates have gating charge 
and gating current 
In order for a process like gating to be controlled and powered by the electric 
field, the field has to do work on the system by moving some charges. Three 
possibilities come quickly to mind: (1) the field moves an important soluble ion 
such as Na +, K +, Ca2+, or CI - across the membrane or up to the membrane, 
and the gates are responding to the accumulation or depletion of this ion; (2) the 
field squeezes the membrane and the gates are responding to this mechanical 
force; and (3) the field moves charged i n d  dipolar components of the channel 
macromolecule or its environment and this rearrangement is, or induces, the 
gating event. Although the first two mechanisms are seriously considered for 
other channels, they seem now to be ruled out for the voltage-gated Na and K 
channels of axons. If their gating were normally driven by a local ionic concen- 
tration change, they would respond sensitively to experimentally imposed con- 
centration changes of the appropriate ion. In modem work, several good meth- 
ods exist to change ions on the extracellular and on the axoplasmic side of the 
membrane. The interesting effects of H +  and divalent ions are described in 
Chapter 15, and the insensitivity to total replacement of Na+ and K +  ions is 
described in Chapter 13. Suffice it to say here, however, that the ionic accumula- 
tion or depletion hypothesis has not explained gating in Na and K channels of 
axons. The second hypothesis runs into difficulty because electrostnction (the 
mechanical squeezing effect) should depend on the magnitude (actually the 
square) of the field but not on the sign. Thus electrostriction and effects depen- 
dent on it would be symmetrical about 0 mV. Gating does not have such a 
symmetry property. More strictly, because the membrane is asymmetrical and 
bears asymmetrical surface charge, the point of symmetry could be somewhat 
offset from 0 mV. 

These arguments leave only a direct action of the field on charges that are 
part of or associated with the channel, a viewpoint that Hodgkin and Huxley 
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(1952d) endorsed with their idea of charged h, m, and n particles moved by the 
field. The relevant charges, acting as a molecular voltmeter, are now often called 
the GATING CHARGE or the VOLTAGE SENSOR. Since opening is favored by depolar- 
ization, the opening event must consist of an inward movement of negative 
gating charge, an outward movement of positive gating charge, or both. Hodg- 
kin and Huxley pointed out that the necessary movement of charged gating 
particles within the membrane should also be detectable in a voltage clamp as a 
small electric current that would precede the ionic currents. At first the term 
"carrier current" was used for the proposed charge movement, but as  we no 
longer think of channels as carriers, the term GATING CURRENT is now universally 
used. Gating current was not actually detected until the 1970s (Schneider and 
Chandler, 1973; Armstrong and Bezaniila, 1973, 1974; Keynes and Rojas, 1974) 
and then quickly became an important tool in studying channels. 

A lower limit for the magnitude of the gating charge can be calculated from 
the steepness of the voltage dependence of gating. We follow Hodgkin and 
Huxley's (1952d) treatment here, using a slightly more modern language. Sup- 
pose that a channel has only two states, closed (C) and open (0). 

(closed) C 0 (open) 

The transition from C to 0 is a conformational change that moves a gating 
charge of valence zX from the inner membrane surface to the outer, across the 
full membrane potential drop E. There will be two terms in the energy change of 
the transition. Let the conformational energy increase upon opening the channel 
in the absence of a membrane potential ( E  = 0) be w. The other term is the more 
interesting voltage-dependent one due to movement of the gating charge zx 
when there is a membrane potential. This electrical energy increase is - z g E ,  
where r is the elementary charge, and the total energy change becomes (w - 
z ~ E ) .  The Boltzmann equation (Equation 1-7) dictates the ratio of open to closed 
channels at equilibrium in terms of the energy change, 

and explicitly gives the voltage dependence of gating in the system. Finally, 
rearranging gives the fraction of open channels: 

0 - -  - 1 
(2-22) 

0 + C 1 + exp [(w '-- 2,eE)lkU 

Figure 20 is a semilogarithmic plot of the predicted fraction of open channels 
for different charge valences z,,. The higher the charge, the steeper the rising 
part of the curve. These curves can be compared with the actual voltage depen- 
dence of peak gNa and g~ in Figure 13. In this simple model the best fit requires 
that z,, = 4.5 forg,. A quick estimate of the charge can be obtained by noting that 
the theoretical curves reach a limiting slope of a n  e-fold (e = 2.72) increase per 
kTlze millivolts at negative potentials. PeakgNa has a limiting slope of e-fold per 4 
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20 BOLTZMANN THEORY FOR VOLTAGE DEPENDENCE 

In this simple, two-state theory of equilibrium voltage dependence, 
channel opening is controlled by the movement of a polyvalent charg- 
ed particle of charge, zx, between positions on opposite sides of the 
membrane. The equilibnum fraction of open channels then must obey 
the Boltzmann equation, Equation 2-22. As the assumed charge is in- 
creased from 2 to 8, the predicted voltage dependence is steeper and 
steeper. The calculations assume w = 0 in the equation, i.e., 50% of the 
channels are open in the absence of a membrane potential. 

mV. Since kTle is about 24 mV (Table 2 in Chapter I), zx is 24/4 = 6. Therefore, 
the gating charge for opening a Na channel is equivalent to six elementary 
charges. 

The model considered is oversimplified in several respects. Charged groups 
on the channel might move only partway through the membrane potential drop. 
In that case more charge would be required to get the same net effect. For 
example, 18 charges would be needed if they could move only a third of the 
way. Second, we have already noted that gating kinetics require more than two 
kinetic states of the channel. Each of the transitions among the states might have 
a partial charge movement. If all states but one are closed, the limiting steepness 
reflects the total charge movement needed to get to the open state from which- 
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ever closed state is most favored by strong hyperpolarizations (Almers, 1978). 
Because of these complications, we will consider the limiting steepness, called 
the LIMITING LOGARITI~MIC POTENTIAL SENslTlvln by Almers (1978), as a measure 
of an equivalent gating charge. This equivalent charge is less than the actual 
number of charges that may move. Some or all of the equivalent charge move- 
ment could even be movements of the hundreds of partial charges, often 
thought of as dipoles, of the polar bonds of the channel. We consider gating 
charge and gating current in more detail in Chapters 8 and 18. 

Note that thermodynamics does not permit channels to have a sharp voltage 
threshold for opening. Every step in gating must follow a Boltzmann equilibri- 
um law, which is a continuous, even if steep, function of voltage. The absence of 
a threshold is suggested empirically by the many voltage-clamp experiments 
that show that a few Na channels are open at rest, and that even depolarization 
by a couple of millivolts increases the probability of opening Na channels in a 
manner well described by the limiting steepness of the Boltzmann equation. 
Nevertheless, for all practical purposes, a healthy axon does show a sharp 
threshold for firing an action potential. This, however, is not a threshold for 
channek opening at all but a threshold for the reversal of net membrane current. 
At any potential there are several types of channel open. A depolarizing stimu- 
lus to the firing threshold opens just enough Na channels to make an inward 
current that exactly counterbalances the sum of the outward currents carried by 
K f ,  CI-, and any other ion in other channels and the local circuit currents 
drawn off by neighboring patches of membrane. The resulting net accumulation 
of positive charge inside makes the upstroke of the action potential. A much 
more sophisticated discussion of threshold may be found in Electric Current Flow 
in Excitnblc Cells by Jack, Noble, and Tsien (1983). The important point to be 
made here is that channels have no threshold for opening. 

Recapitulation of the classical discoveries 
Two of the central concepts for understanding electrical excitation had been 
stated clearly early in this century but remained unsupported for decades. 
Bernstein (1902,1912) had proposed that potentials arise across a membrane that 
is selectively permeable and separates solutions of different ionic concentra- 
tions. He believed that excitation involves a permeability increase. Hermann 
(1872, 1905a,b) had proposed that propagation is an electrical self-stimulation of 
the axon by inward action currents spreadingpassively from an excited region to 
neighboring unexcited regions. Only in the heroic period 1935-1952 were these 
hypotheses shown to be correct. Local circuit currents were shown to depolarize 
and bring resting membrane into action (Hodgkin, 1937a.b). The membrane 
permeability was found to increase dramatically (Cole and Curtis, 1938, 1939). 
The inward ionic current was attributed to a selective permeability increase to 
Na+ ions (Hodgkin and Katz, 1949). Finally, the kinetics of the ionic per- 
meability changes were described with the help of the voltage clamp (Hodgkin 
et al., 1952; Hodgkin and Hwley, 1952a,b,c,d). 
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The voltage clamp revealed two major permeability mechanisms, distin- 
guished by their ionic selectivities and their clearly separable kinetics. One is Na 
selective and the other is K selective. Both have voltage-dependent kinetics. 
Together they account for the action potential. These were the first two ionic 
channels to be recognized and described in detail. 
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Na AND K CHANNELS OF AXONS 

Until the mid-1960s, there were few clues as to how ions actually move across 
the membranes of excitable cells. A variety of mechanisms were considered 
possible. They included permeation in a homogeneous membrane, binding and 
migration along charged sites, passage on carriers, and flow through pores. The 
pathways for different ions could be the same (only one kind of channel) with 
time-varying affinities or pore radii, or they could be different. The pathways for 
different ions could be preformed in specialized molecules or they might just be 
created spontaneously by thermal agitation as defects or vacancies in molecular 
packing. The pathways might be formed by phospholipid or by protein or even 
nucleic acid. Each of these ideas was seriously advanced and rationalized in 
published articles. 

This chapter begins with a diversion into pharmacology because phar- 
macological experiments helped to clarify the concept of ionic channels as 
distinct molecules. Then we formulate a hypothesis about what channels look 
like. Finally we return to biophysical experiments that start to ask if we can 
generalize the ideas gained by studying the squid axon. 

Drugs and toxins help separate currents and identijij 
cliantzels 
Pharmacological experiments with the molecules shown in Figure 1 provided 
the evidence needed to define channels as discrete entities. The magic bullet was 
tetrodotoxin (dubbed 7TX by K.S. Cole), a paralytic poison of some puffer fish 
and of other fishes of the order Tetraodontiformes (Halstead, 1978). In Japan this 
potent toxin had attracted medical attention because puffer fish is prized there as 
a delicacy-with occasional fatal effects. Tetrodotoxin blocks action potential 
conduction in nerve and muscle. Toshio Narahashi brought a sample of l T X  to 
John Moore's laboratory in the United States. Their first voltage-clamp study 
with lobster giant axons revealed that 'ITX blocks I N a  selectively, leaving lK and 
l L  untouched (Narahashi et al., 1964). Only nanomolar concentrations were 
needed. This highly selective block was soon verified in squid giant axons, eel 
electric organ, and frog myelinated axons (Nakamura et al., 1965a.b; Hille 1966, 
1967a. 1968a). For example, Figure 2A shows a typical voltage-clamp experiment 

, with the frog node of Ranvier. The control measurement in normal Ringer's 
shows the transient lNa and delayed outward IK of a healthy axon. Ohmic 
leakage currents, IL, have already been subtracted mathematically by the com- 
puter that recorded and then drew out the family of currents. In the presence of 

59 
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Procaine TE.4 

1 CHEMICAL STRUCTURES OF CHANNEL BLOCKERS 
Tetrodotoxin ( T T X )  and saxitoxin (STX) are paralytic natural toiins 
which are exceptionally specific blockers of Na channels. The local 
anesthetic, procaine, is a synthetic agent used clinically to block Na 
channels. Tetraethylammonium ion (TEA) is a simple quaternary am- 
monium compound used experimentally to block K channels. All of 
these agents act reversibly. 

300 nM 'ITX, the delayed IK is quite unchanged, but no trace of INa remains. The 
drug cleanly separates ionic currents into the same two major components that 
are more laboriously obtained by Hodgkin and Huxley's (1952a) ionic substitu- 

, tion method. 
Around the same time another natural toxin, saxitoxin (STX), was shown to 

have pharmacological properties almost identical to TTX. Like I T X ,  STX is a 
small water-soluble molecule that blocks INa in nanomolar concentrations when 
applied outside the cell. Early voltage-clamp experiments were done with the 

I electric organ of the electric eel (Nakamura et al., 1965b), lobster giant axon 
(Narahashi et al., 1967), and frog node of Ranvier (Hille, 1967b, 1968a). STX is 
one of several related paralytic toxins in marine dinoflagellates of the genus 
Conyaulax and others (Taylor and Seliger, 1979).' In some seasons, the popula- 
tion of microscopic dinoflagellates "blooms," even discoloring the water with 
their reddish color ("red tide"), and filter-feeding shellfish become contami- 
nated with accumulated toxin. The name "saxitoxin" and its alternate, "paralytic 

t 'it has been puzzling that molecules of such complex and unusual structure as STX and TTX 
appear in several evolutionarily distant organisms. For example, I T X  is found in certain Paclfic 
puffer fish, a Californian salamander, a South American frog, an Australian octopus and some 
Japanese platyhelminth, nematode, and nemertean worms. An explanation is that the toxins are 
synthesized by bacteria that may be symbiotic with these various hosts. Indeed STX ofcurs in a 
freshwater cyanobacterium, Aphnniwnrerror~ flus-nq~me, and TI'X in a bacterium, Vibrro alyinolyficrrs. 
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2 SPECIFIC BLOCK OF IONIC CHANNELS 
Pharmacological dissection of IN, and I,. A ntJe of Ranvicr undcr 
voltage clamp is held at -95 mV, hyprrpihrized for 40 111s to - 11-0 
mV, and then drpohrizcd to v.~rious potentials r~nginji t w n ~  -MI to 
+bO mV in 15-mV stcps. Leahgr and capacity Currents are subtracted 
by a computer. ( A )  Normal IN, and IK in Ringer's solution. (B) Same 
node after external addition of 300 nM TTX. Only I, remains. 'I' = 13°C. 
[Adapted from Hille, 1966.1 (C) Control measurements in another 
node. (D) Same node after external addition of 6 mM TEA. Only I,, 
remains. T = 11°C. [Adapted from Hille, 1967a.l 

shellfish poison," remind us that contaminated shellfish, including the Alaskan 
butter clam, Saxidotnus, can be dangerous to eat. Cooking does not destroy the 
toxin, and eating even a single shellfish can be fatal. Fortunately, public health 
authorities monitor the commercial shellfish harvest continually. Many interest- 
ing, early reports on STX and 'ITX are described in Kao's (1966) excellent review. 
Newer work is considered later in this book (Chapter 15). For now, the impor- 
tant result is that STX and 'ITX block lNa selectively, completely, and reversibly 
in axons. 

A third important blocking agent with &ions complementary to those of 
I T X  and STX is the tetraethylammonium ion (TEA). It prolongs the falling phase 
of action potentials by selectively blocking IK but not I N a  The first voltage-clamp 
experiments using TEA were done with ganglion cells of the mollusc Ot~chidiurn 
verrltcuktttutn (Hagiwara and Saito, 1959), the squid giant axon (Tasaki and 
Hagiwara, 1957; Armstrong and Binstock, 1965), and frog nodes of Ranvier 
(Koppenhofer, 1967; Hille, 1967a). Figure 2D shows the block of IK by 6 mM TEA 
applied outside a node of Ranvier. lK is gone and IN, is not changed. The block 
may be quickly reversed by a rinse with Ringer's solution. Again the drug 
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separates INa from I,, giving results equivalent to the ionic substitution method. 
The selectivity and complementarity of the block with TTX or STX on the one 

hand, and with TEA on the other, provided the most important arguments for 
two separate ionic pathways for IN, and 1, in the membrane. No drug blocks 
leakage currents; they must use other ionic pathways. 

By the late 1960s the names "Na channel" and "K channel" began to be used 
consistently for these ionic pathways. These names had already appeared, albeit 
very infrequently, in the earlier literature (Hodgkin and Keynes, 1955a,b, 1957; 
L!ttgau, 1958a, 1961; Katz, 1962; Adrian, 1962; Nakajima et al., 1962; Hodgkin, 
1964; Narahashi et al., 1964; Armstrong and Binstock, 1965; Chandler and 
Meves, 1965; Woodbury, 1965). Indeed, as Chapter 11 describes in detail, the 
words "channel" or "canal" also appear in still older literature, where they 
denote in a generic sense the aqueous space available for diffusion in a pore 
(e.g., Briicke, 1843; Ludwig, 1852; Michaelis, 1925).~ The acceptance of these 
ideas initiated serious thinking about the structure, pharmacology, genetics, 
development, evolution, and so on, of individual ionic channels from a molecu- 
lar viewpoint. Now that we can record from single channels-and even purify 
them chemically, and sequence and modify their genes--there remains no 
question of their molecular individuality. 

As we shall see later, TTX, STX, and TEA are not the only blocking agents for 
Na and K channels. The list of useful blockers for K channels includes the 
inorganic cations Cs+ and Ba2+, and the organic cations 4-aminopyridine, TEA, 
and-many related small molecules with quaternary or protonated nitrogen 
atoms. Particularly valuable clinical blocking agents of Na channels include the 
local anesthetics. Sigmund Freud and Karl Koller introduced cocaine as a local 
anesthetic more than 100 years ago. Since then, pharmaceutical chemists have 
developed a large number of more practical local anesthetic compounds, starting 
with procaine ( ~ i ~ u r e  1). chapter  15 argues that the channel-blocking agents 
TEA, Cs+, Ba2+, and local anesthetics act by physically entering the pore and 
plugging the channel. Chapter 17 discusses another useful class of agents that 
modify the gating of channels, often holding them open for longer than usual. 

Drugs and toxins act at receptors 
A toxin IikeTTX could not alter a physiological function without having molecu- 
lar interactions with one or several tissue components. Pharmacologists call 
these sites of interaction RECEMORS. The power of pharmacology lies in the 
intellectual leap from action to receptor, which stimulates thinking about mole- 
cules and molecular interactions. The receptor is a molecule. 

The simplest approach to receptors supposes that the toxin binds reversibly 
to a single class of sites and that binding of a toxin molecule to one receptor site 
blocks a fixed fraction of the function without influencing the binding of the 

I n  the European languages, except English, no distinction is made between canal and channel, 
and a single word pronounced b n n l  is used, for example. for thc canals of Venice, televisiun 
channels, and ionic channels. 
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other toxin molecules to the other receptors. Like any reversible bimolecular 
reaction, the binding of toxin (T) to receptor (R) could then be characterized by 
an equilibrium dissociation constant Kd (units: moles per liter), defined in terms 
of the forward and backward rate constants of the reaction kl (s-' M-') and 
k L l  (s-I), 

where the brackets denote equilibrium concentrations. At equilibrium the frac- 
tional occupancy y of receptors is a saturation function of [TI sometimes called 
the L A N G ~ I U I K  ADSORPTION ISOTIIERM: 

IT1 ITRl = - - 1 
= [TR] + [R] [TI + Kd 1 + Kd/[T] 

The equations are identical to those for titration of an acid with a base and 
similar to those for the MichaelisMenten theory of enzyme kinetics. Half- 
maximal occupancy occurs when [TI, the concentration of free toxin, is numer- 
ically equal to K,,. We can also write an equation for the fraction of free receptors, 
1-y :  

1 
[TI + Kd 1 + [T]/Kd (3-3) 

These ideas are illustrated by dose-response studies of STX blocking IN. in a frog 
node of Ranvier (Figure 3). Relative amplitudes of fNa at different extracellular 
STX concentrations are plotted as filled circles together with a theoretical curve 

Frog node 

I 

10-9 -. - 10-8 10-7 
Saxitoxin (M) 

3 SAXITOXIN DOSE-RESPONSE RELATIONSHIP 

The relative peak IN& is nieasured in a node of Ranvier under voltage 
clamp while solutions containing different concentrations of added STX 
are placed in the bath. All values arc normalized with respect to drug- 
free Ringer's solution. The solid line is the expected dose-response 
curve if one STX molecule must bind reversibly to a channel with a 
dissociation constant K, = 1.2 n u  STX in order to block the current (see 
Equation 3-3). T = 4°C. [From Hille, I%&.] 
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drawn from Equation 3-3 with K, = 1.2 nM. Such results support the conclusion 
that Na channels are blocked in a one-to-one manner when STX binds to a 
receptor on  the extracellular side of the membrane. When TTX or STX is applied 
to the intracellular side, IN, is not blocked. 

Toxin binding can be used to determine the density of specific toxin receptors 
in the tissue. This would be easy if, when a solution of toxin is applied, all the 
uptake followed Equation 3-2. The toxin concentration could be raised well into 
the saturating range, and the total bound toxin measured at once. Unfor- 
tunately, extra toxin molecules are always taken up  either by weak binding sites 
or simply in the imbibed solution that must occupy the extracellular space of the 
test tissue. Therefore, there are two components to the measured uptake U, a 
saturable component representing binding to specific receptor sites and a linear 
component representing uptake in aqueous spaces of the tissue and "nonsatur- 
able binding." If there are B,,, specific binding sites, the total radioactivity 
taken u p  is 

In practice, the equilibrium uptake is determined at several concentrations of 
toxin so that Equation 3-4 can be fitted to the results, often with one very high 
value of [TI to detem-ine the coefficient a. The useful results of the experiment 
are B,,,, the number of binding sites, and Kt,, the dissociation constant of the 
drug-receptor complex. If the toxin can be made radioactive, then binding can be 
measured with a radiation counter. This has been done with [ 3 H ] I T ~ ,  i 3 ~ ] S T x ,  
and many other molecules. With labeled molecules, it is essential to know how 
much radioactivity is associated with each mole of the toxin (the specific radioac- 
tivity) and to determine how much radioactivity is associated with molecules 
other than the toxin (radiochemical impurities). 

Figure 4 shows a binding experiment with rabbit vagus nerve exposed to 
[3H]STX. As the STX concentration is increased from 2 nM to 85 nM, equilibrium 
uptake (filled circles) rises, first rapidly and then slowly, along a c u ~ e  such as 
that described by Equation 3-4. The addition of 10 FM unlabeled ITX, to saturate 
the STX-TTX receptors, reduces the uptake of [3H]STX (open circles) to low 
values, representing the nonspecific component. subtraction of the nonspecific 
component from the total uptake leaves the saturable binding, which is half 
maximal at Kd = 1.8 nM STX and saturates when 110 nM of STX is bound per 
kilogiam of wet vagus nerve tissue. The vagus was chosen because it contiins 
many small, unmyelinated axons and hence a large surface area of axon 
rnembran+about 6000 cm2 (g wet)-'. Dividing specific binding by membrane 
area yields an average STX-receptor density of 110 sites per square micrometer 
on the axon membranes of the vagus, assuming that all the sites are on axons 
(Ritchie et al., 1976). We now know that the TI'X-STX receptor is a single site on 
the Na channel (Chapters 15 and 16), so thi5,experiment tells us how many Na 
channels there are in the membrane. Surface densities of 100 to 400 channels1 
lrm2 are typical of unmyelinated axons and vertebrate skeletal muscles (Chapter 
12). 
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Saxitoxin concentration ( n ~ )  

4 COUNTING Na CHANNELS WITH SAXITOXIN 
Binding of labeled STX to rabbit vagus nerve (mostly unmyelinated 
fibers) is measured as a function of STX concentration both with (open 
circles) and without (filled circles) an addition of a saturatingamount of 
unlabeled l T X  to block specific binding. Nerves were incubated with 
label for 8 hours. The upper smooth curve is Equation 3-4 fitted to the 
observations. The slope a of the nonspecific binding is defined by the 
measurements in l T X  (lower solid line). The lower dashed line is 
the derived saturable binding and is drawn according to Equation 3-2. 
The fitted number of sites is B,,, = 110 nmoU(kg wet); the dissociation 
constant is K, = 1.8 nM STX. T = 3'C. [From Ritchie et al., 1976.1 

What does a channel look like? 
We are now learning a great deal about the chemical shucture of channels 
because of rapid advances in molecular biology and protein chemistry. Ques- 
tions of structure are considered in detail starting in Chapter 9, but to provide a 
framework for thinking about biophysical studies we have a brief preview here. 

In the 1970s the first membrane proteins were isolated by solubilizing them 
with detergents and purifying them on the basis of their ability to bind specific 
toxins with high affinity. The Na channel was purified this way using 'ITX as the 
specific marker. It turned out to be a large, richly glycosylated protein. Later, 
cDNAs coding for the major subunit of several Na channels were cloned, so we 
know complete amino acid sequences of this protein. The many runs of hydro- 
phobic amino adds show that the peptide chain crosses the membrane at least 20 
times, and the long hydrophilic loops in between show that the channel has 
significant extracellular and intracellular domains too. Nevertheless, as se- 
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quences do not specify 3-dimensional structure, we still rely heavily on bio- 
physical work to suggest structural hypotheses. 

A hypothetical view of a voltage-gated channel is shown in Figure 5. The 
channel is shown as a transmembrane protein sitting in the lipid bilayer of the 
membrane, but anchored to other membrane proteins or to elements of the 
intracellular cytoskeleton. The macromolecule is known to be large, consisting of 
1,800-4,000 amino acids arranged in one or several polypeptide chains with 
some hundreds of sugar residues covalently linked as oligosaccharide chains to 
amino acids on the outer face. When open, the channel forms a water-filled pore 
extending fully across the membrane. The pore is much wider than an ion over 
most of its length and may narrow to atomic dimensions only in a short stretch, 

Lipid 
bilayer 

Extracellular 
side 

Sugar 
residues 

u 
0 1 2 3  

5 WORKING HYPOTHESlS FOR A CHANNEL 
The channel is drawn as a transmembrane macromolecule with a hole 
through the center. The external surface of the molccule is glycosy- 
lated. The functional regons--selectivity filter, gate, and sensor--are 
deduced from voltage-clamp experiments and are only beginning to be 
charted by structural studies. We have yet to learn how they actually 
look. 
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the selectivity filter, where the ionic selectivity is established. Hydrophilic amino 
acids might line the pore wall and hydrophobic amino acids would interface 
with the lipid bilayer. Gating requires a conformational change of the pore that 
moves a gate into and out of a n  occluding position. The probabilities of opening 
and closing are controlled by a sensor. In the case of a voltage-gated channel, the 
sensor has to include many charged groups that move in the membrane electric 
field during gating (Chapter 2). It should be emphasized again that the drawing 
of the pore and gate in Figure 5 is a working hypothesis inspired by functional 
studies. We now need to find more direct structural methods to reveal the 
geometry of channels. 

The molecular nature of channels is also revealed by the unitary current steps 
seen with the patch-clamp recording method. Sample current records for Na 
channels in Figure 6A and K channels in Figure 7A illustrate one of the major 
findings. When a channel opens, the ionic current appears abruptly, and when 
it closes, the current shuts off abruptly. These traces are heavily filtered to allow 
the small channel currents to stand out better above the inevitable background 
noise. This does introduce a rounding of the rise and fall. However, when the 
best available time resolution is used, individual channels appear to pop open 
and closed suddenly without any evidence of gradualness in the transition. At 
the single-channel level, the gating transitions are stochastic; they can be pre- 
dicted only in terms of probabilities. Each trial with the same depolarizing step 
shows a new pattern of openings. Nevertheless, as Hodgkin and Huxley 
showed, gating does follow rules. In Figure 6, brief openings of Na channels are 
induced by repeated depolarizing steps from - 80 mV to - 40 mV. The openings 
appear after a short delay and cluster early in the sweep. When many records 
like this are averaged together, they give a smoother transient time course of 
opening and closing, resembling the classical activation-inactivation sequence 
for macroscopic I,, (Figure 6B). The results with K channels show much longer 
openings beginning later in the depolarization, and again the ensemble average 
is like the macroscopic lK (Figure 7). As we know, the HH model describes the 
time courses neatly in terms of the time- and voltage-dependent parameters ~ n ,  
h,  and 1 1 .  Qualitatively, the HH model predicts brief open times for single Na 
channels and long ones for K channels, in agreement with Figures 6 and 7. 
However, at least for Na channels, the detailed predictions of number of open- 
ings, latency to first opening, and duration of each opening often do not agree 
with the observations (Chapter 18). Therefore we must regard the macroscopic 
model as a convenient empirical description of averaged time courses that may 
contain important mechanistic clues but that does not correctly include all the 
observable details of the underlying molecular steps. This conclusion probably 
extends to all the HH-like models derived solely from macroscopic ionic current 
measurements, whether for Na channels, K channels, or Ca channels. 

Armed with some pharmacology, a molecular picture of ionic channels, and 
a caveat concerning kinetic models, we can now return to the biophysical 
description of various cells. 
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(A) UNITARY Na CURRENTS 

-40 mV 

(B) ENSEMBLE AVERAGE 

Time (ms) 

6 GATING IN SINGLE Na CHANNELS 
Patch-clamp recording of unitary Na currents in a toe muscle of adult 
mouse during a voltage step from -80 to -40 mV. Cell-attached 
recording from a Cs-depolarized fiber. (A )  Ten consecutive trials fil- 
tered at 3-kHz bandwidth. Twochanncl openings are superimposed in 
the f i t  record but not in any of the others. This patch may contain >I0  
Na channels. Dashed line indicates the current level when Na channels 
are closed. (8) The ensemble mean of 352 repeats of the same protocol. 
T = 15°C. [Kindly provided by j.6. Patlak; see Patlak and Ortiz, 1986.1 
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(A) UNITARY K CURRENTS 

(8) ENSEMBLE AVERAGE 

Time (ms) 

7 GATING IN SINGLE K CHANNELS 
Patch-clamp recording of unitary K currents in a squid giant axon 
during voltage steps from -100 to +50 mV. To avoid the overlying 
Schwann cells, the axon was cut open and the patch electrode sealed 
against the cytoplasnric face of the membrane. (A) Nine consecutive 
trials showing channels of 20-pS conductance filtered at 2-kHz band- 
width. (0) Ensemble mean of 40 repeats. T = 20°C. [Kindly provided by 
F. Bezanilla and C.K. Augustine; see Llano et al., 1988.1 
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: nte Hodgkin-Huxley program continires 
The work of Hodgkin and Huxley was so new, so thorough, and so technical 
that other electrophysiologists were unprepared in 1952 to pick up the story and 
extend it. Only after a period of 5 to 10 years were voltage-clamp techniques 
developed in other laboratories as the new biophysics caught on, and eventually 
new questions were asked broadly along two lines. The more mechanistic 
inquiries sought to find out how ionic permeability changes work, ultimately 
aiming at a molecular understanding of excitability. This mechanistic approach, 
a major subject of this book, is considered in earnest starting in Chapter 10. The 
other approach was a more biological one: How are different excitable cells of 
different organisms adapted to their special tasks? Do they all use Na and K 
channels or is there a diversity of mechanisms corresponding to the diversity of 
cell functions or of animal taxa? We begin with such questions here, introducing 
new channels and approaches in the next six chapters as a descriptive back- 
ground for deeper study of mechanism. 

The natural tendency was to assume that all electrically excitable cells are 
similar to the squid giant axon. Where tHeir action potentials had clearly differ- 
ent shapes, as in th_e prolonged plateau of cardiac action potentials, it was 
assumed that small modifications of the time and voltage dependence of the 
kinetic parameters of the Na and K channels might suffice to explain the new 
shape (e.g., Noble, 1966). These assumptions often proved wrong. In fact, other 
excitable membranes have a variety of channels not seen in the squid axon work 
of Hodgkin, Huxley, and Katz. Early on, when, for example, Ca channels were 
first found in crab muscle (Fatt and Cinsborg, 1958) and a new kind of potassium 
channel was found in frog muscle (Katz, 1949), the new channels were common- 
ly regarded as exceptional cases, perhaps restricted in significance. Again this 
assumption proved wrong. These channels and many others are found in any 
animal with a nervous system. To see most of the diversity of channels, it is 
unnecessary to look at different organisms. It suffices to look at the different 
excitable cells of one organism. 

The investigation of different cells continues today. The procedure is to 
repeat the Hodgkin-Huxley program: Develop a voltage clamp for the new cell 
to measure current densities in reasonably isopotential membrane areas; change 
ions and add appropriate inhibitory drugs; separate currents; make a kinetic 
model; predict responses. 

Although the approach is conceptually clear, each new cell presents new 
practical challenges. Few have been clamped as well as the squid giant axon and 
few yield as simple and unambiguous results. Most cells have more channel 
types than Hodgkin and Huxley found in the squid giant axon, and the kinetic 
dissection of the total ionic current is correspondingly mare subtle. The phar- 
macology of the channels may not be the same as in axons. Moreover, ionic 
concentration changes have direct effects on the gating of some channels, rather 
than just affecting the availability of permeant ions. In cells with a high surface- 
to-volume ratio, changing the external ion concentration may also quickly cause 
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a change in internal ion concentrations. Some channels serve their functions on 
membrane infoldings or buried in clefts where neither the external potential nor 
the external ionic concentrations stay constant during the flow of ionic current. 
Such important practical considerations require biophysical ingenuity to circum- 
vent. They are discussed extensively in the original literature, but like other 
methodological questions, are mentioned only in passing here. 

Axons have similar channels 
Axons are the highly specialized conducting processes of neurons. Their role in 
electrical signaling seems to be only to speed pulse-like signals, the action 
potential, from one point to another. The action potentials of axons are usually 
brief and therefore can follow one another in rapid succession. The action 
potential code of axons is all-or-none and carries no information in the ampli- 
tude or duration of each pulse. Only the time and frequency of the impulse is 
important. In this sense the signaling job of an axon is a simple one not calling 
lor sophisticated modulation and regulation. The axon only follows. It does not 
synthesize. George Bishop (1965) said: "The axon doesn't think. It only ax." 

Large axons from four phyla have been studied extensively with the voltage 
clamp. From the molluscs, there is of course the squid giant axon. The arthro- 
pods are represented by the paired ventral or circumesophageal giant fibers of 
lobster, crayfish, and cockroach (Julian et al., 1962; Shrager, 1974; Pichon and 
Boistel, 1967). Annelids are represented by the medial giant axon of the marine 
worm Myxicola (Goldman and Schauf, 1973). Finally, the vertebrates are repre- 
sented by the largest myelinated nerve fibers of amphibians, birds, and mam- 
mals (Dodge and Frankenhaeuser, 1959; Frankenhaeuser, 1960a, 1963; Chiu et 
al., 1979; see also references in Stampfli and Hille, 1976). Invertebrate nerve 
fibers with diameters less than 50 pm and vertebrate nerve fibers with diameters 
less than 8 pm have never been voltage clamped. 

We have already seen that frog myelinated nerve fibers have Na and K 
currents with kinetics closely resembling those of squid giant axons (Figures 14 
and 15 of Chapter 2, and Figures 2 and 3 of this chapter). Indeed, so do all axons 
that have been studied. In each case, INa activates with kinetics that can be 
approximated by the empirical m3h formalism or by close variants such as m2h, 
and IK activates with a delay that can be approximated by the n4 formalism or n2, 
n3, or 1z5. The voltage dependence of membrane permeability changes is steep 
and qualitatively the same in axons of mollu~cs, annelids, arthropods, and 
vertebrates and, when the temperature is the same, the rates of the permeability 
changes are also similar. The Na channels of these axons are blocked by 
nanomolar concentrations of TTX applied externally, and the K channels, by 
millimolar concentrations of TEA applied internally. However TEA does not 
block K channels from the outside in all of these axons. Neglecting such small 
differences as do exist, we can conclude that axonal Na and K channels were 
already well designed and stable in the common ancestor of these phyla, some 
500 million years ago (Chapter 20). Apparently all axons use the two major 
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channel types first described in the squid giant axon. The simplicity of the 
excitability mechanism of axons is in accord with the simplicity of their task: to 
propagate every impulse unconditionally. 

The classical neurophysiological literature shows that large axons conduct 
impulses at higher speed than small ones. Large axons also need smaller electri- 
cal stimuli to be excited by extracelltrlor stimulating electrodes. These differences, 
however, do not require differences in ionic channels. They can be fully under- 
stood from the differences in geometry, that is, by cable theory (Rushton, 1951; 

t Hodgkin, 1954; Jack et al., 1983). 
! 

Myelination alters the distribution of channels 

; Action potential propagation has changed in one remarkable way in the evolu- 
tionof vertebrate myelinated axons (Stampfli and Hille, 1976). All larger axons of 
the vertebrate nervous system are covered with myelin, a tight wrapping of 
many layers of insulating Schwann cell membrane. Like the insulation on a 
television cable, myelin has a high electrical resistance and a low electrical 
capacitance that reduce the passive attenuatjon of electrical signals as they 
spread from their site of generation. Every miltimeter or so, at nodes of Ranvier, 
the myelin is interrupted and a few micrometers of excitable axon membrane are 
exposed directly to the extracellular fluid (Figure 8). The nodes operate as 
repeater stations, boosting and reshaping the action potential that is passively 
transmitted from the previous node (Tasaki and Takeuchi, 1941, 1942; Huxley 
and Stampfli, 1949; Tasaki, 1953). Hence, as in unmyelinated axons, propagation 
depends on electrical excitation of unexcited patches of membrane, but, in the 
myelinated fiber the excitable nodes are widely separated by well-insulated 
internodal lengths. The low effective capacity per unit length of myelinated 
axons means that fewer ions need to move to make the signal; therefore the 
action potential travels faster and at lower net metabolic cost. 

Myelination also results in a new distribution of Na and K channels in the 
axon membrane. Na channels are more highly concentrated in the membrane of 
nodes of Ranvier than in any vertebrate or invertebrate unmyelinated axon. The 
peak value of gN, during a depolarizing voltage step is 750 mS/cm2 at the node, 
compared with 40 to 60 mS/cm2 in the squid giant axon.3 This 15-fold difference 
provides the intense inward current needed to depolarize the capacitance of the 
long, inexcitable internode rapidly and bring the next node to its firing threshold 
in a minimum time. In a rat ventral root at 3TC, each successive node is brought 
to firing threshold only 20 ps after the previous node begins to fire (Rasminsky 
and Sears, 1972). 

Similarly, the resting membrane conductance of typical large unmyelinated 
axons is only 0.2 to 1.0 mS/cm2, while that of the node of Ranvier may be as high 
as 40 mS/cm2. This resting conductance sets the resting potential of myelinated 

"e surface area of a node of Ranvier is not well determined. These calculations assume a value 
of 50 pm2 for a large frog fiber. 
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8 RELATIONSHIP OF SCHWANN CELLS TO AXONS 
All axons (A) are surrounded by glial cells, called Schwann cells (SC), in 
the peripheral nervous system. The function of glial cells is poorly 
understood. Vertebrate unmyelinated axons or C fibers usually run 
several per Schwann cell in small bundles. Invertebrate giant axons are 
typically covered with brick-like layers of Schwann cells. Vertebrate 
myelinated axons have a specialized Schwann cell wrapped around 
them in many spiral turns forming an insulating layer of myelin. At the 
nodes of Ranvier (N), between successive Schwann cells, the axon 
membrane is exposed to the external medium. 

n e k e  and must be relatively selective for K+ ions. It is conventionally ascribed 
to a voltage-independent and TEA-insensitive leakage conductance, g~ ,  and may 
reflect an  exceptionally high concentration of open channels in the resting nodal 
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membrane. There is growing evidence, however, that the resting conductance 
attributed to nodes could actually be from K channels covered by myelin in the 
internodal membrane (Baker et al., 1987; Barrett et al., 1988). 

The large resting conductance makes the effective membrane time constant 
TM (rM = RMCM; see Chapter 1) of a node shorter than 100 ~ s ,  and obviates the 
usual requirement for a delayed turn-on of voltage-dependent XK to keep action 
potentials brief. Provided that the nodal Na channels close quickly after the peak 
of the action potential, the nodal membrane can be repolarized quickly by the 
resting conductance alone. Indeed, a voltage-dependent 8~ is hardly detectable 
in large mammalian nodes of Ranvier (Chiu et a!., 1979). In frog nodes, a 
delayed, voltage-dependent opening of K channels is seen under voltage clamp, 
as in Figure 2, but the channels play only a small role in the action potential. The 
activation of g, is so slow and XL is SO high that the duration of the action 
potential no more than doubles if these K channels are blocked with TEA 
(Schmidt and Stampfli, 1966). 

For a long time the electrical properties of the internodal axon membrane 
were unknown because it is norkally covered with rnyelin. However, an axon 
can be locally demyelinated by treating a short internodal length with 
lysolecithin, which seems to remove layers,of myelin gradually, exposing the 
axon membrane after-45 min and then eventually lysing it, too. Voltage clamp- 
ing the uncovered membrane reveals voltage-gated Na and K channels (Griss- 
mer, 1986; Chiu and Schwarz, 1987; Shrager, 1987; Jonas et al., 1989; Roper and 
Schwarz, 1989). The Na channels seem normal in their I T X  sensitivity and 
kinetics, but the K channels are less easily blocked by TEA than at the node. The 
specific conductance of this paranodal and internodal membrane is much lower 
than that of the node and thegKIjiNa ratio is much higher. Thus there is a strong 
spatial segregation of channels in myelinated axons. At the node a high density 
of channels, predominantly Na channels, shapes the action potential, and in the 
internodal membrane a low density of channels, predominantly K channels, 
may contribute to the resting potential and to the repolarization of the action 
potential. Such a microscopically specific distribution of ionic channels is typical 
of all kinds of adult excitable tissues and suggests that channels are somehow 
immobilized in the membranes of fully differentiated cells (see Chapter 19). 
Indeed, in a single cell, such as a motoneuron, we now believe that the constella- 
tion of channel types and densities is completely different in dendrites, synaptic 
boutons, cell body, axon hillock, nodes, internodes, and nerve terminals. We 
would like to know what molecular signals help to sort all these channels at their 
common site of synthesis in the cell body and target them to appropriate, 
separate stations. 

7here is a diversity of K channels 
Voltage-sensitive ionic permeabilities are found in virtually all eukaryotic cells, 
and since some membranes have far more complicated electrical responses than 
those of axons, it is not surprising that they also have more kinds of channels 
playing more roles than in axons. 
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The most impressive diversification has occurred among voltage-dependent 
K channels. Most open only after the membrane is depolarized, but some only 
after it is hyperpolahzed. Some open rapidly and some, slowly. Some are 
strongly modulated by neurotransmitters or intracellular messengers. Although 
K + ions are always the major current carrier, the responses and the pharmacol- 
ogy differ enough to require that fundamentally different channels are involved. 
Each excitable membrane uses a different mix of these several K channels to 
fulfill its need. The K channel of axons was given the name "delayed rectifief' 
because it changes the membrane conductance with a delay after a voltage step 
(Hodgkin et al., 1949). This name is still used to denote axon-like K channels, 
even though almost all of the other known kinds of K channels also change 
membrane conductance with a delay. The distinguishing properties and nomen- 
clature of other K channels are described in Chapter 5. With them, cells can 
regulate pacemaker potentials, generate spontaneous trains and bursts of action 
potentials, make long plateaus on action potentials, or regulate the overall 
excitability of the cell. 

Delayed rectifier K channels of axons vary in their pharmacology (Stanfield, 
1983). Those in the frog node of Ranvier can be blocked by the membrane- 
impermeant TEA ion either from the outside or from the inside (Koppenhiifer 
and Vogel, 1969; Armstrong and Hille, 1972). The external receptor requires only 
0.4 m u  TEA to block half the channels (Hille, 1%7a). On the other hand, the 
external receptor of Myxicola giant axons requires 24 mM TEA to block half the 
channels, and even 250 mM external TEA has no effect on squid giant axons 
(Wong and Binstock, 1980; Tasaki and Hagiwara, 1957). Whereas the external 
TEA receptors are clearly different, the internal TEA receptors of all axons seem 
similar. 

There are equally pronounced differences between cells of the same organ- 
ism. For example, delayed rectifier K channels of frog heart are hardly affected 
by 20 mht external TEA, those of frog skeletal muscle require 8 r n M  TEA for half 
blockage, and only 0.4 mM TEA is needed at the node (Stanfield, 1970a, 1983). 
The gating kinetics of these channels differ as well. Thus, in frog heart, which 
makes action potentials almost 1000 times longer than those of axons, the 
act~vation kinetics of delayed rectifier K channels are 1000 times slower than in 
frog nodes of Ranvier (Figure 9). We now know that IK of many cells not only 
activates with depolarization, but it also inactivates (Nakajima et al., 1962; 
Ehrenstein and Gilbert, 1966), a phenomenon not reported in the original work 
of Hodgkin, Huxley, and Katz (1952) because-it-requires much longer depolar- 
izations than they used. In frog skeletal muscle, I i  inactivates exponentially and 
nearly completely with long, large depolanzation (Nakajima et al., 1962; Adrian 
et al., 1970a). The time constant of the decay is 600 ms at 0 mV and lYC, and the 
midpoint of the K-channel inactivation curve is near - 40 mV (Figure 10). In frog 
myelinated nerve, lK also inactivates, but nonexponentially, more slowly, and 
lqss completely than in muscle (Figure 11). Near 0 mV, the decay proceeds in 
two phases, with time constants of 600 ms and 12 s at 21°C, and about 20% of the 
current does not inactivate (Schwarz and Vogel, 1971; Dubois, 1981). 
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9 SLOW ACTIVATION OF IK IN FROG HEART 
(A) Action potential of an isolated bullfrog atrial muscle cell stimulated 
by a short shock. (B) Ionic currents evoked by depolarizing voltage 
steps under voltage-clamp conditions. The outward currents are pri- 
marily IK in slowly gated/delayed-rectifier K channels. Note that the 
time scale is in seconds and compare with Figure 2 8 .  T = 23°C. [From 
Gnes et al., 1989.1 
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10 INACTIVATION OF 1, IN FROG MUSCLE 
A frog sartorius muscle fiber treated with 'ITX to block Na channels is 
voltage clamped by a method using three intracellular microelectrodes. 
(A) K channels activate quickly during a depolarization but then inacti- 
vate almost completely within a couple of seconds. T = 19°C. (8) The 
steady-state inactivation curve for muscle K channels is steep and 
shows 50% inactivation at -40 mV. [From Adrian et al., 1970a.l 
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(A) K CURRENT 
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11 INACTIVATION OF 1, IN FROG NERVE 
A frog node of Ranvier bathed in Ringer's solution is voltage clamped 
by the Vaseline gap method using a test pulse lasting tens of seconds. 
(A) K channels activate quickly during the depolarization to + 10 mV 
and then inactivate partially in 10 to 30 s. The inactivation develops in 
fast and slow phases. It is removed within a few seconds at the resting 
potential, as is indicated by the growing peak lK responses to the 
subsequent brief test pulses. (8) The steady-state inactivation curve for 
K channels of the node. Around the resting potential the curve is 
steeply voltage dependent, but for depolarized potentials the voltage 
dependence is weak and inactivation never removes the last 20% of the 
current. T = 21°C. /From Schwarz and Vogel, 1971.1 

The microheterogeneity of K channels extends to the single-cell level. A 
closer analysis of gating kinetics and pharmacology shows more than one 

' 
component of delayed K currents in a single node of Ranvier (Dubois, 1981, 
1983; Benoit and Dubois, 1986). Dubois distinguishes three (Figure 12): Compo- 
nent f, activates rapidly, inactivates very slowly, and  is selectively blocked by 
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Membrane potential (mV) 

12 SEVERAL COMPONENTS OF gu IN ONE AXON 
Steady-state voltage dependence of three components of delayed rec- 
tification in frog nodes of Ranvier. The components differ in kinetics 
and drug sensitivity. The activation curves, s, for slow K channels and 
f,, and f,, for two types of fast channels, show the fraction of each 
channel type open. [From Dubois, 1983.1 

peptide toxins from mamba snakes (genud DendrunspL). Component f2 activates 
rapidly, inactivates slowly, and is selectively blocked by the hot pepper ingre- 
dient, capsaicin. Component s activates slowly (hundreds of milliseconds) and 
does not inactivate in 3 min. It also is insensitive to 1 mM 4-aminopyridine, 
which blocks components f, and J2 fully. The ratio of fast to slow subtypes is 
higher in the internode than at the node (Roper and Schwarz, 1989). Such results 
are typical of experimental discoveries today. The finer the method of analysis, 
the more apparent subtypes of channels are discovered. Even the "simple" axon 
has subtybes of delayed rectifier K channels-for reasons that we have yet to 
fully understand. In the node, the existence of multiple subtypes clarifies the 
complex kinetics of inactivation of the total IK (Figure 11A). Patch-clamp record- 
ings have been made on myelinated axons whose nodal gap has widened after 
treatment with proteolytic enzymes (Jonas et a]., 1989). The three sizes of 
unitary K currents that were found probably correspond to the three macro- 
scopic IK components of Dubois. 

These phenomenological differences suggest that frog nerve, heart, and 
skeletal muscle have different delayed rectifier channels, probably encoded by 
different genes. We are beginning to learn that much as'enzymes have isozymes 
coded by different genes, channels have tissue-specific and developmentally 
regulated isoforms, often called subtypes. Indeed in the first four years of 
cloning, sixteen different genes for K channels have been identified in the rat 
zenome (Chapter 9), and the rate of discovery is not slowing. Nevertheless, one 
cannot be sure from physiological experiments alone that functional differences 
mean that a different gene is being expressed. In later chapters we will encounter 
examples of profound functional differences arising from changes of channel 
protein phosphorylation, changes of concentration of small molecules such as 
Ca2+ ions, addition of a toxin, alternative splicing of the RNA transcript from a 
single gerae, w exposure 5.f the rr~enitranr tc~ a r n i n r k h c i d - m o d  rea gent5 
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Na chan~rels are less diverse 
Less functional diversification has been noticed among Na channels in excitable 
cells." Nevertheless, they are clearly not all the same (Barchi, 1988; Trimmer and 
Agnew, 1989; Neumcke, 1990). There are appreciable kinetic differences be- 
tween fast TTX-sensitive Na channels of innervated vertebrate skeletal muscle 
and the slower TTX-insensitive channels of the same muscles after denewation 
(Pappone, 1980; Weiss and Horn, 1986) or between the fast Na channels of 
vertebrate central neurons and the slower ones of glia (Barres et al., 1989). 

In axons, Na channels have one primary function: to generate the rapid 
regenerative upstroke of an action potential. In other membranes, they can also 
contribute to pacemaker and subthreshold potentials that underlie decisions to 
fire or not to fire. Not all excitable cells use ~a channels, but where they d o  exist 
(e.g., axons, neuron cell bodies, vertebrate skeletal and cardiac muscles, and 
many endocrine glands), one is impressed more with the similarity of function 
than with the differences. Figure 13 compares the time courses of INa in nerve 
and muscle cells from four different phyla. They all show brisk activation and 
inactivation, qualitatively as described by the HH model for squid giant axons. 
After correction for temperature, their activation and inactivation time constants 
would not differ by more than twofold, except that the midpoint of activation 
and inactivation curves may vary by 10 to 20 mV in different membranes. In . . 

general, Na channels inactivate nearly completely (>95%) with depolarizations 
to 0 mV and beyond, as in the HH model. Ironically, the one axon deviating in a 
major way is the squid giant axon itself (Figure 13F), a fact not appreciated until 
methods of pharmacological block, internal perfusion, and computer recording 
were used. In this axon, a significant sodium conductance remains even during 
1-s depolarizations to +80 mV (Chandler and Meves, 1970a,b; Bezanilla and 
Armstrong, 1977; Shoukimas and French, 1980). Several reports suggest that 
central neurons and axons may also have separate, minor populations of ?TX- 
sensitive Na channels specialized to operate in the subthreshold range of mem- 
brane potentials (Llinas, 1988; Cilly and Armstrong, 1984). Such channels could 
play a significant regulatory role in spike initiation. 

The ionic selectivity of Na channels is relatively invariant. It has been com- 
pared in the giant axons of squid and Myxicoln, in frog nodes of Ranvier, and in 
frog and mammalian twitch muscle (see Chapter 13). Biionic potential measure- 
ments and Equation 1-13 give a selectivity sequence for small metal ions: Na+ = 
Li + > TI + > K + > Rb + > Cs+ . Small nonmethylated organic cations such as 
hydroxylammonium, hydrazinium, ammonium, and guanidinium are also ap- 
preciably permeant in Na channels, suggesting a minimum pore size of 3 A x 5 
A (0.3 x 0.5 nm) for the selectivity filter of the channel (Hille, 1971). Methylated 
organic cations such as methylammonium are not permeant. 

Despite major functional similarities of Na channels across the animal king- 
dom, when ndnphysio~ogica~ properties are considered, differences can be de- 

% tected from tissue to tissue in one organism. Monoclonal antibodies have been 

'Here we are not speaking of the "light-sensitive Na channel" of vertebrate eyes or the 
"amiloride-sensitive Na channel" of epithelia or other such electrically inexcitable, Na-preferring 
cholincl> Ihdl are unly rernulely reLtcJ 11, tlir TIX-~nritivr Nd ~11druul drslsiLed by l h  It11 IIU&~ 
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(A) FROG MUSCLE 5'C 

(0) MYXlCOLA AXON 5'C 

(8) FROG N O D E  5°C (E) CRAYFISH AXON 8°C 

/ 

J 

(C) HUMAN HEART 21°C (F) SQUID AXON 3°C 

13 SIMILARITY OF IN. IN MANY CELLS 

Families of sodium currents recorded under voltage clamp in a variety 
of excitable cells. Potassium currents are blocked by Cs, TEA, or +am- 
inopyridine and linear leakage currents are subtracted. Thc membranes 
are (A) frog semitendinosis skeletal muscle fiber; (B) frog sciatic node of 
Ranvier; (C) dissociated human atrial cells; giant axons of (D) Myx~colr~ 
ventral cord; (E) crayfish ventral cord; and (F) squid mantle. [From Hille 
and Campbell, 1976; Hille, 1972; C.f1. Follmer and J.Z.  Yeh, un- 
published; L. Goldman, unpublished; Lo and Shrager, 1981; Armstrong 
et al., 1973.1 
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made against mammalian Na channels. Different antibodies can distinguish Na 
channels on central axons from those on peripheral axons, channels on nerve 
from those on muscle, or even channels in the transverse tubular system of a 
muscle fiber from those on the rest of the plasma membrane of the same fiber 
(Barchi, 1988). 

The pharmacology of Na channels shows major similarities yet obvious 
differences. Catterall (1980) distinguishes several primary sites of neurotoxin 
action on Na channels. One is the external tetrodotoxin-saxitoxin receptor, 
which we have discussed. The others are external receptors for polypeptide 
neurotoxins that depress inactivation or shift activation of Na channels and 
hydrophobic receptors for lipid-soluble neurotoxins that open Na channels (see 
Chapter 17). We could also add the receptor for local anesthetics that block 
channels from the cytoplasmic side. These sites are diagnostic for Na channels in 
all higher animal phyla, but there are differences. The TTX receptor site shows 
significant variability. For example, vertebrate cardiac Na channels are much less 
sensitive to ' ITX than are vertebrate skeletal muscle or nerve Na channels. 
Binding and blocking experiments (Figure 3) give inhibitory dissociation con- 
stants of 0.5 to 10 nM for TTX and STX acting on axons and skeletal muscle of 
fish, amphibians, and mammals (Ritchie and kogart, 1977~) and values as high 
as 1.0 to 6.0 PM for Purkinje fibers and ventricular fibers of mammalian heart 
(Cohen et al., 1981; Brown, Lee, et al., 1981). In addition, some fraction of the Na 
channels of embryonic neurons and skeletal muscle are TTX and STX resistant 
during development (Spitzer, 1979; Weiss and Horn, 1986; Gonoi et al., 1989). 
Finally, the Na channels of those puffer fish and salamanders that make TTX for 
self-defense are also highly resistant to the toxin (Chapter 20). 

Once again these small differences suggest that Na channels have multiple 
subtypes. This conclusion is confirmed by the cloning of (so far) six Na channel 
transcripts from rodents, four from brain, one from skeletal muscle, and one 
from heart (Chapter 9). The functional advantages of each subtype remain to be 
determined. 

Recapitulation 
Pharmacological experiments with selective blocking agents convinced biophysi- 
cists that there are discrete and separate Na and K channels. These channels are 
present in axons of all animals. In myelinated nerve they assume a very non- 
homogeneous distribution, with high concentrations of Na channels at nodes of 
Ranvier. 

There is microheterogeneity among the K channels of a single axon, but to 
find more striking diversity one can look at nonaxonal membranes. They show a 
variety of clearly different K channels. As the next five chapters document, these 
nonaxonal membranes also express Ca channels, CI channels, and a vast variety 
of transmitter-sensitive and sensory transduction channels. 

The adaptive radiation of channels shows that, like enzymes, ionic channels 
are more diverse than the physiological "substrates" (Na +, K', Ca2+, and C1-) 
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they handle. There coexist multiple forms with different function and regula- 
tion. Comparisons from one tissue to another are confounded by the usual 
taxonomic problems of separation, identification, and nomenclature. Thus far 
the criteria for distinguishing one channel from another have been primarily 
their functional properties, but ultimately must be their genetic coding and 
molecular structure. 
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Crustacean mriscles can make CaZ+ action potentials 
Soon after the Na theory of the action potential had been established. Fatt and 
Katz (1953a) found, accidentally, an exception. They were investigating the 
large-diameter muscle fibers of Gab legs a s a  preparation to study neuromuscu- 
lar transmission. Thev discovered that action potentials of dissected muscles are 
usually weak, just strong enough to boost the depolarization caused by synaptic 
transmission in a restricted region of the fiber, but often unable to propagate a 
regenerative depolarization to both ends.' However, remarkably, when the Na + 

ions of the medium were replaced by choline ions, the action potentials became 
larger. Here was excitation without Na+ ions. TEA and tetrabutylammonium 
(TBA) were even more effective than choline at turning the local electrical 
response of crab muscle into a powerful, propagated action potential. Finally, 
when Fatt and Katz tried to block the action potential with high concentrations 
of the local anesthetic procaine, they discovered that this drug, too, enhanced 
excitability instead of suppressing it. Crustacean muscle does not use Na chan- 
nels tor its action potentials. 

The mystery of this new form of excitability was correctly explained by Fatt 
and Ginsborg (1958) as a "calcium spike," an action potential based on the 
inflow of Ca2+ ions, rather than Na+ ions, during the upstroke. The Nernst 
potential for CaZ+ ions, Ec,, is even more positive than that for Na+ ions, EN=, 
and can be the basis for electrical responses that overshoot 0 mV (see Table 3 in 
Chapter 1) .  \Vorking with crayfish muscle, Fatt and Ginsborg showed that the 
TEA- or TBA-induced action potential requires Ca2+, S?+, or Ba2+ in the 
medium. The higher the concentration of any of these divalent ions, the steeper 
was the rate of rise and the higher the peak of the action potential (Figure 1). 
Magnesium ions were ineifective, and Mn2+ blocked the excitability. With even 
a small amount of Ba2+ in the medium, the muscle eventually became so 
excitable that TEA or TBA treatments were not needed. The resting membrane 
conductance was also decreased. In isotonic BaClZ the effect was extreme. Here 

' Long~tudinal propagation of the impulse is not essential for proper function in these arthropod 
muscles becduse their diameter is enormous and they receive synaptic input in many places along 
each fiber; thus the depolarization is already well diffused along the length of fiber. 

83 
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1 STRONTIUM SPIKES IN CRUSTACEAN MUSCLE 
Membrane potentials recorded with a gJass microelectrode from a sin- 
gle crayfish muscle fiber. Action potentials are initiated by a stimulating 
shock applied to the muscle fiber several millimeters away from the 
recording site. As the NaCl of the external bathing solution is replaced 
isotonically with increasing amounts of SrCI,, the muscle fiber mem- 
brane can generate larger and larger action potentials. The inward 
current carrier for these propagating responses is S?' rather than Na + . 
[From Fatt and Ginsborg, 1958. J 

the membrane time constant ( T ~ =  R ~ c ' ~ )  lengthened from 10 ms to 5 s, 
corresponding to a resting conductance of only 2M1 nS/pF of membrane capacity .2 

At the time, Fatt and Ginsborg did not understand the actions of TEA and 
TBA, but we now know that many quaternary ammonium ions and Ba2+, and 
even high concentrations of procaine (1.8 to 18 m ~ ) ,  all block K channels. We 
would say that these drugs unmask the response of voltage-dependent Ca 
channels in the membrane by blocking the antagonistic, repolarizing action of K 
channels, thus permitting a weak inward I,-, to depolar~ze the cell regener- 
atively. No evidence of TTX-sensitive Na channels has been found in crustacean 
muscle (e.g., Hagiwara and Nakajima, 1966a). 

Hagiwara and Naka (1964) discovered yet another way to enhance the latent 
Ca spiking mechanism of crustacean muscles: by lowering the intracellular free 
Ca2+. Using the giant barnacle, Balanus nrtbilis, they developed a cannulated 
preparation of single, giant muscle fibers, which are up to 2 mm in diameter. 
Test substances could be injected into the myoplasm via an axial pipette while 
the fiber was voltage clamped with axial wires. Injections of Ca2+-binding 
anions, such as sulfate, citrate, and particularly the powerful chelator of divalent 
ions, EDTA (ethylenediaminetetraacetic acid), restored the ability to make 
strong CA2+-dependent action potentials. The internal free Ca2+ had to be 
reduced below lo-' M to permit all-or-nothing action potentials (Hagiwara and 
Nakajima, 1966b). As we have learned more recently, some Ca channels are 

=The membrane conductance is expressed in these peculiar units because the surface mem- 
branes of muscle fikrs of virtually every organism are highly infolded, making it ~mpossible to 
estimate their true area with a light microscope. The muscle biophysicist, knowing that membranes 
conhibute some 1 pF of capacity per square centimeter, therefore often normalizes to the measured 
capaaty. In these terms, 200 nS/pF is considered equivalent to 200 nYcm2 of actual membrane. 
Judging from the measured membrane capacity of 15 to 40 pF/cm2 of muscle cyl~nder surhce, the 
infoldings of crustacean muscle are vast. 
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inactivated when the internal free Ca2+ rises above to 1 0 - b ~ ,  so the 
injection of chelators of CaZ+ ions augments Ca inward currents by reversing or 
preventing this kind of inact i~at ion.~ In addition, the activation of certain K 
channels is favored by elevated [Ca2+], (Chapter 5), and again Ca chelators 
would suppress their excitation-opposing effects. Both of these consequences of 
lowering [Ca2+], would have potentiated the Ca spikes in the barnacle muscle 
experiments. 

Hagiwara and Naka (1964) also measured 45Ca fluxes during the induced 
action potentials to provide final evidence for the calcium hypothesis. They 
found an extra influx per action potential of 2 to 6 pmol of CaZ+ per microfarad 
of membrane capacity, considerably more than the minimum 0.5 pmoVpF 
needed for a divalent ion to depolarize the membrane by 100 mV.4 The existence 
of calcium spikes in crustacean muscle could no longer be doubted. It remained, 
however, to determine if other cells have calcium spikes as well and what 
purpose they serve. 

In the remainder of this chapter we shall see that voltage-gated Ca channels 
are found in almost every excitable cell. They share many properties with Na 
channels and delayed rectifier K channels, with which they have an evolution- 
ary relationship. All members of this broader family of voltage-gated Na, K, and 
Ca channels have steeply voltage-dependent gates that open with a delay in 
response to membrane depolarization. They shut rapidly again after a repolariz- 
ation and show some form of inactivation during a maintained depolarization. 
They have at least moderate ionic selectivity, indicative of a small minimum pore 
radius, and are blocked by various hydrophobic and quaternary agents that act 
from inside the cell. They also have much structural similarity at the level of 
amino acid sequences. We shall see, however, that Ca channels have a unique 
role. They translate electrical signals into chemical signals. By controlling the 
flow of Ca2+ into the cytoplasm, they can regulate a host of Ca-dependent 
intracellular events. 

Early work showed that every excitable cell 
has Ca channels 
Susumu Hagiwara and his coworkers undertook an extensive electrophysiologi- 
cal investigation of Ca spikes and Ca inward current, first in arthropod muscle 
and then in cells from other phyla. Much of what we know about Ca channels 
was first seen in this insightful comparative e~ploration (summarized in Hagi- 
wara, 1983). Using barnacle muscle they learned that intracellular Ca2+ chela- 

' EDTA, which chelates Mg2 + and Ca2+ about equally, is no longer the compound of choice. 
Today we use the Ca2+-selective chelators EGTA (ethylene glycol-bi(aminwthy1ether) N,N,N'N'- 
tetraacetic acid) and the more powerful BAPTA (12-bis(2-aminophenoxy)ethane N,N,N',N'- 
tetraacetic aod). BAPTA is preferred when rapid (<20 ms) buffering is needed. 

'Recall that the minimum charge is given by Equation 1-3: 

Q = C E =  1 c F x  100mV= 10 'C  
and 

nux = = 10 7 C 
rF 2 x 105 Umol - 0'5 pmol 
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tors favor excitability. They showed that permeant divalent ions seem to com- 
pete for entry into the channel and that divalent transition metal ions (such as 
Ni2+, Cd2+, or CoZ+) block Ca2+ fluxes competitively. In a starfish egg they 
discovered two coexisting types of Ca channel differing in voltage range of 
activation and in ionic selc&ivity. They gave evidence that the action of 
vertebrate heart lasts for several hundred milliseconds because it uses Ca chan- 
nels, and they described Ca channels in muscles of molluscs, tunicates, and 
Amphioxus and in a variety of neurons, eggs, hybridomas, and cell lines. 

By now the Ca channel has been recognized as ubiquitousfrom Pnrnn~eci t~m 
to people--and as essential for a host of important biological responses, from 
sarcomere shortening to secretion. Ca channels account entirely for regenerative 
electrical excitability in muscles of arthropods, molluscs, nematodes, and adult 
tunicates, and in smooth muscles of vertebrates. In numerous other cells they 
can be demonstrated to coexist with Na channels and to make a partial contribu- 
tion to electrical excitability: in cardiac muscle of vertebrates and in nerve cell 
bpdies of molluscs, annelids, arthropods, amphibians, birds, and mammals. 
They are also found in all secretory gland cells-and in synaptic nerve terminals 
where they regulate secretion. The work of many investigators has been summa- 
rized (Bean, 1989a; Byerly and Hagiwara,/l988; Carbone and Swandulla, 1989; 
Hagiwara, 1983; Hagiwara and Byerly, 1981; Hess, 1990; Kostyuk, 1990; Llinas, 
1988; Reuter, 1983; Tsien, 1983; Tsien et al., 1987; Tsien and Tsien, 1990). 

Studies of Ca channels required new voltage-clamp 
methods 
The biophysical properties of Ca channels might have been determined by 
classical voltage-clamp methods if the channels occurred in high density on a 
reliably clampable membrane. However, these channels are never found in high 
density, and many of the interesting ones occupy membranes that are difficult to 
clamp, such as dendrites, nerve terminals, and the complex infoldings of muscle 
cells. Even when Ca channels are on surface membranes, as in cell bodies of 
neurons, their small currents tend to be masked by those of many other chan- 
nels, especially K channels. This situation still would not be too inconvenient if 
one had reliable methods for current separation. However, perfectly selective 
blocking agents for Ca channels and K channels are rare and substitution of any 
other ions for external Ca2+ alters the gating characteristics of almost all known 
channels. Finally, the gating of several channels (including some Ca channels) is 
modulated by the tiny influx of Ca2+ occurring during each test depolarization, 
so any change of I,-, could cause changes in other currents simultaneously. The 
ambiguities caused by these problems delayed biophysical understanding of Ca 
channels. 

In the 1970s, many voltage-clamp studies were done with ganglion cells of 
gastropod molluscs. Single cells 100 to 1000 Fm in diameter could be freed from 
a ganglion with enzymes and separated from their axons by V n g  or cutting. At 
first, two-microelectrode clamps were tried, but then various suction pipette 
techniques were developed that permitted better voltage clamps. The cell is 
sucked so tightly against the fire-polished tip of a wide glass or plastic pipette 
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that the cell membrane in the orifice is torn open (Figure 5D in Chapter 2). The 
large hole then provides a low-resistance route to pass current into the cell, to 
record the potential, and to exchange ions and molecules between the pipette 
solution and the cytoplasm (Kostyuk et al., 1977; Krishtal et al., 1981; Lee et al., 
1980). Isolation of the small I,-, is greatly simplified when all the K+ ions of the 
cytoplasm are replaced by cations like Cs+, TEA, or N-methylglucamine that d o  
not pass through K channels. 

Currents recorded from a snail ganglion cell with a suction clamp are shown 
in Figure 2.4. Inward current flows when the membrane is depolarized to -7.5 
mV. The  cell has some voltage-gated Na channels, which account for an early 
transient component of the current. When Na+ ions are all replaced with Tris, 
only a steady inward I,-, remains. It activates within milliseconds but shows 
little inactivation during the 80-ms depolarization and turns off quickly when the 
membrane is repolarized. Normalizing the 10-nA I,, by the surface area of this 
large cell (90 pm diameter) gives a Ca current density of only 40 p~tcrn*, two 
orders of magnitude less than the Na current density of an axon or skeletal 
muscle fiber. All of the inward current seen in Na-free solutions can be blocked 
by 1 mM CdZ* in these snail neurons. 

A major advance in studying Ca channels came with development of the 
GLCASEAL and PATC~I-CLAMP-methods. Indeed this technical reGolution pro- 
foundly affected the study of all channels. Erwin Neher and Bert Sakmann 
wanted to record from a tiny area (patch) of surface membrane by pressing a 
firepolished pipette against a living cell. In 1976 they reported the first single- 
channel current records with an acetylcholine-activated channel (Neher and 
Sakmann, 1976). But the real breakthrough was reported in 1981, when they 
showed that clean glass pipettes can fuse to clean cell membranes to form a seal 
of unexpectedly high resistance and mechanical stability (Hamill et al., 1981). 
They called the seala gigaseal since it can have an electrical resistance as  high as  
tens of gigaohms (giga = lo9). 

The gigaseal permitted four new recording configurations (Figure 3). As soon 
as the pipette is sealed to the cell membrane, one can record single channels in 
the ON-CELL or cell-attached patch mode. The seal is so  stable, moveover, that 
the patch can even be pulled off the cell and dipped into a variety of test 
solution*the inside-out or EXCISED-PATCH configuration. Alternatively, an on- 
cell patch may be deliberately ruptured by suction, and then one is recording in 
the WHOLECELL configuration. As with the similar suction method for large 
cells, this gigaseal whole-cell recording~al$o.pemits exchange of molecules 
between cytoplasm and p i ~ e t t e . ~  Finally, pulling the pipette away from the cell 

After breakthrough to the whole-cell configuration, measurable changes of cytoplasmic ion 
concentrations orcur within seconds. Nevertheless, for quantitative arguments one cannot assume 
that the cytoplasm becomes identical to the pipette solution, particularly for substances subject to 
transport or metabolism in the cell. The volume of the cell and the tip diameter of the pipette (often 
reported indirectly as the pipette resistance) are two important variables (Purh and Neher, 1988). 
Sometimes it is desireable to m i d  changing concentrations of any metabolites or proteins in the cell. 
This can be achieved by the "perforated-patch" method. A pipette containing the pore-fonning 
antibiotic Nystatin is sealed to the cell, and after some minutes, pores formed in the on-cell patch 
allow electrical access to the whole cell without actually breaking the diffusion barrier of the 
membrane (Horn and Marty, 1988). 
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2 CALCIUM CURRENTS IN VOLTAGE CLAMP 
Ionic currents measured during step depolarizations in cells loaded 
with K-free solutions and potassium channel blockers. T = 19 to 22°C. 
(A) Separation of I,, and I, in a snail neuron bathed in a medium wlth 
and without Na+ ions. I,-, is seen by itself in the Na-free medium 
containing 10 mM Ca. It has slower activation and inactivation kinetics 
than I,,. \From Kostyuk et al., 1977.) (B) Voltage-dependent activation 
of IG in an isolated bovine chromaffin cell filled with CsCl, TEA, and 
EGTA and bathed in a solution containing I T X  and 5 mu Ca. [From 
Fenwick et al., 1982b.l (C) Current-voltage relations for plateau current 
amplitudes measured in the chromaffin cell of part 8. [From Fenwick et 
al., 1982b.l 

in whole-cell mode results in an outside-out patch. The methods are well 
described in the original paper and in a book (Hamill eta]., 1981; Sakmann and 
Neher, 1983). Almost at once these techniques became the primary ones of 
membrane biophysics, and because the necessary equipment was soon commer- 
cially available, voltage clamp finally became practical for many neurobiologists. 
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3 FOUR GIGASEAL-RECORDING METHODS 
All methods start with a clean pipette pressed against an intact cell to 
form a gigaohm seal between the pipette and the membrane it touches. 
Channels can be recorded in this on-cell mode as minute currents 
passing between the pipette solution and the cytoplasm. Additional 

' manipulations permit the same pipette to be used to voltage clamp a 
whole cell or to excise a patch of membrane for recording in inside-out 
or outside-out configurations. [Adapted from Hamill et al., 1981.1 

Gigaseal methods opened up the study of small cells. For example, mam- 
malian chromaffin cells are small (12 pm), excitable cells of the adrenal medulla 
that normally secrete epinephrine (adrenaline) in response to stimulation of the 
splanchnic nerve. Whole-cell recording from chromaffin cells dissociated en- 
zymatically from the tissue reveals voltage-gated Na, K, and Ca currents. When 
Na channels are blocked by TTX, and K currents are eliminated by using Cs+ 
and TEA in the pipette solution, Ic, can be elicited in isolation (Figure 2B). 
Successive depolarizations to - 12, - 2, and + 8 mV open an increasing fraction 
of the available Ca channels and elicit an increasing inward lc, The peak Ca 
current amplitudes are plotted against the test potential as an I-E relation in 
Figure 2C. Currents grow with depolarization.up to about + 10 mV, and then 
once most channels are open, decrease with further depolarization as the elec- 
trochemical driving force on Ca2+ ions diminishes. Comparison with the I-& 
relations for INa of squid axons shows that these Ca channels require a much 
larger depolariwtion to be opened (compare Figure 9 of Chapter 2 and Figure 6D 
of Chapter 1). Ca channels requiring such large depolarizations to be activated 
are often called high-voltage activated (HVA) Ca channels to distinguish them 

* from others that open at more negative potentials-low-voltage activated (LVA) 
Ca channels. Once again when normalized to the area of the cell membrane, the 
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250 pA maximum inward current corresponds to a Ca current density (50 
CLA/cm2) one-hundred-fold lower than the typical INa in an axon or skeletal 
muscle. 

Cd+ ions can regulate contraction, secretion, 
and gating 
If voltage-gated Ca channels are indeed ubiquitous, what jobs do they have that 
make them so essential? Ca channels have two major roles, one is electrogenic 
and the other is regulatory. Figure 4 shows Hodgkin's cyclic description of 
channel activation inspired by experiments on Na and K channels of axons. It 
emphasizes the electrogenic role: Electricity is used to gate channels, and chan- 
nels are used to make electricity. Ca channels can indeed shape regenerative 
action potentials (Figure 5). In cardiac pacett~nker cells of the sinoatrial node and 
in smooth muscle there are no functional Na channels, so the entire action 
potential is generated by voltage-gated opening of Ca channels. In the cardiac 
ventricle, on the other hand, a high density of Na channels makes the inward 
current for the rapid upstroke and propagation of action potentials, but, just as 
in axons, most of these Na channels inactivate within a millisecond. However, 
high-voltage activated S a  channels then contribute to keeping the cell ilepo- 
larked for several hundred milliseconds. In inferior olivary neurons of the 
vertebrate central nervous system, the complex trajectory of action potentials 
involves at least three channel types carrying inward current and operating in 
sequence (Llinas and Yarom, 1981a,b; Llinas, 1988). Around the resting poten- 
tial, LVA Ca channels may open, making a depolarizing current that brings the 
cell to firing threshold for a Na spike. In turn this opens HVA Ca channels that 
keep the cell depolarized for a few more milliseconds. As an added feature, in 

Other 
stimuli 

&Membrane 

Gating of 
channels 

Ionic fluxes 

Other t&nsport 
mechanisms 

4 CLASSICAL CYCLE OF ELECTRICAL EXCITATION 
The research program begun by Bernstein's classical "membrane hy- 
pothesis" viewed all ionic events as culminating in changes of mem- 
brane potential. According to the HH model, potential changes affect 
gating of Na and K channels, which alters Na and K fluxes, and 
changes membrane potential again. 
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(A) CARDIAC PACEMAKER (a) CARDIAC VENTRtCLE 

-50 

u 
250 ms 

(C) VASCULAR SMOOTH MUSCLE (Dl CENTRAL NEURON 

- 20 rns 

500 nu 

5 Ca CHANNELS SHAPE ACTION POTENTIALS 

Long action potentials with major Ca components in mammalian mus- 
cles and neurons. 7' = 32 to 37°C. (A) Spontaneous pacemaker activity 
in an isolated pacemaker (sinoatrial) cwll of the rabbit heart. [From 
DiFrancesco et al., 1989.1 (0)  Stimulated action potential from an iso- 
lated cardiac ventricular cell of guinea pig. [From Cavalit! et al., 1983.1 
(C) Action potential in guinea pig portal vein smooth muscle. [From Ito 
and Kuriyama, 1971.1 (D) Antidrornically activated action potential 
from a cell body in the inferior olivary nucleus of the guinea pig brain. 
The late parts of the spike are generated by the dendritic processes of 
the cell in this slice preparation. [From Llinds and Yarorn, 1981a.j 

these cells most of the Na channels seem Lo be on the cell body, while the Ca 
channels are on the attached dendrites. 

Figure 4 cannot give the whole story on channel function. The nervous 
system is not primarily an electrical device. Most excitable cells ultimately 
translate their electric excitation into another form of activity. As a broad gener- 
alization, excitablr cells trarrslate their electricity into actfion by Ca2+ pirxes modrllnted 
by uoltagr-srnsitivr Ca-prrn~eable cliannrls. Calcium ions are an intracellular mes- 
senger capable of activating many cell functions. 

In a resting cell the cytoplasmic free calcium level is held extremely low. The 
normal resting [CaZ+], lies in the range 20 to 300 nM in living cells. It is kept low 
by the combined actions of an ATP-dependent pump and a Na+-Ca2 + exchange 
system on the surface membrane and ATP-dependent pumps on intracellular 
organelles such as the endoplasmic or sarcoplasmic reticulum. Whenever a Ca- 
permeable channel opens, whether in the surface membrane or on a Ca-loaded 
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organelle, Ca2 + ions enter the cytoplasm, raising the local [Ca' + I, transiently 
until the buffering and pumping mechanisms tie up or remove the extra Ca2+. 
Quite in contrast to the situation with Na+ or K+ ions, the normal [Ca2+ 1, is so 
low that it may be increased dramatically during a single depolarizing response 
in a cell with Ca  channel^.^ This increase is the call to action (Figure 6). 

While the list of biological processes influenced by [Ca], is long, three have 
received special attention from biophysicists: contraction, secretion, and gating. 
The most extensively studied is the activation of muscular contraction. Not all 
muscles are activated the same way, but all absolutely require an increase of 
[CaZ+li to control the development of tension. In different muscles the activator 
calcium comes primarily from the sarcoplasmic or endoplasmic reticulum 
through "Ca-release channels" or from the outside via voltage-gated Ca chan- 
nels, or from both (Chapter 8). Once in the myoplasm, the Ca2+ ions are 
detected by specific, high-affinity Ca receptors, the regulatory proteins cal- 
modulin, troponin, and their relatives (Ebashi et al., 1969; Means et al., 1982). 
These proteins have several Ca2+ binding sites and respond very sensitively to 
[CaZ+] changes between 0.1 and 10 FM. They, in turn, activate enzymes. Whole 
cascades of cyclic-nucleotide metabolism~nd protein phosphorylation can also 
be called into play. In muscles the most obvious result is shortening following 

61n the immediate neighborhood of an open Ca channel (within 0.2 pm), [Ca], could rise 
transiently to 1 mu, an increase of four orders of magnitude (Roberts et al., 1990)! 

lL+ Ca2+ fluxes 

Other transport 
mechanisms I 

AInternal 
free calcium 

6 Ca2+ IONS TRANSDUCE ELECTRICAL SIGNALS 

In the 1960s, biologists began to recognize that the physiologically 
useful consequences of electrical signaling, such as secretion and move- 
ment, are controlled by the internal free Ca2+ ion concentration. Elec- 
trical signals modulate the flow of Ca2+ ions into the cytoplasm from 
the external medium or from internal stores, and thus initiate non- 
electrical responses. 
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activation of actomyosin ATPase, the enzymatic unit of the contractile filament, 
as is described in many textbooks (e.g., Patton et al., 1989; Alberts et al., 1989; 
Darnell et al., 1990). Activities of other sarcoplasmic enzymes are affected as 
well. In nonmuscle cells, the calcium~almodulin complex acts on cytoskeletal 
elements to influence aspects of motility such as mitosis, migration, and ciliary 
and flagellar motions. 

Another well-studied, calcium-dependent process is secretion of neuro- 
transmitters at nerve terminals. Within the presynaptic terminal of every chemi- 
cal synapse there are small, membrane-bounded vesicles containing high con- 
centrations of the transmitter molecule, whether it is acetylcholine, glutamate, 
norepinephrine, y-aminobutyric acid, or other compounds. When an action 
potential invades the terminal, the membranes of a few of these prepackaged 
vesicles fuse with the surface membrane, releasing a multimolecular shot of 
transmitter molecules into the extracellular space, a process called exocytosis. In 
other secretory cells the secretory products, hormones, peptides, or proteins are 
also packaged in vesicles. Thus acinar cells contain zymogen granules 
with digestive enzymes, and chromaffin cells have chromaffin granules with 
epinephrine and several proteins, and so on. All of these molecules are secreted 
by a calcium-dependent exocytosis of the vesicle. The membrane of the vesicle 
becomes part of the surface membrane and the contents are delivered outside. 
. Normal, stimulated secretion from nerve terminals and from many other 
cells requires extracellular Ca2 + and is antagonized by extracellular Mg2+ 
(Douglas, 1968). In quantitative experiments with the frog neuromuscular junc- 
tion, Dodge and Rahamimoff (1967) found that the probability of release of 
transmitter vesicles during an action potential increases as the fourth power of 
[Ca2+J, (Figure 7). The steep [Ca2+] dependence is explained by Katz and 
Miledi's (1967) proposal that the presynaptic action potential opens voltage- 
gated Ca channels in the presynaptic terminal, letting in a pulse of Ca2+ ions, 
which in turn react with intracellular Ca receptors. Several such receptors 
cooperatively control the release of one vesicle from the terminal. This hypothe- 
sis has been amply proven and extended by the further work of Katz, Miledi, 
and many others. The lull story is best shown in the squid giant synapse, where - - 
the pres;naptic terminal is large enough to accommodate intracelliar electro- 
des. Calcium entry during depolarization of the presynaptic terminal has been 
demonstrated optically with the fluorescent Ca detector aequorin and the metal- 
lochromic dye arsenazo 111, and as an inward I,-, under voltage clamp; and 
artificial injection of buffered Ca2+ solutions leads directly to transmitter release 
(cf. Llinas et al., 1981; Augustine et al., 1985a,b). Figure 8 reiterates the role of Ca 
channels in secretion. The nature of the intracellular Ca receptor(s) for secretion 
of neurotransmitter is not known. 

Intracellular CaZ+ ions also have an effect on gating of channels. So far, 
modulation of gating has been reported in several Ca, K, and C1 channels and in 
a nonspecific cation channel. In Chapter 17 we consider the shifted voltage 
dependence of all voltage-dependent properties caused by altering extracellular 
[Ca2+]. Here we are concerned with intracellulnr actions. 
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Stimulu~ .. 

Extracellular calciu~ concentration (mu) 

7 CAGIUM CONTROL OF TRANSMITTER RELEASE 
This classical experiment demonstrates the steep dependence of ACh 
release at the neuromuscular junction on the bathing CaZ+ concentra- 
tion and the antagonism by external MgZ+ . A frog nerve-muscle prepa- 
ration is stimulated by shocks to the motor nerve and the resulting 
endplate potential (epp) size is recorded from a muscle fiber with an 
intracellular microelectrode. The epp size, averaged over many trials, is 
plotted against ICa2 '1, on linear and log-log scales. The slope of the 
lines in the log-105 plot is 3.9, showing that transmitter release is 
proportional to [Ca ' j3-'. [From Dodge and Rahamimoff, 1967.) 

Stimulation of K+ permeability by elevated [Ca2+], was first reported in red 
blood cells by Gdrdos (1958). Later Meech (1974) found that Ca2+ ions activate a 
class of K channels when injected into molluscan neurons. Buffered levels of 
[Ca2+li as low as 100 to 900 nM suffice. The voltage-dependent and Ca2+ - 
dependent channels are described in more detail in Chapter 5. They are common 
in many types of cells. Similar concentrations of intracellular Ca2+ activate a 
type of C1 channel (Bader et  al., 1982; Evans and Marty, 1986; Chapter 5). 
Somewhat higher concentrations (1 to 6 w) activate another monovalent cation 
channel that has been called a nonspecific cation channel because of its lack of 
discrimination among alkali metal ions (Kass et al., 1978; Colquhoun et al., 1981; 
Yellen, 1982). Another channel influenced by [Ca2+], is the Ca channel itself. We 
return to this in the section "Do Ca channels inactivate?'. 

Ca dependence imparts voltage dependence 
Processes regulated by [Ca2+Ii acquire a secondary voltage dependence from the 
voltage dependence of Ca2+ entry. As is expressed in the I=,-E relation, the rate 
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.. .. . 
Neurotransmitters 
Hormones 
Digestive enzymes 
Cortical granules 
Acrosome 
Mucus 

8 CALCIUM CONTROL OF SECRETlON 
Vesicles filled with secretory products associate with the cell surface 
membrane in conjunction with some unknown, Ca-sensitive, fusion- 
inducing molecules. Secretory signals cause Ca2+ ions to enter through 
Ca channels on the plasma membrane or to be released from intracellu- 
lar stores. Secretory product is released by exocytosis of a vesicle after n 
Ca2+ ions have triggered the necessary membrane fusion. 

of Ca entry is low at rest, rises to a maximum above 0 mV, and falls again with 
further depolarization toward Ec, (Figure 9A). The resulting rise of internal free 
[Ca2+1 can be detected optically by measuring the absorbance changes of a Ca- 
indicator dye injected into a cell. Figure 9 8  shows peak absorbance changes of a 
metallochromic dye, arsenazo 111, during voltage-clamp steps applied to a ma- 
rine molluscan neuron. The optical signals are calibrated approximately in terms 
of the mean increase (thoughout the cell) of (Ca2+Ii during applied 300.m~ 
depolarizing pulses. The rise of [Ca2+Ii just at the cell surface could easily be 5 to 
25 times higher, because Ca2+ enters there and diffusional equilibration to 
spread the Ca2+ throughout a 300-pm cell takes much longer than 300 ms 
(Gorman and Thomas, 1980). Again [Ca2 ' I i  is low at rest, rises with depolariza- 
tion, and falls again for very positive voltage steps. The intracellular concentra- 
tion increase also depends on the extracellular bathing calcium concentration. 

Figures 9C through E show that the voltage dependence of Ca2+ entry is 
reflected in processes controlled by [Ca2+],:-Fipre 9C shows the voltage depen- 
dence of transmitter release from the squid giant synapse under voltage clamp of 
the presynaptic terminal. Release is measured as  the size of the postsynaptic 
elecirical response induced by transmitter (measured during the depolarization 
applied to the presynaptic terminal). Release is small for small depolarizations, 
maximal near 0 mV, and low again at + 100 mV. Halving extracellular [Ca2*] 
from 9 to 4.5 r n M  lowers release, especially at positive potentials. Release can be 
proportional to at least the third power of [Ca2+li at this synapse (Augustine et 
al., 1985a.b). 

Figure 9D shows the voltage dependence of total K currents in a snail neuron 
recorded under voltage clamp. Depolarization tends to increase IK both by 
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opening channels and by increasing the driving force on K +  ions. In normal 
snail Ringer solution the peak K current-voltage curve rises along a strange N 
shape. Apparently the'total current consists of two major components. When 
the external Ca2+ and Mg2+ are replaced by Co2+, the current-voltage curve 
becomes a simpler rising Gnction. This curve is the Ca-independent K current in 
delayed rectifier K channels, and the shaded difference between it and the 
~ - s h a ~ e d  curve is mostly the Ca2+-dependent K current (Heyer and Lux, 1976). 
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4 9 VOLTAGE-DEPENDENT Ca ACCUMULATION 
The following properties get voltage dependence from the steep volt- 
age dependence of Ca channel activation. All measurements are made 
with depolarizing voltage-clamp steps. (A) Peak Ca current-voltage 
relations in a snail neuron bathed in 10 mM Ca2+. [From Brown, 
Morimoto, et al., 1981.1 (8) Increase of [CaZt], during 300-111s voltage 
pulses applied to an Aplysin neuron. Optical measurements with arse- 
nazo I11 dye injected into the cell are calibrated assuming that the Ca2+ 
ions spread uniformly throughout the cell in 300 ms. [From Gorman 
and Thomas, 1980.1 (C) Release of neurotransmitter from the prrsynaplic 
axon of a squid giant synapse. The postsynaptic potential changedurittg 
the presynaptic test pulse is plotted against the test potential. [From 
Kusano, 1970.1 (D) Activation of Ca-dependent K channels by intra- 
cellular CaZ* accumulation in a snail neuron. Potassium currents are 
measured during 1Wms test pulses in normal snail Ringer's and after 
the Ca2 + and Mg2+ have been replaced by 10 mu Co2+ to eliminate the 
influx of Ca2+ during the pulse. [From Heyer and Lux, 1976.1 (E) 
Activation of Ca-dependent CI channels by intracellular Ca2+ accu- 
mulation in a cone photoreceptor of the salamander. The conductance 
is calculated tor the tail current flowing after 700-ms test pulses to 
various levels. [From Barncs and tiille, 1989.) 

It has a peak near +40 mV and falls again for large depolarizations that let little 
Ca2 + into the cell. 

Figure 9E shows the similar voltage dependence of a C1 conductance of 
vertebrate photoreceptors. Voltage clamp depolarizations positive to -30 mV 
are needed to turn on the conductance, depolarizations to 0 mV give maximal 
activation, and with even more positive depolarizations the number of channels 
activated falls off again. This CI conductance is activated by the rise of [Caz+], 
(Bader et al., 1982). It fails to develop if Ic, is blocked with 10 pM Cd2+ in the 
bath, and its decay after each depolarizing test pulse is accelerated by including 
Ca2+ chelators i n  the whole-cell recording solution (Barnes and Hille, 
1989). 

To summarize, many Ca-dependent processes acquire a voltage dependence 
through the voltage dependence of Ca2+ entry or release. It should not be 
forgotten, however, that any Ca-dependent membrane process might in addi- 
tion have its own intrinsic voltage dependence, which could arise if the mem- 
brane process had its own "gating charge" or if the regulatory Ca2+ ions bound 
to their receptor in a voltage-dependent manner. This possibility is best tested 
under conditions that hold [Ca2+], at known;constant values with appropriate 
buffers, while the membrane potential is varied. Such experiments show, for 
example, that some types of Ca2+-dependent K channels are also steeply 
voltage-gated (see Chapter 5). 

Do Ca channels inactivate? 
The nature and extent of inactivation of Ca channels has been harder to deter- 
mine than for Na channels. In Figure 2B, the HVA Ca currents of chromaffin 
cells hardly seem to inactivate during the 35-ms test pulse, yet in other experi- 
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ments Ca currents may inactivate fully in the same time. As we shall see later, 
one reason for differences is that there are multiple subtypes of Ca channels 
differing in their inactivation-among other properties. Another reason for the 
difference, however, is that some HVA Ca channels inactivate by a mechanism 
that is readily disturbed by standard experimental conditions. 

An important clue in the puzzle was Hagiwara and Naka's (1964) finding that 
Ca action potentials of the barnacle are potentiated by injecting Ca-chelating 
aeents. lntracellular free Ca2+ levels below 100 nM are needed for maximal " 
responses as if Ca channels are unavailable when [Ca2+ji is too high (Hagiwara 
and Nakajima, 1966b). This observation lay dormant until, from voltage-clamp 
experiments on Paramecium and on Aplysin neurons, Brehm and Eckert (1978) 
and Tillotson (1979) suggested a new hypothesis. They proposed that Ca chan- 
nel inactivation results from the local rise of intracellular free [Ca2+] as Ca2+ 
ions flow into the cell during a depolarizing pulse. Hence the decay of IC, during 
a single voltage-clamp pulse would be a Ca2+-dependent inactivation, rather 
than a voltage-dependent inactivation of Ca channels. In this hypothesis the 
functioning of Ca channels is self-limiting: If Ca channels have been open long 
enough to raise [ca2+li, they are shut down,again. They would remain refrac- 
tory until the internal calcium load is remo6ed from the cytoplasm. 

For some HVA Ca channels this suggestion is well supported by correlations 
between the rate or degree of inactivation and the expected rise of [Ca2+], during 
a voltage-clamp pulse (reviewed by Eckert and Chad, 1984). One line of evi- 
dence in molluscan neurons is the finding that injection of the Ca chelator, 
EGTA, slows the rate of inactivation of Ica during the test pulse (Figure lOA), 
presumably by preventing the rise of [Ca2+Ii. Another line of evidence is a near 
absence of inactivation when Ba2+ ions are substituted for Ca2+ ions in the 
bathing medium (Figures 3 and 10B). Evidently, Ba2+ ions substitute well for 
Ca2+ ions as current carriers and substitute poorly in stimulating the inactivation 
process. A third line of evidence is that very large depolmt ions  to near Ec,, 
where the entry of Ca2+ ions is small, produce little inactivation. The apparent 
voltage dependence of HVA Ca channel inactivation measured with a t w ~ - ~ u l s e  
procedure in a mammalian pituitary cell line (Figure 11) is qualitatively different 
from the voltage dependence of Na channel inactivation. The extent of inactiva- 
tion caused by the variable prepulse (Figure 11B) correlates with the amount of 
Ca entering during the prepulse (Figure 11A). Inactivation is maximal near 0 mV 
where Ca entry is large, and inactivation falls off again for more positive 
potentials where Ca entry is smaller. Again, switching to a Ba2+ sdlution 
removes the inactivating effect of the conditioning pulse. 

Similar evidence for Ca-dependent inactivation of certain HVA Ca channels 
comes from many types of cells. This includes protozoa, arthropod muscle, 
molluscan neurons, and vertebrate heart, smooth muscle, neurons, and secre- 
tory cells (Eckert and Chad, 1984; Byerly and Hagiwara, 1988). Note therefore 
that the physiological time course of lca is likely to be shorter than is suggested 
by the majority of biophysical experiments that are done using Ba2+ ions in the 
bath, or using EGTA in the internal solution in order to obtain large currents in 
Ca channels. 
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(A) EGTA INJECTIOI\' +m mV ............. .................................. ............... 

I 
(8) BARIUM SUBSTITUTION 

10 Ca-DEPENDENT INAfXIVATION OF Ca CHANNELS 
Two experiments showing the participation of intracellular Ca2+ in the 
inactivation of Ca channels. The cell bodies of Avlusin central neurons 
are voltage clamped with two intracellular micrbiiectrode;. The cells 
have been preloaded with Cs+ to block currents in potassium channels. 
(A) Under-control conditions, depolarization to +>o mV elicits a tran- 
sient lG that appears to inactivate fully in 200 ms. After the cell is 
injected with EGTA to keep the intracellular free CaZ+ buffered at a low 
level, the inactivation of lc, is slower. (B) Similarly, switching from an 
extracellular solution with 100 mM Ca2+ to one with 100 mM Ba2+ 
changes the membrane current from a rapidly inactivating lc, to a more 
slowly inactivating and larger-lb. T = 15°C. [From Eckert and Tillot- 
son, 1981.1 

While arguments for Ca-dependent inactivation were accumulating, many 
exceptions were being found. An early clear example was the egg of the annelid, 

' 
Neanthes (Fox, 1981), where a LVA component of Ic, inactivates rapidly with 
time constants of 10 to 35 m s  that d o  not depend o n  whether CaZ+, S?+, or  t3a2+ 
is carrying the current or  whether lc, is  large (60 mM Ca in the bath) or small 
(10 mM Ca). Significant inactivation can be developed by a depolarizing prepulse 
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(A) I-& RELATION 

$re 

(B) INACTIVATION 

11 VOLTAGE DEPENDENCE OF Ca-DEPENDENT INACTIVA- 
TION 
A two-pulse experiment measuring inactivation of Ca channels caused 
by intracellular CaZ+ accumulation in GH3 cells, a pituitary tumor line. 
The cell is held relatively depolarized to eliminate currents in low- 
voltage activated Ca channels and is bathed in 25 mu Ca" or BaZt 
solutions. The potential is stepped to various voltages (Eprr.) for 60 ms to 
let in varying amounts of Ca + or BaZ+, and then after a 20-ms rest i t  is 
stepped to 0 mV (E,,) to measure how many Ca channels can still be 
activated. (A) Current-voltage relation for Ca2+ or Ba" entry during 
the prepulse. (8) Effect of prepulse on size of I,, or I ,  during test 
pulse. [From Kalman et al., 1988.1 

to -65 mV, which elicits n o  detectable I,-,, and full inactivation is developed by 
prepulses in the range k o m  + 90 to + 190 mV, which also elicit no  Ca influx. 
Here is conventional voltage-dependent inactivation similar to that known for 
Na channels. Subsequent studies in Helix neurons have shown that HVA Ca 
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channels may actually use both mechanisms. Their inactivation can have Ca- 
dependent and voltage-dependent steps (Cutnick et al., 1989). 

To answer our original question, do Ca channels inactivate, we can say that 
Ca current always decays during long depolarizations. Some channels inactivate 
in milliseconds and others continue to function for seconds. The underlying 
mechanisms of inactivation are clearly heterogeneous and are not yet adequately 
understood. This complexity is one of the lines of evidence for a diversity of 
types of Ca channels. 

Multiple channel types coexist in the same cell 
A striking difference between classes of Ca channels is their sensitivity to 
depolarization. Some channels activate with small depolarizations and others 
require large depolarizations. The first c i a s s t h e  LVA Ca channelsusually 
have rapid, voltage-dependent inactivation, and therefore are not seen when a 
cell is maintained at depolarized holding potentials. The other-the HVA Ca 
channe lsof ten  lack rapid inactivation, and thus can be recorded in isolation 
from LVA currents by starting from depolarized holding potentials. This distinc- 
tion is illustrated by a cardiac atrial cell bathed in TTX and 115 mM Ba2+ in Figure 
12A. When the holding potential is - 30 mV (depolarized enough to inactivate 
LVA channels), no Ba current is elicited during a step to -20 mV, but a large, 
persistent (HVA) current flows at + 10 mV. When the holding potential is -80 
mV, a transient (LVA) current is elicited in isolation at -20 mV, and the LVA 
component is superimposed on the large HVA component at + 10 mV. Thus two 
components are separated by changing the holding potential. The two peak 
1,-E relationships for the components in this experiment show differences of at 
least 30 mV in the voltage dependence of activation (Figure 128). 

If gating kinetics were the only difference between components of current, 
one might not be convinced that there actually are several channel types. After 
all, might one not be able to explain almost any kinetics in terms of complex 
gates on a single type of channel molecule? This is a valid criticism of purely 
kinetic experiments. Fortunately, however, there are additional distinguishing 
features. As we shall see, Ca-channel types also differ in their pharmacology, 
ionic selectivity, metabolic regulation, and single-channel conductance. 

A measurement of unitary Ca-channel currents in heart is shown in the 
patch-clamp experiment of Figure 13. The protocol is like that for Figure 12 but 
using an on-cell patch rather than the whqle-cell configuration. Each panel 
shows seven sweeps with unitary openings of Ca channels induced by depo- 
larizing voltage steps. Openings are brief downward deflections of inward 
current carried by Ba2+ ions. The average of many such sweeps is drawn below. 
When the holding potential and test potential are relatively negative (A), one 
sees small unitary currents bunched towards the beginning of the pulse, giving 
on average a rapidly inactivating LVA current. Tsien's group has called these 

a 

channels in heart T-TYPE Ca channels because they have a tiny conductance and 
make a transient current. When more positive holding and test potentials are 
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(A) TOTAL Ba CURRENT (B) DIFFERENCE CURRENT 

(C) PEAK IB, - E  RELATION 

E (mV) 

U TWO COMPONENTS OF Ba CURRENT 
Ionic currents measured in an isolated canine cardiac atrial cell during 
step depolarizations from two different holding potentials (E,,). Cur- 
rents in Ca channels are emphasized by using 115 mM Ba2+ and 10 PM 
TlX in the bath and 145 mM Cs and 10 mM EGTA in the whole-cell 
pipette. T = 21°C. (A) Currents evoked at -20 and + 10 mV. (8) The 
LVA component at 10 mV is obtained by subtracting record with E,, = 
-30 mV from record with E, = -80 mV. (C) Peak I-E relations. The 
HVA component is taken directly from records with E ,  = -30 mV. 
The LVA component is obtained by subtraction as in part 8. [From 
Bean, 1985.1 

used (B), one sees larger unitary currents spread throughout the depolarization, 
giving, on average, a persistent HVA current. Tsien's group has called these 
channels L-TYPE Ca channels because they have a large conductance and made a 
long lasting current. Notice that the L-channel currents are recorded at a test 
potential 30 mV more positive than the T-channel currents in this figure, so the 
driving force on Ba2+ ions is less. Therefore the ratio of unitary conductances is 
even greater than the ratio of unitary currents measured here. 
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(A) T-PIPE CURRENTS (U) L-TYPE CURRENTS 
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13 T- AND L-TYPE Ca CHANNELS 
Two types of unitary currents recorded from guinea pig cardiac ven- 
tricular cells by on-cell patch clam Currents in Ca channels have been 
emphasized by using 110 mM Bag in the pipette and by subtracting 
capacity and leak currents obtained from records without channel activ- 
ity. Each panel shows seven current traces with primarily T-type (A) or 
L-type (B) channels and, at the bottom, the average of about 280 such 
traces to show the mean time course of channel opening. T = 21°C. 
[From Nilius et al., 1985.1 

Coexistence of several types of Ca channels seems to be the rule in most cells. 
After early papers on starfish eggs (Hagiwara et al., 1975) and vertebrate neu- 
rons (Llinas and Sugimori, 1980; Llinas and Yarom, 1981a), a flood of papers 
starting in 1984 has described their characteristics (reviewed by Matteson and 
Armstrong, 1986; Tsien et al., 1987; Byerly and Hagiwara, 1988; Kostyuk et al., 
1988; Bean, 1989a; Carbone and Swandulla, 1989; Hess, 1990; Kostyuk, 1990; 
Tsien and Tsien, 1990). In various preparations the LVA, T-like currents were 
also named type I, low threshold, fast, inactivating, and SD (for slow deactivat- 
ing); and the HVA, L-l ie  currents were named type 11, high threshold, slow, 
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persistent, and FD (for fast deactivating). In chick sensory neurons, Tsien's 
group describes three types that they call T, N, and G w h e r e  T and L are similar 
to those in heart, and N (for neuronal) is a HVA channel that, in comparison 
with L-type channels, is more prone to inactivate and is susceptible to different 
organic blockers (Table 1; Nowycky et al., 1985a; Fox et al., 1987). Kostyuk et al. 
(1988) reached a similar conclusion with mouse sensory neurons, using the 
terminology LTI, HTI, and HTN, respectively, for the same three types.' We will 
discuss pharmacological distinctions later. Most notably, L-type channels are 
sensitive to blockers and agonists of the 1,Cdihydropyridine type and N-type 
channels are blocked by o-conotoxin GVIA. On pharmacological grounds, an- 
other subtype called P has been identified in cerebellar Purkinje cells (Llinas et 
al., 1989). 

The categorization of Ca channels is not complete, and different conclusions 
are reached by different authors (cf. Swandulla and Armstrong, 1988; Bean, 

'These acronyms stand for Low 'Ihreshold Inactivating, High 7hreshold Inactivating, and High 
'Ihreshold Noninactivating 

TABLE 1. TYPES OF Ca CHANNELS IN A SENSORY NEURON 

Fast, inactivating -- 
Slow, persistent 

- LVA HVA HVA 
T N L 

Activation range" 
Inactivation range 
Decay rateb 

Deactivation rateC 
Single-channel 

conductanced 
Single-channel 

kinetics 
Relative 

conductance 
Cadmium block 
Nickel block 
Conotoxin blockc 
Dihydropyridine 

sensitivity/ 

Positive to -70 mV 
-100 to -60 mV 
Moderate 

(-I a 20-50 ms) 
Rapid 

8 PS 

Brief burst, 
inactivation 

Ba2+ = caZ+ 
Resistant 
Sensitive 
Weak 

Resistant 

Positive to -20 mV 
-120 to -30 mV 
Moderate 

(7 = 5U-80 ms) 
Slow 
13 pS 

Long burst 

BaZ+ > Ca2+ 
Sensitive 
Less sensitive 
Strong 

Resistant 

Positive to - 10 mV 
-60 to -10 rnV 
Very slow 

(T > 500 ms) 
Rapid 
25 pS 

Continual 
reopening 

Ba2 ' > CaZ + 

Sensitive 
Less sensitive 
Weak 

Sensitive 
- - 

TaMe from Tsien et al. (1988) for embryonic chick dorsal root ganglion cells with modifications to 
accummodate newer work. 
I n  10 mM Ca. 
$nactivation rate at 0 mV, 10 mM Ca or 10 mM Ba extracellular, ECTA in cell, 21'C. 
%ate of turn off of tail current at -80 to -50 mV. 
'Maximum slope conductance in 110 mcc Ba, 21°C. 
c&~toxin GVIA from Conus geographus. 
f@nhancement by BAY K 8644 and inhibition by nifedipine. 
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1989a; Plummer et al., 1989; Schroeder et al., 1990; Regan et al., 1991). Initial 
attempts to fit observations on various cells into the mold of L, N, and T 
uncovered channels that were L-like, N-like, and T-like but frequently had one 
or two differences in a defining characteristic. Even if they are not yet fully 
successful, however, attempts to define electrophysiological criteria such as 
those in Table 1 have focused attention on a challenging and interesting area of 
research. The difficulty suggests that eventually we will have to recognize a 
larger number of Ca channel subtypes, say 6 to 20, with properties that overlap 
too much to distinguish by the criteria developed so  far. Indeed already it is clear 
from molecular biological work that brain messenger RNA contains transcripts 
for numerous related Ca channels (Snutch et al., 1990). The full amino acid 
sequences are known for the major subunit of three different L-like Ca channels, 
one from skeletal muscle, one from smooth muscle, and one from heart, and 
more are on the way (Chapter 9). Quite soon, when genes and messenger RNAs 
for more Ca channels are cloned, it will become possible to discuss subtypes on 
precise structural grounds. 

Penneation reqtrires binding in the pore 
Now let us consider some biophysical properties of Ca channels, starting with 
how permeant ions pass through them. We have already seen that crustacean 
muscle fibers can make action potentials in the presence of CaZ+, S$ + , or Ba2+. 
These three ions are highly permeant in Ca channels, as is shown by the voltage- 
clamp currents in Figure 14 recorded from a rat pituitary cell lime-a secretory 
cell type like the chromaffin cell. The inward currents are increased in these 
HVA L-type channels by changing from a 25 mM Ca2+ bathing solution to the 25 
mM S$+ solution, and they are increased again by changing to 25 mM BaZ+. 
Because Ba2+ ions give the largest currents in L-type Ca channels, and block 

14 DIVALENT ION PERMEABILITY OF Ca CHANNELS 
Comparison of membrane currents in 25 mM Ca, Sr, and Ba solutions. 
A GH, clonal pituitary cell filled with CsCl is step depolarized by a 
whole-cell patch clamp. Ca channels open during the test pulse, letting 
Ca2 ', SZ', or Ba2' ions enter the cell. T = ](PC. [From Hagiwara and 
Ohmori, 1982.1 
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currents in K channels as well (Chapter 5), they are often the preferred ion for 
biophysical studies of Ca channels. 

As we have explained in discussions of current-voltage relations, ionic fluxes 
in ionic channels are voltage dependent for two reasons. Both the driving force 
on each ion and the probability that a channel is open depend on voltage. 
Consider now the effect of driving force alone, or what we could call the open- 
channel current-voltage relation. Because [Ca2 + ] is normally 1@ to ld times 
lower inside the cell than outside, one could hardly expect Ca channels to 
generate much outward Ca current beyond the Ca equilibrium potential Ec, 
Even though the outward electrical driving force would be large at, say, +200 
mV, the number of free intracellular CaZ+ ions would be so small that little 
outward current should flow. Hagiwara and Byerly (1981) discussed this idea in 
terms of the Goldman (1943) and Hodgkin and Katz (1949) current equation 
(Chapter 13) for free diffusion of ions across membranes. Figure 15 shows that 
the free-diffusion theory predicts an extremely nonlinear open-channel current- 
voltage relation, as is argued above. The dashed line representing lc, shows an. 
inward current that is large at 0 mV, fades to a small value already at +50 mV, 
but does not reverse sign until + 124 mV, the theoretical Eca with 100 nM Ca 
inside and 2 mM outside. Beyond +12&mV, outward lca is miniscule. 

The expected curvature of the current-voltage relation of open Ca channels 
has several consequences. First, outward Ic, is not large enough to measure 
beyond Eca, so a reversal of Ica at Eca should not be directly observable. Second, 
Ec, cannot be determined by a linear extrapolation of the measurable part of 
the current-voltage curve (cf. Figure 2C or 5A). That method would underesti- 
mate Eca. Third, if open Ca channels d o  not obey Ohm's linear law, I,-, = 
gca(E - Eta), it is neither correct to speak of the ohmic conductance of the 
channel (as if it were fixed) nor to use gca as a simple index of how many 
channels are open. 

Despite the theoretical predictions, many authors report outward currents in 
Ca channels and reversal potential values as low as + 40 to + 70 mV (see Figure 
2C). In some cases the records are contaminated by outward currents in other 
channels, so the reported reversal of current in Ca channels is questionable. 
However, in other cases the outward current can be blocked in an appropriate 
manner by Ca channel blocking agents. These outward currents are carried by 
monovalent ions moving outwnrd through Ca channels (Reuter and Scholz, 1977a; 
Fenwick et al., 1982b; Lee and Tsien, 1982). In Figure 2C the outward current is 
camed by Cs+ ions that have been loaded into the chromaffin cell to eliminate 
currents in K channels. 

In an unperfused cell the outward current would be carried by K '  ions. 
Internal K+ ions are lo6 times more concentrated than internal Ca2+ ions. Hence 
even if K+ ions have a far lower permeability in Ca channels than CaZ + ions, 
they could still carry more outward current. For example, the dotted line in 
Figure 15 shows the predicted K+ current in Ca channels if the K permeability 
were only 111000 of the Ca permeability-again assuming that the Goldman- 
Hodgkin-Katz equation applies. The sum of currents carried by K+ and Ca2+ in 
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15 THEORETlCAL I-E CURVE FOR Ca CHANNELS 
The electmdiffusion theory of Goldman (1943) and Hodgkin and Katz 
(1949) gives I-E relations for open ionic channels under simplifying 
assumptions given in Chapter 13. It predicts nonlinear I-E relations 
when the concentration of permeant ion is unequal on the two sides of 
the membrane. The predicted rectification is most striking for CaZf ions 
because their concentration ratio is 20,M)O:l and because for divalent 
ions, the rectification is completed over a narrower voltage range. 
Curves of I,,, lK, and their sum are drawn with Equation 13-5 for a 
channel permeable toCa2 + ions and very slightly permeable to Kt ionsas 
well (PK/Pp = 1 11000). The assumed ionic concentrations are [Ca2+ 1, = 
2 mM, [Ca +I, - 100 nu, [ K + l ,  = 2 mM, [K+ 1, = 100 mM. Although its 
permeability is low, the K ' ion makes a significant contribution to the 
reversal potential of the Ca channel. The theoretical reversal potential 
(E,,) here is at +52 mV, far less positive than the thennodynamic 
Eta, which is + 124 mV. 
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this hypothetical example is drawn as a solid line. This would be the experimen- 
tally observable net current. The I-E relation is less curved than for I', alone, 
and the reversal potential (+52 mV) is no longer at the thermodynamic 
Eta. As is probably the case for nll real channels, the reversal potential here 
includes a weighted contribution from several permeant ions. 

Although ions move down their electrochemical gradients in Ca channels, 
there are several ways in which their permeation differs from free diffusion. As 
Hagiwara and Takahashi (1967) first found, the size of inward I,-, does not 
increase linearly with the concentration of Ca2+ in the bath. Instead lc, is a 
saturating function of [Ca2+],. Apparently, channels, like enzymes, can have a 
maximum velocity for passing ions, and the permeating ions compete for bind- 
ing sites within the channel (see Chapter 14). The ions do not pass indepen- 
dently, rather they must wait their turn. An even more surprising finding is that 
Ca channels become highly permeable to rnonovnlent ions when all divalent ions 
are removed. It is believed therefore that at least one Ca2 + ion normally is bound 
to the channel at all times, and it excludes monovalent ions from entering. These 
interesting observations are discussed in Chapters 13 and 14. They help to 
explain why at very positive membrane potentials the outward currents carried 
by monovalent ions in Ca channels are larger (Figure 2C) than is expected from 
free-diffusion theory LFigure 15). 

Block of Ca channels 
Whereas a few divalent ions permeate Ca channels readily, many others includ- 
ing the transition metals Ni2+, Cd2+, Co2+, and Mn2+, can block Ca channels at 
1 0 - p ~  to 2 0 - r n ~  concentrations. Lanthanum ion (La3+) is a potent blocker. The 
sequence of blocking effectiveness in barnacle muscle is La3+ > Co2+ > Mn2+ > 
Ni2+ > MgZ+ (Hagiwara and Takahashi, 1967). Relative sensitivity to block by 
specific divalent ions is another property that distinguishes HVA from LVA C; 
channels (Table I; Byerly and Hagiwara, 1988). In certain cells, even some of 
these cations are slightly, or even very, permeant (cf. Almers and Palade, 1981). 
Analysis of the concentration dependence of permeation and block with mix- 
tures of ions suggests that permeant and blocking ions compete for common 
binding sites at the channel (Hagiwara and Takahashi, 1967; Hagiwara et a]., 
1974; see also Chapter 14). Probably tiny structural differences of the pore would 
besufficient to explain why a particular bound ion can be a blocking agent in one 
type of ~a.channel  and a permeant ion in another. Presumably "blocking ions" 
are ones that move so slowly in the pore that they get in the way of more' 
permeant ions,, which then must wait their turn. 

Several Ca-ANTAGONIST drugs have great clinical utility for their effects on 
the heart and on vascular smooth muscle (Fleckenstein, 1985). These lipid- 
soluble compounds, including verapamil, D-600, nifedipine, nitrendipine, and 
diitiazem (Figure 16), block L-type Ca channels preferentially. The half-blocking 
concentrations vary from cell to cell and usually are in the 2 0 - n ~  to 5 0 - p ~  range. 
Unfortunately for membrane biophysiasts, neither these organic blockers nor 
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16 ORGANIC Ca CHANNEL ANTAGONISTS AND AGONISTS 
Three chemical classes of Ca channel antagonist block L-type Ca chan- 
nels reversibly, usually acting more potently on vertebrate cells than on 
invertebrate cells. Veraparnil is a phenalkylamine, diltia~cm a ben- 
zothiazepine, and nifedipine a dihydropyridine. Their relatives include 
D-600, which is verapamil plus another methoxy group on the leftmost 
ring, and nitrendipine, which is nifedipine with the nitro group moved 
to the 3-position and with one methyl ester converted to an ethyl ester. 
Such blockers have clinical usefulness in the treatment of supra- 
ventricular cardiac arrhythmias, angina pectoris, and hypertension. 
BAY K 8644, a dihydrapyridine Ca-channel agonist, increases the open- 
ing probability of L-type Ca channels. All of these compounds are 
modeled after papaverine, a smooth muscle relaxant found in opium. 

the transition-metal blocking ions are perfectly selective for Ca channels, so high 
concentrations can depress Na and K channel currents as well. 

High sensitivity to 1,4-DII-~YDROPYRIDINES, such as nifedipine and BAY K 
8644, is one of the defining criteria for L-type Ca channels (Table 1; Bean, 1985; 
Nilius et al., 1985; Nowycky et al., 1985b; Fox et al., 1987). The actions are 
fascinatingly complex. Calcium currents may be decreased or increased. When a 
compound decreases I=, it is called an antagonis? or blocker (e.g., nifedipine and 
nitrendipine), and when it increases Ic,, an AGONIST (BAY K 8644). Agonist 
action is shown in Figure 17. At the single-channel level, BAY K 8644 favors very 
long channel openings without affecting the unitary current amplitude. On 
average this means that I,-, increases several fold. A surprising finding in early 
work was that antagonist and agonist effects could be obtained with a single 
compound such as nitrendipine or BAY K 8644 (Hess et al., 1984; Bean, 1985). 
Eventually it was realized that many of the compounds being tested were 
racemic mixtures of two optical enantiomers, and at least part of the difficulty 
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17 AGONIST ENHANCEMENT OF L-TYPE CURRENTS 
Unitary currents from embryonic dorsal root ganglion cells of chick. 
Each panel shows 10 consecutive responses to 130-ms depolarizations 
(applied every 4 s), and, at the bottom, the sum of a larger number of 
sweeps. The on-cell patch contains at least three L-type channels. 
Currents in Ca channels have been emphasized by including 110 mu 
Ba2+ and 200 nu TTX in the patch pipette. (A) No drug. (8) 5 phi BAY K 
8614 in bath. T = 21°C. [From Nowycky et al., 1985b.j 

arises because antagonist activity resides in one isomer and agonist activity in 
the other (Kokubun, 1987; Bechem et al., 1988). Therefore, where possible, one 
should use a pure isomer in mechanistic studies. 

The ability of dihydropyridines to block L-type channels is strongly affected 
by the holding potential in voltage-clamp experiments. For example, the dose- 
response curves in Figure 18 show that 2000 times more nitrendipine is needed 
to block when a cell is held at - 80 mV than when it is held at - 15 rnV. To 
explain this dramatic effect, Bean (1984) postulated that nitrendipine binds far 
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18 STATE-DEPENDENT AFFINITY FOR DIHYDROPYRIDINES 
Dose-response curves for nitrendipine block of L-type Ca channels 
determined at two holding potentials. Peak Ca current at +30 mV was 
measured in dog ventricular cells held for tens of minutes at - 15 or 
-80 mV. Curves are for one-to-one antagonist binding (Equation 33) 
with dissociation constants oi0.36 nM and 730 nM. [From Bean, 1984.1 

more tightly to the inactivated state of the Ca channel than to the resting state. It 
follows then that long depolarization, which causes channels to inactivate, 
would also make them much more susceptible to block, and long hyperpolariza- 
tion, which favors removal of inactivation, would also promote unbinding of 
dihydropyridines. Thus the properties of the dihydropyridine receptor depend 
on the gating state of the Ca channel. We shall see that state-dependent binding 
of drugs is almost the rule in all studies of ionic-channel pharmacology (Chap- 
ters 15 and 17 ,  presumably because channel gating involves major conforma- 
tional changes affecting many parts of channel macromolecules rather than 
minor movements only within the conducting pore. 

Ca channels can also be blocked by a variety of peptide natural toxins. 
Among the many channel-directed toxins found in the venom of Pacific cone 
shells (Olivera et a]., 1985), o-conotoxin GVIA blocks some HVA Ca channels 
"irreversibly" and at picomolar concentrations (Table 1; McCleskey et al., 1987; 
Aosaki and Kasai, 1989; Plumrner et al, 1989). A nonpeptide toxin from funnel 
web spiders has a high affinity for P-type Ca'channels, a neuronal subtype with 
properties distinct from T, N, and L channels (Llinds et al., 1989). 

Channel opening is voltage dependent and delayed 
Despite their individual differences, the Ca-channel types that have been stud- 
ied share several common kinetic characteristics with voltage-gated Na and K 
channels. They all open with depolarization in a steeply voltage-dependent 
manner. The curve of peak opening probability rises to a maximum at large 
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depolarizations and can be described by a Boltzmann relation (Equation 2-22) 
equivalent to three to five gating charges moving across the membrane to control 
activation (Kostyuk et a]., 1988; Coulter et a]., 1989). 

Openings of ~a channels d o  not develop at once after a depolarization but 
rather appear only after a delay. In the same way as the delay of macroscopic IN, 
was described in the HH model by the third power of a first-order variable (m3, 
lo has been described empirically by the second, third, fifth, and even sixth 
power (Kostyuk et a]., 1977; summarized by Hagiwara and Byerly, 1981). The 
time course of rapid activation and inactivation of T-type Ica in thalamocortical 
relay neurons has been described by an m3h model like that for IN, (Coulter et 
al., 1989), but the derived time constants T,, and T,, are up to 50 times longer than 
those for IN, of an axon at the same temperature. 

As with Na and K channels, Ca-channel closing (deactivation) begins imme- 
diately when the membrane is repolarized to negative potentials. The tail cur- 
rents may deactivate along an exponential or double-exponential time course. In 
some cases it is clear that the deactivation follows a double exponential because 
there are two types of Ca channels closing, each with its own kinetics. In CH, 
cells and dorsal root ganglion neurons, the (rapidly inactivating) LVA currents 
deactivate more slowly at rest than, the (slowly inactivating) HVA currents 
(Matteson and Armstrong, 1986; Swhndulla and Armstrong, 1988). 

The description of gating kinetics at the single-channel level usually uses a 
slightly different formalism. For analysis of the activation of single L-type Ca 
channels, Fenwick et a]. (1982b) used the STATE DIAGRAM: 

where opening is viewed as a two-step reaction going from one closed (C) state 
to another before reaching the open state (O), and Ks are transition rate con- 
stants. Both steps are voltage dependent. Kostyuk et al. (1988) used an embel- 
lished version of this state diagram to describe activation of each of the Ca- 
channel types in sensory neurons. Such models are similar to m* models that 
also describe stepwise opening of two voltage-dependent gates. State diagrams 
are an essential shorthand for describing channel gating that is used extensively 
in Chapters 15, 17, and 18. They have the same significance as a chemical 
reaction diagram in ordinary chemical kinetics, and the hope is that they repre- 
sent the actual sequence of protein conformational changes that underlie gating. 

At the single-channel level, L-type Ca channels show interesting sudden 
changes of gating kinetics (Hess et a]., 1984; Nowycky et al., 1985b). In typical 
sweeps, channels open many times during a 200-ms depolarization and each 
individual opening is on average less than 1 ms long (Figures 13B and 17A). 
Such sweeps can be described kinetically by picking four appropriate rate 
constants for the state diagram (Equation 4-1). However, in a long series of 
consecutive sweeps there are clusters of sweeps that have far longer channel 
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openings, almost as  if a Ca agonist drug had been briefly added (the fifth sweep 
in Figure 138 and the first sweep in Figure 17A). A kinetic description of these 
sweeps requires a channel closing rate (k-*) that is 100 times slower than for the 
more typical sweeps. Tsien's group (Hess et al., 1984; Nowycky et al., 1985b) has 
called the gating of sweeps with short open times, MODE 1, and those with long 
open times, MODE 2. In this description the channel might gate in mode 1 for a 
minute, switch to mode 2 for 3 s, switch back to mode 1 for 25 s, and so forth. 
They have also used the term, MODE 0, for sweeps with no opening at all. In this 
model, there would have to be some reversible physical change in the channel to 
underlie mode switching. For example, this could be a change in the folding of a 
part of the macromolecule, a different interaction of the component subunits, or 
a chemical modification such as phosphorylation of an amino acid residue. The 
ability to study such microscopic events in routine laboratory observations is a 
reminder of the incredible power of patch-clamp methods to open up  new vistas 
of molecular thinking. 

Mode switching can occur spontaneously, and it seems to be induced by 
hormonal stimulation (Chapter 7), by patterns of depolarization (Pietrobon and 
Hess, 1990; Artalejo et al., 1990), and by drugs. For example, Tsien's group has 
proposed a relationship between dihydropyridine actions and mode switching. 
They suggest that dihydropyridine antagonists bind more strongly to channels 
in mode 0 and stabilize that mode, whereas agonists bind more strongly to 
channels in mode 2 and stabilize that mode. This state-dependent binding 
would explain why antagonists tend to reduce channel activity and why ago- 
nists favor long channel openings. 

Overview of voltage-gated Ca channels 
This first discussion of voltage-gated Ca channels has introduced several new 
biophysical concepts that will come up again: Permeating ions compete for 
binding sites within the pore, and at least one Ca2+ ion is bound in the pore at 
all times (Chapter 14). If that ion is removed, the channel becomes highly 
permeable to monovalent ions. Ca channel types differ in voltage dependence, 
inactivation rate, ionic selectivity and pharmacology. Some Ca channels inacti- 
vate when [Ca2+ li becomes elevated above its normal low level (Chapter 7). At 
the single-channel level, gating is conveniently described in terms of state 
diagrams and chemical kinetics (Chapter 18). However Ca channels may dra- 
matically change their open-time distribution'asd will gate with very different 
kinetics for a while. This has been called mode switching. Drug-receptor sites on 
the channel also change their properties with the gating state or mode (Chapters 
15 and 17). For example, the affinity for l,4-dihydropyridines increases with 
depolarization. Some members of this drug family block I,-,, and others increase 
it by favoring a gating mode with long open times. 

Ca channels are found in all excitable cells. They can play two important 
roles. First, unlike Na channels, they do not inactivate briskly, so they can 
supply a maintained inward current for longer depolarizing responses. Second, 
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they serve as the only link to transduce depolarization into all the nonelectrical 
activities that are controlled by excitation. Without Ca channels our nervous 
system would have no outputs. 

In axons, neither of these functions seems particularly important, and Ca 
channels apparently play at best a background role (Baker and Glitsch, 1975; 
Meves and Vogel, 1973). At some nerve terminals where the release of neuro- 
transmitter needs to be brief to permit synaptic transmission to follow rapidly 
arriving input, Na channels are used to makebrief presynaptic spikes and the Ca 
channels (located very close to transmitter vesicles) serve briefly in their messen- 
ger role to supply activator Ca2 + ions. In secretory glands and endocrine organs 
where a more maintained secretion is needed, Ca channels may dominate the 
electrical response to make a longer depolarization, and they also supply activa- 
tor Ca2 + as long as the membrane remains depolarized (Petersen, 1980). Sim- 
ilarly, in muscles such as heart ventricle and smooth muscles, where the contrac- 
tion is longer than a brief twitch, Ca channels play an important electrical role as 
well as a transducing role. In dendritic processes of neurons, Ca channels 
contribute electrically to summing and spreading synaptic inputs that will drive 
the action-potential encoding region of the proximal axon (Llinas and Sugimori, 
1980; Llinds and Yarom, 1981b). Some rhyth&ically active cells that must make 
patterned bursting af action potentials use [Caz+] to control the lengths of 
alternating bursts and silent periods (see Chapter 5). In addition, cell bodies 
contain the gene-transcription and protein-synthetic machinery of the cell, and it 
would be easy to imagine that [Ca2+Ii serves as  a measure of activity and as  a 
stimulus to mobilize replenishment, growth, and selective gene expression. 

We have omitted several topics that will be considered later. A major one 
concerns regulation. In most cells, the amplitude of I,-, is regulated by outside 
influences (Chapter 7). In particular, neurotransmitters that affect intracellular 

"ond-messenger systems may modulate Ca-channel function and thus change 
the outputs of a cell. Norepinephrine, for example, increases L-type Ic, in heart 
and hence the force of each contraction; it also decreases N-type lc, in some 
nerve terminals and hence the amount of neurotransmitter released on the next 
cell. The large number of regulatory influences on Ca channels is a reflection of 
the physiological importance of the Ca2 + ion. 

Voltage-gated Ca channels are not the only channels that control Ca2+ entry 
into the cytoplasm. In Chapter 6 we describe the NMDA receptor, a Ca perme- 
able channel opened by the synaptic action of glutamate, and in Chapter 8 we 
discuss two "Ca-release channels," the ryanodine receptor and the lP3 receptor. 
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POTASSIUM CHANNELS AND 
CHLORIDE CHANNELS 

This chapter discusses channels permeable to K+ or CI- ions. Three themes are 
interwoven. First, as both ions have a negative reversal potential, such channels 
tend to dampen excitation. Second, the diversity of these channels is sur- 
prisingly large. And third, the diversity helps excitable ceMs to encode trains of 
action potentials and to have rhythmic activity. 

Julius Bernstein (1902) first postulated a selective potassium permeability in 
excitable cell membranes and may be credited with opening the road to discov- 
ery of potassium channels. Subsequent work has demonstrated excitable chan- 
nels permeable to Na+, CaZ+, and C1- ions as  well, but none of these reveals a 
fraction of the diversity that K-selective channels do. Like the stops on an organ, 
the diversity of available channels is used to give timbre to the functions played 
by excitable cells. Each cell type selects its own blend of channels from the 
repertoire to suit its special purposes. Whereas axon membranes express primar- 
ily one major class of K channels, the delayed rectifier type, virtually all other 
excitable membranes show many. The chapter describes several major types of 
voltage-sensitive K channels together with at least one functional role fur each. 
New K-channel types are still being discovered, so the categories discussed here 
are probably only a beginning. 

To use an old terminology, open K channels stabilize the membrane potential: 
They draw the membrane s ten i ia l  closer to the potassium equilibrium~potentia~ 
and farther (torn the firing threshold. In excitable cells, the roles of all types of K 
channels are related to this stabilization. Potassium channels set the resting 
potential, keep fast action potentials short, terminate periods of intense activity, 
time the interspike intervals during repetitive firing, and generally lower the 
effecsveness of excitatory inputs on a cell when they are open. In addition to 
these electrical roles, K channels have a transport role in epithelia whose job is to 
move salts and water into and out of body compartments. They also serve in 
many glial cells to help transport excess extracellular K+ ions away from active 
neurons. The repertoire of functions grows as  physiological responses are de- 
scribed in more cells. Hence the roles given here are only examples drawn from 
particularly well-studied cases. Many roles for K channels probably remain to be 
discovered. 

The more channel types there are in one cell, the harder it is to distinguish 
their individual contributions to the total ionic current record. Therefore, for 
many cells we know only that current is carried by K+ ions but we do not know 
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what types of channels are present. Only in some carefully studied cases with a 
fortunate combination of pharmacological specificities, kinetic differences, and 
suitability for voltage clamp has the analysis been carried out. Single-channel 
recording has helped to inventory K channels because some of them have 
charactehstic unitary-current signatures. The single-channel conductances of 
different types range over two orders of magnitude (Chapter 12). Potassium 
channels have been reviewed by Adams and Nonner (1989), Adams, Smith, and 
Thompson (1980), Castle et al. (1989), Dubois (1983), Hagiwara (1983), Latorre 
and Miller (1983), Moczydlowski et al. (1988), and Rudy (1988). 

Delayed rectifiers keep short action potentials short 
Of the many electrical responses of excitable cells, we have emphasized so far 
only the propagated action potential of axons. Perhaps the two most important 
properties of axonal action potentials are their high conduction velocity and their 
brevity and quick recovery. High velocity requires good "cable properties" and 
an optimal density of rapidly activating Na channels. Brevity requires rapid 
inactivation of Na channels and a high K permeability. In most excitable cells 
with short action p-otentials (1 to 10 ms duqtion at 20°C), the high K per- 
meability comes from rapidly activating, de1ayi.d rectifier K channels. Unmyeli- 
nated axons, motoneurons, and vertebrate fast skeletal muscle make short 
action potentials in this way. In myelinated axons, a high background "leak 
conductance, the resting conductance to K + ions, also plays an important role 
(Chapter 3). Some cells that have long action potentials (100 to 1000 ms) also use 
delayed rectifiers to aid in repolarization, but use ones of a different subtype 
whose gating kinetics are orders of magnitude slower (Figure 9 of Chapter 3). As 
we have already noted in Chapter 3, "delayed rectifier" refers not to a unique 
channel but to a class of functionally similar ones, several of which may even 
coexist in the same cell. 

Transient outward currents space repetitive responses 
Axons act as followers, rapidly but blindly propagating action potentials pro- 
vided to them. Their action potentials originate elsewhere-in membranes of 
axon hillocks, cell bodies, dendrites, or sensory receptor terminals. These mem- 
branes have the task of encoding nervous signals and hence are the decision- 
making centers of the nervous system. They transform the sum of all the graded 
intrinsic and extrinsic, excitatory and inhibitory influences into a code of pat- 
terned action potential firing. 

A simple example of encoding is seen in Figure I ,  which shows steady 
repetitive firing in a molluscan cell body in response to steady depolarizing 
current applied through an intracellular pipette. The response is smoothly grndrd 
with stimulus intensity. The stronger the current, the higher the rate of firing. 
This is the usual frequency-modulated code used by the nervous system. The 
cell fires like clockwork. After each action potential, the membrane hyperpolar- 
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1 REPETITIVE FIRING OF AN ISOLATED NEURON 

Action potentials recorded with an intracellular microelectrode from a 
nudibranch ( A n d o r i s )  ganglion cell whose axon has been tied off. A 
second intracellular microelectrode passes a step of current (I) across 
the soma membrane, initiating a train of action potentials. T = 5°C. 
lFroni Connor and Stevens, 1971a.l 

izes slightly and then very slowly depolarizes until reaching the firing threshold 
again. The interspike interval is controlled by the trajectory of this slow depolar- 
i i t i o n  in the subthreshold voltage range. 

Most axotl membranes could not be used for graded rhythmic encoding 
because, in the face of steady stimulus current, they either fire only once and 
then remain refractory, or fire repetitively at a very high frequency that varies 
little with the stimulus intensity.' Thus at 20°C the squid giant axon and the 
Hodgkin-Huxley model both fire repetitively at about 200 Hz for a three-fold 
range of steady current (Cuttman and Barnhill, 1970; Cooley and Dodge, 1966). 
Encoding membranes, such as many nerve cell bodies or sensory terminals, on 
the other hand, fire at a rate that (1) reflects the stimulus intensity and (2) is slow 
enough (e.g., 1 to 100 Hz) not to exhaust the nerves, muscles, or glands that 
follow. Some encoding membranes have an additional K channel type that 
activates transirtttly in the subthreshold range of membrane potentials (Hagi- 
wara et al., 1961; Nakajima and Kusano, 1966; Nakajima, 1966; Connor and 
Stevens, 1971a,b,c; Neher, 1971). Current in this important channel has been 
variously called A current (IA), fast transient K current, transient outward 
current (I,,), and rapidly inactivating K current. Following the original descrip- 

'The larger axons of crab walking legs are an exception to this generalization (Hodgkin, 1948; 
Connor, 1975). These motor axons have the additional Kshannel type described in this section 
(Connor, 1978; Quinta-Ferreira et al., 1982). 
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tion of Connor and Stevens (1971b), we will use the terms I, and KA CHANNEL 

for the transient K current. 
The KA channels can be activated when a cell is depolarized after a period of 

hyperpolarization. Figure 2 shows how the I, component can be separated from 
the total ouhvard current during a voltage-clamp step by manipulating the 
holding potential. If the molluscan neuron is held at -40 mV, a step depolariza- 
tion to -5 mV elicits K current in delayed rectifier K channels and in Ca- 
dependent K channels, but not in KA channels. If instead the cell is held at -80 
mV, the depolarization elicits the faster, transient IA as well. Subtracting the two 
traces (dashed line) gives the rapidly activating and moderately rapidly inac- 
tivating time course of 1, alone. At 20°C the overall kinetics would be much 
faster than in this experiment done at 5OC. Separation of components of K 
current can also be done pharmacologically in some cells where IA is less 
sensitive to block by TEA, and more sensitive to block by 4-aminopyridine, than 
IK (e.g., Nakajima, 1966; Thompson, 1977). 

Following Hodgkin and Huxley's (1952d) method, the kinetics of I ,  have 
been described by empirical models a4bg, (Connor and Stevens, 1971c; Smith, 
1978) or a3bgA (Neher, 1971), where a4 gives activation with a sigmoid rise and b 
gives inactivation with an exponential fa)], much as in Na channels. Unlike the 
rates of gating in most other voltage-dependent ionic channels, the riltts of 
opening and closing of KA channels in Anisodoris are reported to depend only 

2 SEPARATION OF IA FROM OTHER CURRENTS 
Voltage-clamp currents from a nudibranch neuron depolarized in a step 
to -5 mV from different holding potentials. Trace IK + 1, is the total 
outward current during a step from a holding potential E H  = - 80 mV. 
Trace I ,  is the outward current during a step fn)m EH = -40 mV, 
where K, channels are already inactivated. The dashed line (I,) is the 
difference of the two experimental records. T = 5°C. [From Connor and 
Stevens, 1971a.I 
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weakly on membrane potential. Nevertheless, the voltage dependence of the 
extent of inactivation is quite steep, with a midpoint near -70 mV and falling 
almost to zero at -40 mV (Figure 3). Activation is also steep and occurs at 
potentials more positive than -65 mV. Thus, in the steady state, this channel 
conducts only within a narrow window of negative potentials (-65 to -40 mV). 
At the typical soma resting potential of -45 mV in thesecells, most KA channels 
are inactivated. 

How do KA channels help a cell fire repetitively at low frequencies? The 
answer lies in the events of the interspike interval. Figure 4 shows calculated 
responses of an Anisodoris neuron model to steady applied depolarizing current. 
At the end of the first action potential, KA channels are all inactivated, but K 
channels are so strongly activaied that the cell hyperpolarizes despite the steady 
applied stimulus current. This hyperpolarization gradually removes inactivation 
of K, channels and also shuts down-the K channel, reducing IK and permitting 
the membrane slowly to depolarize again. However, the KA channels, which 
now have been "reprimed by the hyperpolarization, open again as the cell 
starts to depolarize. The ensuing outward IA soon nearly cancels the stimulus 
current, so the depolarization is almost arrested. The membrane potential 
pauses in balance for a period while IA is large. Eventually, however, KA 
channels inactivate and the depolarization again reaches firing threshold. Thus 
in these neurons KA channels serve as a damper in the interspike interval to 

activation 

Tritonia - 
3 STEADY-STATE GATING PARAMETERS OF IA 
Activation and inactivation curves in an HH-like model of the A cur- 
rents in a Trrtonia neuron. These curves are analogous to m3- and h, 
curves of the HH model for Na channels. At the resting potential (-40 
to -55 mV), most K, channels are inactivated. (After Thompson, 1977; 
Smith, 1978.1 
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(iu MEMBRANE POTENTIAL TRAJECTORY 1 " 

4 ROLE OF I, IN REPETITIVE FIRING 
Computer cilculation of currents and action potentials in Anisodoris 
neuron using a kinetic model of the membrane conductance changes. 
(A) Comparison of an experimental record of the time course of f i ~ g  
with the prediction of the ConnorStevens equations (theory). A steady 
depolarizing current of 1.6 nA is turned on near the beginning of the 
trace. The reversal potentials of the four currents assumed in the model 
are indicated at the right. (B) Time courses of the lumped inward 
current 1, and the outward currents 1, and Ip Normalizing by the l4nF 
cell capacity shows that 1 nA is equivalent to a current density of only 
71 nAlcmz. T = 5°C. [After Connor and Stevens, 1971c.l 

space successive action potentials much more widely than a combination of 
standard Na, K, and Ca channels could (see Connor, 1978). 

Similar transient K currents have been described in arthropod musde and 
neurons and vertebrate neurons and heart (Rudy, 1988; Llids, 1988). A few of 
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these are hard to distinguish from delayed rectifier JK.? In comparison to the 
prototypical IA, some of these variants begin to ictivate at more positive pot?- 
tials and activate fast enough to participate in repolarizing individual action 
potentials, yet they inactivate more quickly and completely than typical k. Thus 
there may be a spectrum of voltage-gated K channels ranging from A-like to 
delayed-rectifier-like. , a  

As we shall see in Chapters 9,16, and 20, diversity and relatedness of KA and 
K channels have also been revealed by genetic studies. Four homologous genes 
coding for different voltage-gated K channels have been identified in Bomphila, 
and 14 in rats (Wei et al., 1990; McConnack et al., 1990). One of these, the Shaker 
gene of Drosophifu, is known to give rise to at least five different transcripts for 
KA channel subunits derived from the same gene by alternative splicing of the 
messenger RNA (Iverson et al., 1988; Tunpe et al., 1988; Pongs et al., 1988), and 
even when the Shnker gene is deleted, electrophysiological studies show that yet 
other [*-like currents continue to be expressed (Solc et al., 1987). 

Ca-dependent K c u m t s  make long hyperpolarizing 
pauses 
A type of K current that is activated by increases of cytoplasmic free [Ca2+] was 
introduced in Chapter 4. This current has been variously abbreviated JK(C1l'+k,C., 
I,-, and IAHp.3 Here we use IK((;I) to emphasize that it is modulated by [Ca ] and 
not carried by [CaZ+]. 

The first electrophysiological information about K(Ca) channels came from 
microelectrode studies of molluscan neurons ( M d ,  1974), but much of what 
we know now is from recent work on vertebrate cells with the patch clamp 
(reviewed by Blatz and Magleby, 1987; Latorre et al., 1989). When patch clamp 
ing was introduced, investigators were surprised to find prominent, large 
conductance K(Ca) channels in nearly every vertebrate excitable cell (Figure 5). 
Their long and large unitary currentswere .& easily recorded that it took several 
years to recognize that in addition to these big K(Ca) channels [(BK) or maxi- 
channels] there are also small (SK) and intermediite ones with different proper- 
ties (Romey and Lazdunsky, 1984; Pemefather et al., 1985; Blah and Magleby, 
1986, 1987). Table 1 summarizes characteristics of vertebrate BK and SK chan- 
nels. They differ in their voltage dependence, Ca sensitivity, pharmacology and 
conductance. Two peptide toxins are useful for dissecting JUe) into its BK and 
SK components: Apamin from honeybee venoq blocks SK channels (Hugues et 
al., 1982), and charybdotoxin from a scorpion venom blocks some BK channels 
(Miller et al., 1985). Charybdotoxin also blocks various other K channels. 

Chapter 4 showed that, l i e  other Ca-sensitive processes, g a ~ ,  obtains 
voltage dependence from the voltage dependence of Ca2+ entry (Figure 9 in 

'The f, component of K cunent of nodes of Ranvkr and the inactivating K cumnt d skeletal 
muscle (Chapter 3) are examples of channels intermediite behveen delayed redtier and KA ctun- 
nels. 

'The acnmym AHP stands for orfterhypqdariztion. 
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5 OPENINGS OF SINGLE BK K(Ca) CHANNELS 
Single-channel currents recorded from a small oncell membrane patch 
on a rat myotube in culture. The records are stationary responses after 
the patch of membrane has been held at the indicated potential for 
many seconds. The single-chpnnel conductance is high, about 100 pS 
with normal, Na-containing 'extracellular solutions. Depolarizing the 
patch increases the probability and duration of channel opening and 
increases the unitary current size probably without any accompanying 
changes of [Ca2 + l i .  T = 2tPC. [From Pallotta et al., 1981.1 

Chapter 4). The opening of SK channels has otherwise little voltage dependence; 
,gowwer, BK channels have a voltage sensitivity of their own. Even with a fixed 
"level of [Ca2+Ii, BK channels behave somewhat like delayed rectifier K channels, 
activating with depolarization (Gonnan and Thomas, 1980; Pallotta et al., 1981; 
Moaydlowski and Latorre, 1983). Single-channel records show the intrinsic 
voltage dependence clearly (Figure 5); g~(~., increases with depolarization be- 

TABLE 1. TWO TYPES OF VERTEBRATE K(Ca) CHANNELS 

SK or 

Prop* BK, maxi, or lc slow AHP 

[Caz + l i  needed for 
activation 1-10 pi (at -50 mV) 10-100 n u  

Voltage dependence e-fold/9 to 15 mV Little or none 

Single-channel 
conductancea 100-W) pS 4 to 14 pS 

Peptide blocker Charybdotoxin ( n ~ )  Apamin (run) 
Sensitivity to external 
TEA Sensitive (<I m ~ )  Resistant 

After Rudy (1988) and Latorre et al. (1989). 
T h e  higher conducia~es are measured with the K+ concentration elevated 
above physiological levels. 
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cause the rate of opening of single channels increases and the rate of closing 
decreases. Qualitatively, these are just the properties postulated in the 
Hod&-Hdey model to explain the voltage dependence of g ~ ,  and gp 
However, in this channel, the gating rates and the resulting probability of W i g  
open are also sensitive functions of [Caz+Ii (Figure 6). Like the response to 
voltage, the response to steps of [Caz+Ji develops with time constants of a few 
milliseconds, as might be expected for a rapid binding reaction (Gurney et al., 
1987). The microscopic gating kinetics of BK charneb have been investigated in 
more detail than for any other channel (Moaydlowski and Latorre, 1983; 
Magleby and Pallotta, 1983a,b; McManus and Magleby, 1988), and the proposed 
state diagrams are remarkably complex (Figure 7). The observations require 
numerous kinetic states, including some with two and three CaZ+ ions bound to 
achieve a high probability of being open. In addition, even in patches excised for 
hours, where second messenger systems are not likely to remain, BK channels 
occasionally slip into other modes of gating recognized by very different fre- 
quenaes and probabilities of opening (McManus and Magleby, 1988). 

6 VOLTAGE AND Ca-DEPENDENCE OF BK K ( G )  CHANNEL 
Percent of time open versus membrane potential and free [Ca2+], for 
single K(Ca) channels. Calculated from long records with rat myotube 
membrane patches excised inside out from the cell, so that known 
[Ca2+] could be readily applied to the inhacellular face. T = 21.C. 
[From Barrett et al., 1982.1 
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7 STATE DIAGRAM FOR GATfNC OF BK KICa) CHANNELS 
A minimum kinetic diagram representing different occupancy states of 
the intracellular Ca binding sites (S) of the channel and the open-shut 
transitions of the gates. For optimal opening, the channel must have 
three bound Ca2+ ions. 

The physiological kinetics of K(Ca) ctynnels in different cells would then be a 
complex blend of the kinetics of CaZ+ entry, Ca2 + buffering and diffusion, Caz+ 
extrusion and uptakeinto intracellular organelles, Ca2+ binding to the channels, 
and voltage-dependent transitions. The effective kinetics should be faster in cells 
with high surface-to-volume ratio because variations of [Ca2+ li would be more 
rapid. The response would always be a repolarization or a hyperpolarization of 
the cell when the internal free Ca2+ rises above a certain level. 

Consider the firing trajectories of some vertebrate neuronal somata while 
they are encoding impulses (Barrett and Bamtt, 1976; Yarom et at., 1985; 
Pennefather et al., 1985; Llinds, 1988). After each spike in a rnotoneuron, the 
membrane may hyperpolarize twice (Figure 8A). The initial fast afterhyperpolar- 
ization (AHP) lasts 1 to 2 ms, and the later slow AHP, 50 to 1000 ms. Both are 
due to elevated potassium conductances. The slow AHP is generated by SK 
channels activated by CaZ+ influxes occurring during each action potential and 
lasts presumably as long as it takes for the extra Ca2+ ions to be removed. It is 
absent when external Ca2+ is removed (Figure 88) or when Ca channels are 
blocked by Mn2+ or Co2+, and it is enhanced when [Ca2+], is raised or after a 
train of action potentials (Figure 8C). This slow AHP is blocked by apamin. On 
the other hand, the fast AHP of motoneurons is not sensitive to any of these 
maneuvers and is selectively blocked by TEA. The fast AHP is primarily due to 
voltage-gated K channels that open during the spike and then close soon 
afterward, just as in a squid giant axon (Figure 19 of Chapter 2). In sympathetic 
ganghon cells, the K channels are supplemented by SK channels that activate 
rapidly enough to collaborate in repolarizing the spike and generating the fast 
AHP (P. R. Adams et al., 1982). 

The firing pattern of a cell soma can be profoundly affected by slow AHPs 
(Figure 8D). When a steady stimulus current induces a train of action potentials, 
the accumulating slow AHP may gradually slow the rate of firing--SPIKE- 
FREQUENCY ADAP~ATIOWII~ eventually be strong enough to prevent the cell 
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8 K ( G )  CHANNELS MAKE SLOW AHPs 
(A) Following an action potential, which goes ltar above the ;edge of the 
picture, the soma of a fmg spinal motoneuron shows a brief hyper- 
polarization (fast AHP) followed by a slow AHP. (B) When the bathing 
[@+I is lowered from 2 to 0.2 n w  in the same cell, the slow AHP 
vanishes. T lS°C. [From Barrett and Barrett, 1976.1 (C) A guinea pig 
vagal motoneuron is stimulated by trains of 1 to 6 brief shocks. With 
each additional action potential, the slow AHP becomes larger. @) A 
vagal motoneumn shows spike 9uency adaptation and a large, slow, 
AHP during and following a long e larking current pulse. (E) Addi- 
tion of 5 m~ Cd2+ to the medium &nates spike hrquency adapta- 
tion and most of the slow AHP. T = 35°C. [From Yarom et al., 1985.1 

from reaching its firing threshold again. Slowing does not occur if Ca2+ entry is 
blocked so that SK channels are not turned on (Figure 8E). This fast-then-slow or 
phasic firing pattern is a fundamental one throughout the nervous system. On 
the sensory side it gives emphasis to dsonga of inputs and helps compensate for 



slow transduction mechanisms in the receptor organ. On the motor side it adds 
briskness to the initiation of movement, and helps compensate for delays and 
inertia in force and movement generation. 

We have been concerned with cells that are quiescent when not stimulated. 
Some excitable cells can be spontaneously active. In them the balance of ionic 
currents in the negative range of potentials reproduces the effect that a depo- 
larizing stimulus current has on a quiescent cell. These cells fire repetitively and 
can act as pacemakers, setting the tempo for other nervous, muscular, or 
secretory activities. In molluscan ganglia, some cells, known as BURST~NG PACE- 

MAKERS, fire with the more complex pattern shown in Figure 9. Bursts of regular 
action potentials alternate with periods of silence. Surprisingly, even these 
patterns reflect endogenous mechanisms in a single cell and do not require, for 
example, alternating excitatory and inhibitory synaptic input. Bursting pace- 
maker activity can persist in a soma dissected completely free of the ganglion. 

The slow bursting rhythm in molluscan neurons arises from cyclical varia- 
tions of intracellular free CaZ+ (Smith, 1978; Gorman and Thomas, 1978; Gor- 
man et  al., 1981; Adams and Levitan, 1985; Kramer and Zucker, 1985; Thompson 
et  al., 1986; Smith and Thompson, 1987). During a burst, Ca2+ ions enter with 
each action potential faster than the cell can clear them away; [Ca2+], gradually 
rises (Figure 10) untiMinally, after a number of actiofi potentials, K(Ca) channels 
become activated and the depolarizing lca is weakened by Ca-induced inactiva- 
tion of Ca channels. The enhancement of lK(=,) and reduction of lca hyperpolar- 
ize the cell, shutting off activity and CaZ+ entry; as the calcium load then is 
slowly cleared away, [Ca2+ I i  falls again (Figure 10A) and the K channels shut, 
permitting a new cycle of burs t ing .~~he  details are complex, as voltage-clamp 
work reveals at least seven types of ionic channels in these bursting cells: K 
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9 BURSTING PACEMAKER ACTIVITY IN A NEURON 

The membrane potential trajectory of a Trilotzia neuron shows bursts of 
spontaneous action potentials alternating with quirt intervals. T = 
IWC. [From Smith, 1978.1 
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10 INTRACELLULAR ICa2+1 DURING BURSTING 
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channels, KA channels, K(Ca) channels, Ca channels, some Na channels, "leak 
channels," and a very slowly gated channel permeable to Na+ and Ca2+ ions 
(Adams, Smith, and Thompson, 1980). 

I~zzuarri rectifiers pennit lortg depolariling responses 
Axons seem to be built for metabolic economy at rest. At the negative resting 
potential, all their channels tend to shut, minimizing the flow of antagonistic 
inward and outward currents and minimizing the metabolic cost of idling. 
Depylarization, on the other hand, tends to open channels and dissipate ionic 
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gradients. However, the inactivation of Na channels and the delayed activation 
of K channels in axons keeps even this expenditure at a minimum. 

Consider, however, the-electrical activity of a tissue that cannot rest, the 
heart (Noble, 1979). Its cells spend almost half their time in the depolarized state 
(Figure 5 in Chapter 4). Furthermore, each depolarization lasts 100 to 600 ms. 
~ ~ t a b o l i c  economy in this busy but slow electrical activity is achieved in two 
ways. First, most ionic channels ace present at very low densities in heart cells, 
so even when activated, they pass currents of only 0.5 to 10 +A/cmZ (and 
therefore change the membrane potential (dEldt) only slowly). However, the 
exception is Na channels; these have a high density in ventricle and in the fast 
conduction systems (like that in giant axons and skeletal muscle) and can pass 1 
to 2 mA/cm2, but only briefly before they inactivate. They account for the fast 
upstroke of the ventricular action potential. The second economy, in nonpace- I 
maker cells of the heart, is a type of K channel, the INWARD RL.:CTIFIER, that closes 
with depolarization. The total membrane conductance is actually lower during 
the plateau phase of such action potentials than during the period between 
action potentials (Weidmann, 1951). Again antagonistic current flows are mini- 
mized. Heart muscle has a variety of K channels, many of which have the 
property of inward rectification. 

Inward rectifier Kchannels were diicovered in K depolarizcd muscle by Katz 
(1949), who used the term "anomalous rectification" to contrast their properties 
from those of "normal" delayed rectification. The anomaly was a conductance 
that increases under hyperpolarization and decreases under depolarization. The 
newer term, "inward rectifier," describes this tendency to act as a valve or 
diode, favoring entry of K t  ions and inward current under hyperpolarization, 
but not exit under de~olarization. Inward rectifier channels have been best 
characterized in frog skeletal muscle and in starfish and tunicate eggs in work 
reviewed by Adrian (1969), Hille and Schwarz (1978), Hagiwara and Jaffe (1979), 
and Hagiwara (1983). We will use the abbreviation K,, channels. 

~ h r e e  unusual properties distinguish Ki, channels from other known chan- 
nels. (1) They open with steep voltage dependence on hyperpolarization. (2) The 
voltage dependence of their gating depends on the extracellular ( K i ] ,  shifting 
along the voltage axis with the quantity RT In[Kt],. (3) Part of their steep 
rectification seems instantaneous, occurring at least in less than 1 ms, and an 
additional fraction may develop exponentially with time constants ranging from 
milliseconds to 0.5 s .  

These characteristic features of inward rectification are illustrated in Figure 11 
by current-voltage relations of a starfish egg. In a bathing solution with 100 mhl 

K+ ion, the cell rests at EK, which is - 18 mV. Voltage-clamp depolarizations 
elicit only small outward currents (solid line) with no time dependence. By 
contrast, hyperpolarizations elicit large instantaneous inward currents (dashed 
line) which grow in time to still larger steady values (solid line). When the 
bathing medium is changed to 10 r n M  K + ,  EK and the resting potential become 
-72 mV. Again the current-voltage relations show strong rectification, but this 
time around -72 mV rather than - 18 mV. 



11 INWARD RECTIFICATION IN A STARFISH EGG 
Current-voltage relations of a Medinsler egg bathed in Na-free media 
with four different K concentrations. The membrane is held at the 
zero-current potential and depolarized or hyperpolarized with a two- 
microelectrode voltage clamp. The dashed lines show the "instan- 
taneous" I-E relations, and the solid lines show the steady-state 
relations after a few hundred milliseconds. T = 21°C. !From Hagiwara 
et dl., 1976.1 

Removing 90% of the external K+ ions shifts El, by -54 mV, and unlike any 
other channel we have described, it shifts the voltage dependence ofchannelgating by 
the same amount. Evidently, extracellular K +  ions bound to or passing through 
inward rectifier channels interact with the gating mechanism. Because of the 
strict coupling between [K+], and all gating properties, inward rectification is 
often said to depend on the quantity E-EK rather than on E alone. However, 
other experiments show that intracellular K+ ions d o  not exert a similar effect 
(Hagiwara and Yoshii, 1979; Leech and Stanfield, 1981). Thus, more correctly, 
gating depends on [K+], and membrane potential but not on [K+li  

Inward rectifiers do carry some outward current, and indeed that is their 
usual physiological function. Rarely does the membrane potential of a cell 
become more negative than EK. In many cases Ki,channels are like the latch on a 
cabinet door. By conducting outward current in the voltage range a few milli- 
volts positive to EK, they maintain a resting potential near E K  (door is latched), 
but once other depolarizing influences act on the cell, the Ki, channels close 
down and EM is free to change (door swings free). The range of membrane 
potentials over which Ki, channels stabilize EM depends on the steepness of their 
gating. 

Inwardly rectifying K channels are clearly a heterogeneous group. No system 
of classification exists, but as a first step we can consider the steepness of gating. 
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In Figure 13 of Chapter 2 the voltage dependence of activation of Na and K 
channels in squid axons has an e-fold increase of conductance for each 4 to 5 mV 
of depolarization. According to the Boltzmann distribution (Equation 2-21) this 
would require movement of an equivalent gating charge of five to six elementary 
charges in the voltage sensor. When the voltagedependent conductance of 
classical inward rectifiers in skeletal muscle or echinoderm eggs is analyzed in 
these terms, there is an e-fold decrease of conductance for each 5 to 10 mV of 
depolarization or an equivalent gating charge of 2.5 to 5 elementary charges. 
This is also true of the background K,, channel (IK1) that sets the resting potential 
of nonpacemaking cardiac cells. By contrast, the equivalent gating charge is only 
0.5 to 1 elementary charge for two other inwardly rectifying currents of heart: 
the acetylcholine-activated current lK(ACh) and the ATP-blocked current IK(ATP). 
The first group we call classical, steep inward rectifiers, and the second are K 
channels with mild inward rectification. It is this second group that is so diverse. 
Mild inward rectification seems to arise from a quick voltage-dependent block by 
M 8 +  ions, plugging the channel from the intracellular side during outward 
current flow (Vandenberg, 1987; Matsuda et al., 1987; Hone et al., 1987; Chapter 
15). Steep inward rectification arisq from a steeply voltage-dependent 
process (Kurachi, 1985) with (Burton and Hutter, 1990) or without (Silver and 
DeCoursey, 1990) asuperimposed MgZ + block. 

The presence of inward rectifiers in eggs may be rationalized on the basis of 
the minutes-long depolarizing, fertilization action potential many eggs make 
following entry of a sperm, a depolarization that somehow protects the fertilized - .  

: egg from fusion withother sperms (Hagiwara and Jaffe, 1979). The presence of 
inward rectifiers in heart has already been justified; in electric organ of electric 
eel, the rectification presumably avoids any opposing action while the Na 
channels of each innervated eledroplax face supply the largest net current they 
can to shock a prey (Nakamura et al., 1965b). The use of inward rectifiers in fast 
skeletal muscle is iess obvious. Speculative roles include: a device to damp the 
membrane potential near EK when a very active eledrogenic Na pump would 
otherwise hyperpolarize the membrane; a pathway to facilitate K+ ion reentry 
from K+-loaded transverse tubules after each action potential; and a shutdown 
device to prevent dumping of dangerous amounts of K+ ion into the circulation 
from pathologically depolarized muscle. (In mammals an elevation of blood 
[K+] from 2 mM to 10 mM can cause cardiac arrest.) The several, delayed, 
rectifier K channels of skeletal muscle also shut down (by inactivation) after 
several seconds of maintained depolarization (Adrian et al., 1970a,b). 

An uvmiew of K channels 
To summarize, voltage-sensitive K channels are broadly diversified to help set 
the resting potential, repolarize the cell, hyperpolarize the cell, and shape 
voltage trajectories in the subthreshold voltage range for action potentials. This 
diversification occurred at least by the early evolution of metazoan animals, 
since in the egg of a coelenterate one can already identify K, K ,  bGP and K,, 
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channels (Hagiwara et al., 1981). As in the coelenterate, these channels coexist in 
different proportions in the surface membranes of most neuron somata and 
musde fibers throughout the metazoan phyla. 

The different K-channel types are defined and distinguished more by their 
gating characteristic4 than by their ionic selectivity or pharmamlosy. Detailed 
studies of K, KA, ho), and &, channels show strong similarities in their per- 
meability mechanism, suggesting much physical similarity of the pores they 
form. Although the single-channel conductance of BK channels is much higher 
than that of the others, all have a selectivity sequence for permeation TI+ > K+ 
> Rb+ > NH,+ and are usually blocked by Cs+ (Bezanilla and Armstrong, 19n; 
Hille, 1973; Hagiwara and Takahashi, 1974a; Hagiwara et al., 1976; Standen and 
Stanfield, 1980; Blatz and Magleby, 1984; Yellen, 19%; Eisenman et al., 1986; 
Taylor, 1987; Chapter 13). The permeability to Na+ and Li+ ions is in most 
circumstances too low to be measured. Three of these channel types (KA chan- 
nels have not been studied) are known to share a constellation of flux properties 
considered to be diagnostic of a long pore, with several permeant ions queuing 
up inside the tunnel to pass through in single Me. Long-pore properties and 
singlefile diffusion, discovered by Hodgkin and Keynes (1955b), are reviewed 
by Hille and Schwan (1978) and discussed further in Chapters 11,14,15, and 18. 
Some of the blocking agents for K channels are listed in Table 2. All the known 

TABLE 2 BLOCKING AGENTS FOR POTASSIUM CHANNELS 

Potassium Membnne- 
c h a ~ e l  Acting from outside Acting from inside permeant 

Delayed TEA TEA and QA 4Aminopyridine 
rectifier Cs+, HC, Ba2+ Cs+, Na*, Li', Ba2+ Strychnine 

Capsan  (f3 Quinidine 
Dendrotoxins (f,) 
Noxiustoxin 

A TEA TEA 4Aminopyridine 
Dendrotoxins Quinidine ? 

K(Ca) TEA (BK) TEA Quinidine 
Cs+ Naf, Ba2+ 
Apamin (SK) 
Charybdotoxin (BK) .. 

Inward TEA H+,  Mg'i-. ? 
rectifier Cs+, Rb+, Na+ 

Ba2+, S 8 +  

K(ATP) TEA TEA Tolbutamide 
Cs+, Ba2+ Nat, Mg+ Glibendamide 

Quinidine 

Abbreviations: TEA, tetraethylammonium; QA, quaternary ammonium ions dated to TEA; A and 
h K-channel s u b w  (see Chapter 3). 
References: See Chapter IS and the reviews of Adams, Smith, and Thompson (1980). Stantied 
(1!233), Moaydlowski et at. (I*), Castle et d. (1989). Dreyer (1990). 
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channels are blocked by TEA from the inside, the outside, or both, but the half- 
blocking concentration ranges over several orders of magnitude, even when 
comparing channels of the same class (e.g., delayed rectifier channels). 

Since K channels play significant roles in shaping the excitability and firing 
patterns of cells, it is not surprising that their probability of opening is often 
regulated by other cellular signals. Examples of physiologically relevant control 
by intracellular second messengers and protein kinases can be found for all 
major types of K channels and are described in more detail in Chapter 7. For 
example, cyclic-AMP-dependent phosphorylation can greatly augment the slow 
delayed rectifier IK of vertebrate heart and depress IK(=,, in SK channels in the 
hippocampus. It also shuts a voltage-insensitive K channel ("S-type" channel) of 
Aplysia sensory neurons. These modulatory effects help to shorten the cardiac 
action potential (and hence contraction) as  the heart rate accelerates, to eliminate 
hippocampal spike-frequency adaptation during arousal, and to broaden pre- 
synaptic spikes (and hence potentiate sensory neurotransmission) when an 
Aplysia is sensitized by a noxious stimulus. 

New kinds of K channels have been discovered in studies of channel modula- 
tion. We have already mentioned theyoltage-insensitive, S-type channel, and 
here consider several others. One is a voltage-insensitive channel that is shut by 
direct (noncovalent) binding of cytoplasmic ATP. These K(ATP) channels are 
open in the absence of ATP, half are shut at 15 to 100 PM ATP, and most are shut 
at 1 mM. Such channels would hyperpolarize cells as energy reserves dwindle. 
K(ATP) channels are found in heart, skeletal muscle, and neurons (Noma, 1983; 
Kakei et al., 1985; Spruce et al., 1987; Ashford et al., 1988), where their role is not 
known, as  well as in pancreatic beta cells (Cook and Hales, 1984; Ashcroft et al., 
1984; Rorsman and Trube, 1985), where they are essential in shutting off the 
release of insulin whenever nutrient levels in the bloodstream become low. 
Insulin secretion is normally triggered by depolarizing Ca spikes during periods 
of glucose excess, and it ceases when low glucose causes K(ATP) channels to 
hyperpolarize the beta cell. The clinical usefulness of sulfonylurea drugs such as 
tolbutamide to lower blood sugar in diabetes can now be explained as a speci- 
fic block of K(ATP) channels leading to enhanced insulin secretion 
(Table 2). 

Some novel voltage-sensitive K channels are regulated by neurotransmitters 
as well. For example, bullfrog sympathetic neurons show a long-lasting depolar- 
ization (slow epsp) following exposure to the neurotransmitter acetylcholine 
(ACh) or to the peptide hormones luteinizing-hormone-releasing hormone 
(LHRH) and substance P (SP). The ACh acts at a muscarinic ACh receptor (the 
type that is blocked by atropine), and LHRH and SP, at other receptors. Each 
produces some internal signal that turns off a class of K channels dubbed 
M CHANNELS (M for muscarine; Brown and Adams, 1980; Adams, et al., 1982; 
Brown, 1988; Chapter 7). In the absence of transmitters, M channels act some- 
what l i e  a slow delayed rectifier, activating with steep voltage dependence 
during a depolarization; the channel apparently does not inactivate. However, 
for a period after exposure to muscarinic agonists, LHRH, or SP, M channels are 
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silent. Such changes provide a mechanism to increase the responsiveness of 
sympathetic neurons to synaptic inputs and to favor firing a burst of spikes 
rather than a single spike upon excitation. These same cells also have K, KA, and 
K(Ca) channels, none of which are strongly affected by ACh, LHRH, or SP. 

A K current activated by high concentrations of intracellular Na+ ions has 
been reported in vertebrate and invertebrate neurons, as well as in heart (sum- 
marized by Martin and Dryer, 1989; Haimann et al., 1990). This IK(Na) is activated 
rapidly enough during an action potential to contribute to rapid repolarization. 
The underlying channels must be tethered very close to Na channels for the local 
Na+ accumulation to rise into the millimolar range required for activity. 

Another type of K channel has been described in the esophageal muscle of 
the parasitic~~oundworm Ascaris. This nematode muscle has a low resting 
potential (around -40 mV) and responds to steady depolarizing currents with 
the expected membrane depolarization followed by unexpected, negative-going, 
regenerative spikes (del Castillo and Morales, 1967a,b). The negative-going 
stroke is rapid and undershoots the original resting potential by as  much as 40 
mV, reaching nearly to EK. The positive-going return is slower. These repetitive 
"K spikes" resemble Na spikes from other cells turned upside down. By rhyth- 
mically relaxing the radial pharyngeal muscle, they assist in the passage of food 
into the intestine (Saunders and Burr, 1978). 

Voltage-clamp work on the Ascaris muscle reveals a K channel whose gating 
resembles, with reversedpolarity, that of a Na channel (Byerly and Masuda, 1979). 
At the negative resting potential, the channel is inactivated. If the membrane is 
depolarized to a positive potential, inactivation is removed. If the membrane is 
then made more-negative than -15 mV, the K channel activates transiently. 
This is almost like a KA channel inserted into the membrane backward! The 
gating does not require external Ca2+ ions and is not shifted on the voltage axis 
when [K+], is changed. The channel is not easily blocked by TEA, Ba2+, or 
4-aminopyridine and is only weakly blocked by Rb+ and Cs+.  Such a channel 
has not been reported in vertebrates. 

This concludes our initial survey of K channels. Before turning to C1 chan- 
nels, we consider a channel that is permeable both to K+ and Na+ ions and 
contributes to the membrane potential trajectory in the interspike interval. 

A hyperpolarization-activated cation current 
contributes to pacemaking 
A variety of cells have another class of cation channel that is activated slowly by 
hyperpolarization (Yanagihara and Irisawa, 1980; DiFrancesco, 1981,1982,1984; 
DiFrancesco et al., 1986; Bader and Bertrand, 1984; Mayer and Westbrook, 1983; 
Spain et al., 1987). Thus in cardiac pacemaker and Purkinje fibers, hyperpolariz- 
ing voltage steps activate a growing inward current (Figure 12A). Such currents 
dubbed I,,, If, I@ and IAR by various  investigator^,^ will be called Ih here because 

'The letters stand for hyperpolarization-activated, finny, queer, and anomalously rertifying, 
respectively. 
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(A) I,, IN VOLTAGE CLAMP (B) SPONTANEOUS PACEMAKING 

EM - Rabbi1 heart 35°C 

Time (s) Time (s) 

12 I,, AND CARDIAC PACEMAKING 
A cell isolated from the pacemaker region (sinoatrial node) of the rabbit 
heart is studied by the whole-cell method. T = 35°C. (A) Voltage steps 
negative from -32 mV elicit a slowly activating inward current that 
deactivates slowly on return to -32 mV. (8) Currentclamp recording. 
The slowly depolarizin~voltage trajectory of the pacemaker potential 
(between action potentials) lingers in the voltage range where I,, can 
become activated. [From DiFrancesco et al., 1986.1 

of their dependence on hyperpolarization. The following properties put I,, chan- 
nels in a class of their own within the superfamily of voltage-gated channels: 
Like K ,  channels, Ih channels open at negative potentials, close at positive 
potentials, and are blocked by Cs+ and Rb+ ions. Unlike Ki, channels, however, 
they are almost as permeable to Na+ as to K+ ions, have a nearly l i t~ear 
instantaneous current-voltage relation with a reversal potential near - 20 mV, 
are not strongly blocked by Ba2+ ions, gate very slowly, and have a voltage 
dependence that does not shift with changes of [I<+],. Like Na, Ca, and delayed 
rectifier K channels, Ih channels have steeply voltage-dependent gating and 
activate with a sigmoid time course, but unlike the others, they also deactivate 
with a sigmoid time course. 

Because they pass an inward current when open, the effect of I,, channels is 
to initiate slow depolarization if the membrane potential has become very 
negative. In vertebrate photoreceptors, 1, opposes the strong hyperpolarizing 
effects of bright light (Chapter 8). In central neurons Ih might participate in 
rhythmic firing and might initiate a spontaneous recovery (rebound) from strong 
inhibition. In heart, Ih has been called the pacemaker current since its activation 
at negative potentials can contribute to the slow pacemaker depolarization 
(Figure 12B; Noble and Tsien, 1968; DiFrancesco et al., 1986; Chapter 7). 

Pacemaking in the heart actually takes an interplay of at least four currents: 
IK, I,,, Ica, and a possible background Na current. Figure 128 shows that the 
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pacemaker potential creeps up 20 to 30 mV over several hundred milliseconds 
until it initiates the rapid rising phase of a Ca spike. Just as in the afterhyper- 
polarization of a squid giant axon (Figures 1 and 19 of Chapter 2) or of an 
Anisodoris neuron cell body (Figure 4), the sinoatrial membrane potential is 
driven quite negative by the highgK following each action potential. The effect is 
particularly striking in the sinoatrial node because these are almost the only 
open K channels in the membrane. Part of the subsequent pacemaker depolar- 
ization reflects time-dependent deactivation of the K channels at the negative 
potential. As we saw in Figure 9B of Chapter 3, the delayed rectifier of heart 
activates and deactivates a thousand times more slowly than that of axons. 
Therefore the deactivation of gK requires a few hundred milliseconds. Shutting 
K channels would not depolarize a cell unless there were also other open 
channels with a reversal potential more positive than EK. In the squid and 
Attisodoris models, the depolarization is achieved by a "leak" current of un- 
specified ionic basis. In the cardiac pacemaker the depolarization may come 
from a background inward current involving Na+ ions as well as from I,,. During 
the last 30% of the pacemaker potential another inward current, I,-,, appears in 
T-type channels gradually activated by the growing depolarization. These chan- 
nels eventually carry the membrane into the action potential. The interplay of 1, 
and two inward currents may account for much of the pacemaker activity during 
slow beating. However, as the sympathetic nervous system releases nor- 
epinephrine to accelerate the heart, I,, becomes increasingly important; the 
gating of several currents is changed, and during the early part of the pacemaker 
potential, I,, will add a slowly activating inward current that speeds the depolar- 
ization. We will expand on these ideas in Chapter 7. 

Several strategies underlie slow rhythmicity 
In a formal sense, there is a similarity in the way that the cardiac pacemaker and 
some neurons achieve rhythmicity with long interspike intervals. Throughout 
the interval the net conductance to K+ ions is decreasing. In the heart, this 
decrease is primarily the slow deactivation of the same K channels as were used to 
repolarize the action potential. In Anisodoris neurons it is different. The action- 
potential gK deactivates more quickly, but this short hyperpolarized period is 
enough to remove inactivation of A-type channels. The developing depolariza- 
tion activates IA, and it is the slow inactivation of I, that times long intervals. In 
other neurons, lK(Ca, lengthens the interspike interval. Similarly a variety of 
inward currents contribute to the slow depolarization. The three discussed in 
heart, I,,, a noninactivating IN", and I,-,(? are also found in various neurons. 
Heart and neurons also have a nonselective cation channel activated by intra- 
cellular Ca2+ accumulation (Kass et al., 1978; Yellen, 1982; Partridge and Swan- 
dulla, 1988) and all neurons have depolarizing synaptic input (Chapter 6). 
Pacemaking, rhythmicity, and their regulation by second-messenger systems 
are discussed further in Chapter 7. 
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CI channels stabilize the membrane potential 
We turn now to channels permeable to anions. Chloride is by far the most 
abundant physiological anion. In many animal cells it is distributed almost at 
equilibrium, so that the cytoplasmic CI- concentration is always lower than the 
plasma concentration and the equilibrium potential Ea is near the resting poten- 
tial (Table 3 in Chapter 1). Even if Ecl is not equal to the resting potential in some 
excitable cells, it is at least within 15 mV on either side of it. Thus, like K 
channels, C1 channels would be expected to oppose normal excitability and to 
help repolarize a depolarized cell-a stabilizing i n f l ~ e n c e . ~  Chloride ions also 
play major roles in intracellular pH regulation, in cell volume regulation, and in 
driving the secretion of fluid from secretory glands. 

As with the cation-selective channels that we have emphasized so far, there 
are many kinds of CI channels. However, their description lags behind that of 
Na, K, and Ca channels. We can begin by dividing them into two groups, CI 
channels of fast chemical synapses and the others. The synaptic channels belong 
to the ligand-gated family and are pryminent in inhibitory nerve-nerve syn- 
apses, and, in some invertebrates, in inhibitory neuromuscular junctions. They 
are discussed in Chapter 6. Here we consider the others, which are ubiquitous 
but often not so well integrated into physiological thinking. 

We begin with "background" CI channels. Vertebrate twitch muscle is the 
classical and best-studied example of an excitable cell with high resting chloride 
permeability (Boyle and Conway, 1941; Hodgkin and Horowicz, 1959, 1960a; 
Hagiwara and Takahashi, 1974b; Palade and Barchi, 1977a; Bretag, 1987). Tracer 
flux measurements and resistance and resting potential changes during changes 
of the bathing solution show that C1- ions are 3 to 10 times more permeant than 
K+ ions in resting muscle fibers. The voltage and time dependence of this 
chloride permeability are only minor and slow (Hutter and Warner, 1972; Palade 
and Barchi, 1977a). Therefore, in a typical voltage-clamp analysis, Icl would be 
lumped into the linear leak. Nevertheless, pharmacological experiments suggest 
that U- ions pass through distinct CI channels, as chloride currents can be 
blocked by external Zn2+, low pH, and, in mammalian muscle, by a variety of 
aromatic monocarboxylic acids, particularly anthracene-9-carboxylic acid (Stan- 
field, 1970b; Woodbury and Miles, 1973; Bryant and Morales-Aguilera, 1971; 
Palade and Barchi, 1977b). Chloride channels are generally permeable to many 
small anions, including Br-, I - ,  NO3-, HC03-, SCN-, and some small organic 
acids (Hutter and Noble, 1960; Hagiwara and Takahashi, 1974b; Woodbury and 
Miles, 1973; Palade and Barchi, 1977a; Edwards, 1982; Evans and Marty, 1986; 
Franciolini and Nonner, 1987; Frizzell and Halm, 1990). 

A possible source of confusion needs to be clarified regarding the sign of anion movements. As 
for cations, when the driving force, E-E,,, is positive, there is outward current, so that depolariza- 
tion induces an outward h. However, since current 1s deflned as the direction of movement of 
positive charge, an outward current means an itlfllrx of anlons and a depolariwtion produces influx 
of Cl ions. Because [CIl is greater outside the cell than In cytoplasm, the current-voltage relation of 
open CI channels is usually curved, with a greater conductance for outward current than for inward 
current. 
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Since 3,-1 is the largest resting conductance of twitch muscle, and C1- ions are 
distributed almost at equilibrium, C1 channels stabilize the membrane ~otential. 
opposing deviations from rest. Their importance is shown in the human disease 
myotonia congenita, where gc, of muscles is unusually low and a hyperex- 
citability is manifested as muscle cramping brought on by exercise (Lipicky et al., 
1971). Similar hyperexcitability can be induced in isolated muscle with C1 chan- 
nel blockers (Bryant and Morales-Aguilera, 1971). 

Patch-clamp recordings from embryonic muscle reveal several C1 channels, 
one of which is suggested to underlie the high resting gel (Blatz and Magleby, 
1985), Despite the dull constancy of the macroscopic gc1 during steps of voltage, 
the underlying "fast" C1 channel apparently is flickering rapidly among at least 
two open states and five closed states, with open times less than 1 ms (Blatz and 
Magleby, 1985, 1989). What lesson does this amazing internal agitation in a 
"steady" background conductance contain? Perhaps it means that the internal 
forces holding any protein together are not strong enough to avoid constant 
fluctuations away from the optimal structure. In that case we see that the power 
of the patch clamp is sufficient to yield details of chemical physics that lie 
beyond the realm of conventional physiology. 

Twitch muscle is unusual among excitable tissues. The membranes of the 
commonly studied large axons, of various neurons, and of slow, nontwitch 
vertebrate skeletal muscle d o  not have a high C1 permeability. Nevertheless a 
background yo and unitary CI channels can be found with properties resem- 
bling those of muscle (Franciolini and Nonner, 1987; Inoue, 1988). 

Chapter 4 introduced a class of CI channel activated by elevation of [Caz+], 
(Figure 9E in Chapter 4). This channel, which we will call the CI(Ca) channel, 
was first described in salamander rod photoreceptors and Xenopus oocytes 
(Bader et al., 1982; Miledi, 1982; Barish, 1983) and subsequently has been 
observed in many neurons, secretory cells, and embryonic chick muscle (Mayer, 
1985; Owen et al., 1986; Evans and Marty, 1986; Hume and Thomas, 1989). The 
most complete biophysical analysis, in rat lacrimal gland cells (Evans and Marty, 
1986) shows that the channel is broadly permeable to many small anions and 
that the probability of opening is increased both by raising [Ca2+Ii and by 
depolarization. The [Ca2+], dependence is steep, suggesting binding of several 
Ca" ions to activate the channel, but the voltage dependence is weak, being 10 
to 30 times less steep than for typical voltage-gated Na, K, or Ca channels. In 
neurons, such channels could play a role similar to that of the SK type of K(Ca) 
channel. Depending on the value of Eel relatiire to the resting CI(Ca) 
channels will produce slowly decaying, activity-dependent afterhyperpolariza- 
tions or afterdepolarizations with significant effects on encoding of impulse 
firing (Mayer, 1985). 

In freshwater giant algae such as Nitelln and Clmrn, the chloride gradient is 
reversed from that in animal cells and ECl is p ~ s i t i v e . ~  The upstroke of the slow 

There is a negative resting potential and a steep outwardly directed Cl- gradient in such plant 
cells. The interior may be regarded as a KC1 solution, and the pond water is comparatively ion-free 
(and vely hypotonic). 
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action potential in these cells is based on opening of C1 channels after a depolar- 
ization, letting CI- ions leave the cell (Gaffey and Mullins, 1958; Kishimoto, 
1965). After some seconds, voltage-gated K channels open and efflux of K+ ions 
repolarizes the cell. For a long time it was thought that the CI channels of giant 
algae are voltage-gated, but apparently they are Cl(Ca) channels opened by an 
early voltage-dependent influx of CaZ+ ions instead (Lunevsky et al., 1983). 

Are there steeply voltage-gated anion channels? There are, and surprisingly, 
the major evidence comes from single-channel recordings rather than from 
macroscopic physiological studies, so we d o  not usually know what these 
channels do. Miller and colleagues (White and Miller, 1979; Hanke and Miller, 
1983) have fused fractionated membrane vesicles from the electric organ of 
Torpedo with lipid bilayers and recorded elementary C1 channels of small conduc- 
tance. Two widely used disulfonic acid stilbene inhibitors of other anion trans- 
porters, SITS and DIDS,7 are potent irreversible inhibitors. Slow and fast 
voltage-dependent gating processes are present, with a modest voltage depen- 
dence equivalent to a gating charge of 1.2 to 2 (Equation 2-22). Until the 
orientation of the vesicles is known, the sign of the relevant membrane poten- 
tials cannot be stated. One property of these channels is entirely new: The gated 
unit acts like two identical pores in parallel-a double-barreled channel. The fast 
gating process opens and closes each ofthe two pores independently, while the 
slow process opens and closes the whole two-pore system in one step. The 
membrane of origin and physiological function of the channel is unknown. 

Other C1 channels are seen by patch clamping intact cells (Frizzell and Halm, 
1990; McCann and Welsh, 1990). Some have the largest single-channel conduc- 
tance (400-430 pS) known for any channel. One of these maxi-C1-channels 
acts as a single gating unit, has its maximum probability of being open at 0 mV, 
and closes with voltage steps as  small as  -c20 mV away from zero (Blatz and 
Magleby, 1983). Other C1 channels of high maximum conductance 
(> 200 ps) flicker rapidly among a variety of subconductance levels (Schwane 
and Kolb, 1984; Geletyuk and Kazachenko, 1985; Krouse et al., 1986; Woll et al., 
1987). Some investigators have interpreted their complex records to mean that 
there are 7 or even 16 equally spaced levels, as  if the channel were a cluster of 
pores-like a sieve or an aggregate of straws (Geletyuk and Kazachenko, 1985; 
Krouse et al., 1986). An alternative would be that the pore fluctuates through 
frequent rearrangements of many constituent parts. The gating of these chan- 
nels has a slow, all-or-none opening of the aggregate and a rapid flickering 
among sublevels. 

In contrast to their uncertain physiological significance in many cell types, CI 
channels play a clearly defined role in transport epithelia (Frizzell and Halm, 
1990; McCann and Welsh, 1990). These cell sheets have the task of moving salt 
and fluid between two body compartments. As we shall see in Chapter 8, 
various Na-, K-, and CI-permeable channels are essential to mediate net fluxes of 
salt across epithelial cell sheets. The physiological control of secretion is often at 
the level of these channels. 

'SITS, 4acetamido-4-isothiocyanostilbene-2,2'-disulfonic acid; DIDS. 4.4'-diisothiocyan ostil- 
bene-2,l'disulfonic acid. 
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In summary, background CI channels are found in many types of cells. 
Particularly in skeletal muscle, their stabilizing influence on the membrane 
potential is significant. In addition, in a variety of cells there are voltage- 
sensitive CI channels whose roles are not determined. None appears to be a 
close relative of the voltage-gated superfarnily of Na, K, and Ca (and I,,) chan- 
nels. CI(Ca) channels of neurons probably affect encoding by changing the 
interspike voltage trajectory. In secretory epithelia, CI channels are required for 
transport and its regulation. 
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LIGAND-GATED CHANNELS OF FAST 
CHEMICAL SYNAPSES 

The ionic channels we have discussed so far are voltage-gated pores that open 
and close primarily in response to membrane potential changes. We turn now to 
another major family of channels specialized for mediating fast chemical synap- 
tic transmission. Although these channels also gate ion movements and gener- 
ate electrical signals, they do so in response to a specific chemical neurotransmit- 
ter, such as acetylcholine, glutamate, glycine, or y-aminobutyric acid. 

By far the best studied are the acetylcholine-activated channels found in the 
vertebrate neuromuscular junction. Their job is to depolarize the postsynaptic 
muscle membrane when the presynaqtic nerve terminal releases its chemical 
transmitter, acetylcholine (ACh). If two ACh molecules bind to receptor sites on 
the channel macromolecule, a wide pore, permeable to several cations, opens 
and initiates the depolarization. The channels at the neuromuscular junction are 
closely related to synaptic ACh-activated channels on muscle-derived fish elec- 
tric organs, on sympathetic and parasympathetic ganglion cells, and on various 
neurons of the brain; they are also similar to extrasynaptic channels that are 
distributed all over the surface of uninnewated, embryonic muscle cells and 
denewated muscle. As a group, these channels are said to have NlcoTlNrc 

pharmacology because the alkaloid nicotine imitates the effects of ACh. This 
term distinguishes these ACh receptors from another unrelated class, the mus- 
carinic ACh receptors, which respond to the alkaloid muscarine but not to 
nicotine. Today we often call a cholinergic channel on a muscle or ganglion cell a 
NICCMINIC A C ~  R E C E ~ O R ,  a term referring to an entire macromolecule comprising 
the pore and associated ACh binding sites. Often we will use the abbreviations 
nACh or simply ACh receptor, or when discussing channels at the motor 
endplate (neuromuscular junction), ENDPLATE CI~ANNEI-S .  

The muscle type of nACh receptor channels are the first to be described in 
molecular terms. They are the first ionic channels whose unitary current was 
seen by the patch clamp (Neher and Sakmann, 1976). They are the first to be 
solubilized from membranes and to be purified to near molecular homogeneity 
(Weill et al., 1974; Raftery et a]., 1980). They are the first to have their complete 
amino-acid and gene sequences determined (Noda, Takahashi et al., 1983). They 
are the first whose function could be reconstituted by reinserting the purified 
maaomolecule into lipid membranes (reviewed by Montal et al., 1986), and they 
are the first to be expressed in foreign cells by injection of cloned messenger 
RNA (Mishina et al., 1984). We know as much about their gating transitions as 
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for any other channel. Because of this wealth of detail, the literature deserves 
close study. This chapter focuses on conclusions that can be made using electri- 
cal recording and biophysical thinking. We start with a little electrophysiological 
background on the motor synapse. The end of the chapter turns to other 
synapses. 

Acetylcholine communicates the message a t  the 
net~rornusnrlar junction 
Messages are often sent between excitable cells by extracellular chemical mes- 
sengers. When the message comes from a n  endocrine organ to act on a distant 
target cell, the messenger is called a HORMONE. When the messenger comes from 
a nerve terminal to act on an adjacent cell, the messenger is called a NEURO- 

TRAKS~LITTER and the process is called CHEMICAL SYNAITIC TRANSMISSION. At the 
vertebrate neuromuscular junction, the presynaptic motor nerve terminal liber- 
ates the neurotransmitter ACh (Figure 1). As at all chemical synapses, depolari- 
zation of the nerve terminal opens presynaptic voltage-gated Ca channels, 
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1 CHOLINERGIC AGONISTS AND ANTAGONISTS 
Acetylcholine is the natural agonist at nicotinic and muscarinic syn- 
apses. It is a hydrolyzable ester of acetic acid with choline, bearing a 
permanent positive charge on the quaternary nitrogen of the choline. 
Carbachol (carbamylcholine) is a synthetic agonist not hydrolyzed by 
acetylcholinesterase, and suberyldicholine is a synthetic, diquatemary 
agonist. Curare alkaloids extracted from South American plants of the 
family Menispermaceae serve as aralytic arrow poisons in the Ama- 
zon. The primary paralytic ingreient is otubrmarine, a cholinergic 
antagonist that competes with acetylcholine for binding to the post- 
synaptic nicotinic ACh receptor. wtubocurarine and related antagc- 
nists are used to paralyze muscles during surgery. 
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permitting extracellular Ca2+ ions to enter and to trigger the exocytosis of 
prepackaged vesicles of transmitter. The Ca and voltage dependence of these 
events have already been discussed briefly in Chapter 4 (see Figures 7 and 9C 
there). 

Nicotinic ACh receptors are clustered on the muscle surface membrane in the 
endplate region, immediately opposite active zones of the unmyelinated, pre- 
synaptic nerve terminal (Figure 2). The channels open in response to nerve- 
released transmitter and depolarize the neighboring endplate area (Figure 3). 
Normally, this depolarization, the endplate potential (epp), rises nearly to 0 mV, 
which is more than enough to open voltage-gated Na channels of the muscle 
membrane, initiating a propagated action potential and eventually a mechanical 
twitch in the muscle (Fatt and Katz, 1951). When working with microelectrodes, 
a twitching preparation is usually inconvenient. Fortunately the epp can be 
reduced experimentally to a subthreshold depolarization if the ACh receptors 
are partially blocked by a low concentration of a competitive receptor blocker like 
the alkaloid, curare (more correctly D-tubocurarine), or by a practically irrevers- 
ible blocker such as the snake neurotoxin a-bungarotoxin. The tight binding of 
snake neurotoxins makes them excellent tools to label, count, or extract ACh 
receptors of muscle. Autoradiography with ['?I] a-bungarotoxin shows a dense 
packing of almost 20900 binding sites per square micrometer in the top of the 
junctional folds of the postsynaptic membrane that lie opposite the active zones 
of the nerve terminal (Figure 2; Matthews-Bellinger and Salpeter, 1978). 

The epp can also be reduced to subthreshold size if the presynaptic release of 
ACh is depressed by bathing solutions containing elevated [Mg2+ 1 or lowered 
[Ca2+] (Figure 7 in Chapter 4). When this is done, the small remaining epp is no 
longer constant in size. It fluctuates from trial to trial, as if it is built up from a 
varying number of UUANTAL units (del Castillo and Katz, 1954). For example, in 
one Ca-deprived junction the epp response to successive nerve stimulations 
could be 1, 3,0, 1, 2, 1, 2,0 mV, and so forth, suggesting an underlying quanta1 

2 ANATOMY OF FROG NEUROMUSCULAR JUNCTION * 
At the neuromuscular junction or endplate region of a skeletal muscle 
fiber the presynaptic axon A transmits an excitatory signal to the 
postsynaptic muscle M. (A) Diagram of myelinated nerve fibers bran- 
ching, losing their myelin, and terminating in a groove indenting the 
muscle surface. The terminal is capped by a thin sheath of Schwann cell 
cytoplasm. At the active zone (vesicle-release site), some synaptic vesi- 
cles containing ACh lie adjacent to the presynaptic membrane. Thc 
extracellular matrix in the synaptic cleft contains the enzyme 
acetylcholinesterase, and the tops of the folds of postsynaptic mem- 
brane contain closely packed ACh receptors. [After Peper et al., 1974; 
Lester, 1977.1 (B) Electron micrograph showing two active zones, one 
marked with an asterisk in the synaptic cleft. The presynaptic vesicles 
are seen as 50-nm circles with gray centers. Fingers of Schwann cell 
cytoplasm S protrude between the axon and the muscle fiber. [Micro- 
graph prepared by John Heuser and Louise Evans of the University of 
California, San Francisco.] 
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3 ENDPLATE POTENTIALS IN SKELETAL MUSCLE 
Membrane potentials recorded from a frog sartorius muscle fiber with 
an intracellular microelectrode inserted at various distances from the 
endplate region. The attached nerve is stimulated electrically, causing 
release of transmitter at the terminal. Endplate potentials (epp's) have 
k e n  deliberately depressed, by a small amount of D-tubocurarine ad- 
ded to the medium, to keep them below the threshold for exciting 
propagated action potentials and twitches of the muscle. The epp is 
largest at the endplate, and farther away, the response is smaller and 
slower rising. The attenuation with distance shows that the epp is 
generated by channels opening only under the nerve terminal and, 
when subthreshold, spreads electrotonically along the muscle tiber. T 
= 20°C. [From Fatt and Katz, 1951.1 

step size of 1 mV. Even when the nerve is unstimulated, spontaneous miniature 
endplate potentials (mepp's) can be recorded from the muscle (Fatt and Katz, 
1952). The mepp's and the quanta1 unit of the epp recorded from the same fiber 
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have the same time course and amplitude and represent the postsynaptic re- 
sponse to secretion of identical packets of a few thousand ACh molecules. 
Heuser, Reese, and colleagues (1979) have made an elegant morphological 
demonstration of the identity of quantal responses with the release of single 
transmitter vesicles. Thus the electrophysiological and morphological experi- 
ments show that presynaptic ca2+ entry controls secretion by increasing the 
probability of all-or-nothing exocytosis of vesicles of ACh. In normal bathing 
media enough CaZ+ enters the presynaptic terminal to release an average of 100 
to 300 quanta (vesicles) per impulse within a fraction of a millisecond. ~ h ~ s i o l o -  
gists say that the QUANTA[. CONTENI. of the evoked epp is 100 to 300. 

There is an excellent literature on the biophysics, biochemistry, and phar- 
macology oi transmitter synthesis, packaging,-release, and turnov;r. tlowevcr, 
we will not treat these topics further here, as our focus is on roles of ionic 
channels. Further information may be found in standard textbooks and hand- 
books (e.g., Barrett and Magleby, 1976; Kuffler et al., 1984; Magleby, 1986; 
Salpeter, 1987; Kandel et al., 1991). Notable classical papers are reprinted in two 
valuable source books (Cooke and Lipkin, 1972; Hall et al., 1974). 

Agotrists can be applied to receptors in several ways 
How can nAChR channels be studied? As with other ionic channels, the voltage 
clamp is the best technique for observing the ionic permeability and gating of 
ligand-gated channels. However, since the channels are not electrically excita- 
ble, voltage-clamp steps are not an adequate stimulus to bring resting channels 
into action. Instead, they must be stimulated by the appropriate natural trans- 
mitter or by some related molecule that will be recognized by the transmitter 
receptor. Such stirnulatory molecules are termed A ~ O N I ~ .  From the experi- 
mental viewpoint, the more controllable the delivery of agonist, the better. 

Six methods of delivery have been used with vertebrate neuromuscular 
junctions: (1) A single electrical stimulus to the motor nerve will release multiple 
quanta stochastically along the nerve terminal with a small time dispersion (less 
than 1 ms at ll°C in frog; Barrett and Stevens, 1972). (2) Spontaneous quantal 
release randomly delivers single packets of ACh to the receptors. In this method 
and the previous one, the pulse of ACh decays very quickly (with a time 
constant of about 200 ps at 22'C in frog; Magleby and Stevens, 1972b) as free 
ACh is removed from the synaptic cleft by theparallel mechanisms of binding to 
receptors, diffusion away, and chemical hydrolysis by the ext~acellular enzyme, 
acetylcholinesterase. (3) Agonist may be applied at known uniform concentra- 
tions by perfusing it through the whole bath or locally through a miniature flow 
or pressure puffing system. (4) A tiny patch of channel-containing membrane 
can be studied by filling a patch recording pipette with agonist before sucking 
the muscle membrane against it. (5) Charged receptor agonists may be delivered 

* focally in brief puffs or maintained streams by electrophoresis from an agonist- 
filled microclectode. This method is dubbed MICROION.~OPHOK~SIS. (6) Finally, 
synthetic agonist molecules have been designed having two photoconvetible 
isomers with different binding or activating properties. Flashes of light of differ- 
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ent wavelengths can convert one isomer into another in less than 1 ps, making 
this the fastest way to alter local agonist concentrations (Lester and ~erbonne ,  
1982; Gurney and Lester, 1987). 

The decay of the endplate current reflects an intrinsic 
rate constant for channel closure 
Fatt and Katz (1951) deduced that the nerve-evoked epp is generated by a brief 
inward ionic current confined to the endplate region of the muscle membrane. 
Their conclusion is confirmed by voltage-clamp measurements of endplate cur- 
rents (epc's) (Takeuchi and Takeuchi, 1959; Magleby and Stevens, 1972a.b). 
Figure 4 shows nerve-evoked epc's recorded from a muscle held at several 
voltage-clamp holding potentials. The currents last about 1 ms at 22'C and 
reverse direction near 0 mV. Let us consider their kinetics more carefully. 
Following each nerve stimulus there is a latent period consisting primarily of the 
conduction time to the nerve terminal and the time for the presynaptic Ca- 
dependent exocytosis to begin. Then the postsynaptic epc appears. Its rise is not 
instantaneous because there is a dispersion of release times in the presynaptic 
terminal and also because the transmitter nlolecules must diffuse along the 
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4 NERVE-EVOKED ENDPLATE CURRENTS 

The membrane potential of a frog sartorius muscle fiber i; held at 
various levels by a two-microelectrode voltage clamp. The motor nenre 
is stimulated by an electric shock at artifact S in the current record. 
About 1 ms later, the nerve action potential reaches the nerve terminal, 
releasing transmitter vesicles and opening postsynaptic endplate chan- 
nels transiently. The endplate current reverses sign near 0 mV and 
decays faster when the muscle is depolarized and slower when hyper- 
polarized. T = 25°C. [From Magleby and Stevens, 1972a.j 
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muscle surface until they find unoccupied ACh receptors. Finally, there is the 
falling phase of the epc, which Magleby and Stevens (1972a) describe as a single 
exponential decay with a rate constant a. (The exponential time constant would 
be T = 110.) Much of this chapter concerns the mechanistic interpretation of this 
falling phase. One conclusion will be that ACh molecules remain bound and the 
pore has a high probability of being open during an average time equal to T. 

Magleby and Stevens (1972b) considered two possible-meanings for the 
decay rate constant a. Either the free ACh in the synaptic cleft disappears 
exponentially at this rate, or free ACh disappears much faster but the natural 
channel closing rate is a. In the first hypothesis, the intrinsic channel closing rate 
would be much faster than a, so the-decay of free ACh is rate limiting.- his 
hypothesis, however, did not agree with another clear result of Figure 4, namely 
that the epc decay rate is voltage dependent; it is almost four times faster at +38 
mV than at - 120 mV (Figure 5). In addition, the decay rate is temperature 
dependent with a Ql0 of 2.8, which is too high for a process of diffusion. 
Therefore, Magleby and Stevens focused on the following kinetic model for the 
binding of agonist (A) to receptor (R) with subsequent opening of the channel 
(del Castillo and Katz, 1957): 

?-L AR 
8 

R - b AR* 
k - l  

6-11 
(closed channel) (closed channel) (open channel) 

They suggested that the initial binding reaction (rate constants k, and k- ,) is so 
fast that the complex, AR, is effectively in equilibrium with free A and R. Then, 
if nerve-released, free ACh disappears quickly, the decay of the epc would 
reflect entirely the exponential closing of open channels AR* with rate constant 
a. Once a channel closes, the AR complex would dissociate quickly to free 
receptor, and the agonist would leave the cleft or be hydrolyzed by the 
acetylcholine esterase. 

The small voltage dependence of a (Figure 5) would then be explained in 
terms of a gating charge in the salilc way as i t  is for electric~lly excit.ihlc ch.~nncls 
(Chapter 2). The clt~sillg co~~for~ i~ . i t i t r~~ ,~ l  ~.11,11ijit. o f  the ~.II . I I III~-~ I I I ~ I ~ . ~ o I I I o I ~ ~ ~ ~ I I I ~ ~  
(AH* -+ A # )  rilust he ~ L ~ ~ . ~ I I I ~ I . I I I I C ' ~ ~  Ivy ,I SIII.III ~ e i l i ~ t r i l ~ t ~ t i o ~ ~  ot its c I I ~ I I ~ ~ ~ L I  jir011lls 
and dipoles in the nicmbra~w. Uecattse the voltage depmde~lce is relatively 
weak, the equivalent gating charge to reach the transition state is only 0.15 to 
0.20 electron charge. 

The next step in testing the Magleby-Stevens hypothesis requires us to 
introduce new kinetic methods. Readers not interested in kinetic and statistical 
analysis of channel gating may prefer to skip the next two sections. 

A digression on microscopic kinetics 
invaluable new approaches to questions of channel gating and conductance 
were developed in the 1970s. They turned attention from the average properties 
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5 VOLTAGE DEPENDENCE OF EPC DECAY 
The rate constant for decay of the nerve-evoked epc is measured by 
fitting an exponential curve to the falling phase of records like those in 
Figure 4. In the Magleby-Stevens model, this rate constant is called a 
(Equation 6-1). Depolarization and temperature increase speed the 
decay. The slope of the semilogarithmic plot at 22.S°C corresponds to 
an e-fold increase per 110 mV, or a 10-fold increase per 250 mV. When 
compared with the steep voltage dependence of gating rates in Na or K 
channels, this voltage dependence is weak. [After Magleby and Ste- 
vens, 1972b.1 

of large populations of ionic channels in the membrane to the elementary 
contributions of single channels. These new approaches reinterpret the continu- 
ous kinetic equations that describe reactions of moles of macromolecules. Now 
the relationships are viewed in terms of the fluctuating progress of a reaction 
when individual molecules in a small population are converted stochastically 
from one form to another. Macroscopic kinetic descriptions are replaced by 
miaoscopic ones. Tests of theories require large numbers of observations, 
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because of the indeterminacy of random events; solutions to problems have to 
be expressed as probabilities. The first important application of these methods 
was to endplate channels, but before we consider that application, we need to 
digress to review two kinetic principles used in the analysis. 

Consider the simplest first-order chemical reaction: 

k~ R 
A B  (6-2) 

In standard macroscopic kinetics one would write the rate of change of A as 

and the time course of decay of A would be the solution to this differential 
equation, the exponential function 

where & is the initial concentration of A. The time constant of the exponential is 
Ilk,,. Suppose that the reaction is reversible: 

k~ B 
A - B  

~ B A  

Then the rate of change of A is 

As the sum of A and B is a constant, call it C, we can replace B in Equation 6-6a 
by C - A. Substituting and rearranging give the differential equation 

which integrates to give the time course of A: 

A(t) = A, - (A, - Ao) exp [ - ( ~ A B  + ~ B A )  11 (6-7) 

where & is the initial value and A, the equilibrium value of A. The time 
constant of the exponential approach to equilibrium is now l/(kAB + kBA). This 
result is formally identical to that given earlier for the time course of parameters 
In, n, and h in the Hodgkin-Huxley model (see Equations 2-4 to 2-19). Finally, 
consider a branching irreversible reaction: 

k~~ ~ A B  
C-A-B 

The rate of change of A is 
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and the time course of decay of A is exponential with a time constant 
I / ( ~ A B  + ~ A C ) .  

Now to introduce statistical thinking, we need to consider the unpredic- 
tabity of random events. Suppose that the first-order reaction, Equation 6-2, 
represents decay of a radioactive isotope, for example, 24Na with a half-life of 
14.9 h whose decay is described by a rate constant of 0.047 h -  ' and an exponen- 
tial time constant of 21.5 h. Although the decay of each atom is a random 
process, as may be qualitatively verified by listening to a radiation counter, the 
decay of a chemically measurable quantity of atoms follows with great precision 
the exponential time course of Equation 6-4, and after 21.5 h only about 37 

of the 24Na would remain. if, instead, we were given only a few atoms of 
24Na, how would they decay? The decay of a single atom is unpredictable, but 
the rate law says that the probability is 0.37 that the atom would remain after 
21.5 h, 0.135 that it would remain after 43 h, and so forth. Therefore, a histogram 
of the measured lifetimes of a small collection of 24Na atoms should approximate 
an exponential with a time constant of 21.5 h. Mathematically, if lifetimes are 
distributed according to the exponential function exp ( -  tlr), the average lifetime 
is simply T .  Therefore, a convenient way t? estimate the decay time constant is to 
take the mean of the observed lifetimes; that is, the mean lifetime is IlkAB. 

Ordinary chemical~eactions follow the same statistics as radioactive decay. 
Nevertheless, chemical experiments do not usually remind us of the stochastic 
nature because we cannot bbserve the progress of most reactions on an atom-by- 
atom basis. However, in membrane biophysics, the patch-clamp technique 
pennits us to record conformational changes of single molecules, the opening 
and closing of single channels. Gating of one channel is a stochastic process, like 
radioactive decay, and to derive kinetic information from such measurements 
requires statistical methods. The simplest statistic is the niean lifetime of the 
open state (assuming in this discussion that only one state is open). If A in 
Equation 6-2 is the open state, then the mean lifetime is llkAB. If the gating is 
reversible, as in Equation 6-5, the lifetime is still llkAB, because the reverse 
reaction may supply more open channels but cannot affect the time that an 
existing open channel takes to close. Note that the microscopic mean lifetime of 
the open state IlkAB is therefore longer than the macroscopic time constant for 
equilibration, ll(kAB + kBA)  If the closing reaction has a second possible path- 
way, Equation 6-8, then the mean open lifetime becomes shorter, ll(kAB + kAc). 

Our first principle of microscopic statistical analysis may now be summa- 
rized: In a system with only one open state, the lifetimes of the open state 
should be exponentially distributed with a mean equal to the reciprocal of the 
sum of the rate constants of the closing steps. The lifetime differs from any 
macroscopically measurable time constant in that the rate constants of transi- 
tions between closed states, or from the closed to open state, d o  not affect the 
open lifetime. In a system with several open states, the result is more difficult, 
but the appropriate statistical methods have been summarized (Colquhoun and 
Hawkes, 1977, 1981, 1982; McManus et a]., 1987). The histogram of lifetimes of 
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conducting channels would then be described by the sum of more than one 
decaying exponential function. 

The second principle concerns equilibrium fluctuations of a reaction and does 
not require single-channel recording. At equilibrium, any reversible reaction, 
such as Equation 6-5, has equal average forward and backward transition rates. 
However, here again the unpredictability of thermal agitation means that at any 
moment there is likely to be a small excess of transitions in one direction or the 
other and the numbers of A and B will fluctuate around the equilibrium value. 
The average size and time course of such thermal fluctuations are predictable 
from probability theory and contain useful information about the system under 
study. Here we are concerned with the time course. We know that if the 
equilibrium were deliberately disturbed by a small addition of A or of 8, the 
perturbation would relax away with a time constant ll(kAB + kB, )  It can be 
shown that spontaneous fluctuations are in most cases no different--a result of 
statistical physics called the FLUCTUATION-DSSlPATION THEOREM (Kubo, 1957; 
Stevens, 1972). Even in a system with many states, where macroscopic relax- 
ations are sums of many exponential components, the microscopic relaxations of 
spontaneous fluctuations from equilibrium will contain the same time constants , 
as the macroscopic ones (see Colquhoun and Hawkes, 1977, 1981, for a mathe- 
matical treatment). This is our desired second principle of microscopic statistical 
analysis: Kinetic information may be obtained from the time course of sponta- 
neous fluctuation, even at equilibrium; the time constants obtained are those 
that would be seen in a macroscopic current-relaxation experiment. 

Measurements of the spontaneous fluctuation of numbers of open ionic 
channels have been made on many membranes (see reviews by Neher and 
Stevens, 1977, DeFelice, 1981, and Neumcke, 1982). They testify again to the 
exquisite sensitivity of electrical measurements. A constant stimulus (membrane 
potential, agonist, or other) is applied to the membrane until the current be- 
comes stationary, and the remaining steady ionic current is electronically ampli- 
fied to reveal its underlying fluctuations. Naturally, the intrinsic noise of the 
recording apparatus has to be small enough not to be confused with that from 
channel fluctuations. The amplified current record must then be processed 
mathematically (by digital computer) to reconstruct the average time'course of 
relaxation from the jumble of thousands of superimposed, random fluctuations. 
Such calculations require finding either the autocorrelation function (more pre- 
cisely, the autocovariance function) or the power spectral density function of the 
record, procedures that we will not define-or justify here (see Bendat and 
Piersol, 1986; Stevens, 1972; DeFelice, 1981). The output of the two procedures 
looks different but contains equivalent information. Autocorrelation analysis 
actually gives the averaged time course of relaxation directly. Power spectral 
analysis starts with a Fourier transform of the record and gives the square 
of the fluctuation amplitude in each frequency interval. It is the easier function 
to compute and is used more often. A third principle of microscopic statis- 
tical thinking, making use of the mean amplitude of spontaneous fluctuations, is 
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given in the section "Fluctuations measure the size of elementary events" in 
Chapter 12. 

Microscopic kinetics support the Magleby-Stevens 
hypothesis 
Consider again the kinetic description of the decay of endplate current: 

B 

A + R ----' AR AR* 

fast rate 
limiting 

The Magleby-Stevens hypothesis was that the weakly voltage-dependent expo- 
nential decay of the epc reflects a voltage-dependent rate of closure of open 
channels, AR*, rather than a voltage-dependent rate of decay of the free agonist 
concentration, A, in the cleft. Several tests support that view. The first uses 
fluctuation analysis. Katz and Miledi (1970, 1971) discovered that steady applica- 
tion of ACh to the frog neuromuscular junction induces a fluctuating postsynap- 
tic response caused by random opening m d  closing of endplate channels. They 
showed further that the amplitude and duration of elementary openings could 
be calculated from th3 data. In a quantitative analysis on voltage-clamped 
endplates, Anderson and Stevens (1973) showed that the ACh-induced current 
fluctuations are well described by an exponential relaxation. More interestingly, 
the relaxation time constant with this steady application of ACh is identical to the 
decay time constant of nerve-evoked epc's, where the ACh is available only 
transiently. Therefore, the decay of an epc reflects the gating properties of 
endplate channels rather than the rate of decay of nerve-released ACh. 

Current fluctuations and power spectra from the Anderson and Stevens 
(1973) paper are shown in Figures 6 and 7. In a resting endplate that is voltage 
clamped to - 100 mV, the holding current is small (Figure 6A) and quiet, even at 
high gain (Figure 6B), except for the occurrence of one spontaneous miniature 
endplate current. When ACh is applied iontophoretically, a steady inward 
endplate current of - 120 nA develops, and at high gain it is obviously fluctuat- 
ing. Figure 7 gives four examples of power spectral density curves calculated 
from fluctuations at different membrane potentials and temperatures. Each 
curve is flat at low frequencies and falls off a t  high frequencies with a slope of 
-2 on a log-log plot. The mathematical theory of power spectra shows that this 
is the shape expected if the relaxations in the original record are, on average, 
single exponentials (Stevens, 1972; DeFelice, 1981; Neumcke, 1982). The shape 
of an exponential decay transformed into a power spectrum in the frequency 
domain is called a LORENTZIAN FUNCTION: 

where / i s  frequency and S(0) and f, are adjustable constants representing the 
low-frequency intercept and the "comer frequency" where the amplitude falls to 
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(4 
No ACh 

6 ENDPLATE CURRENT FLUCTUATIONS 
Currents measured from a frog sartorius muscle under voltage clamp. 
The currents are displayed at low gain (A) through a dc-coupled ampli- 
fier and at much higher gain (B) through an ac-coupled amplifier. In the 
resting endplate, the low-gain record shows a zero net current. The 
high-gain record shows low noise and a single inward current tran- 
sient, which is a miniature endplate current from the spontaneous 
discharge of a single presynaptic transmitter vesicle. When a steady 
low concentration of ACh is applied iontophoretically to the endplate, 
the low-gain record shows a large steady inward endplate current. The 
high-gain record reveals fluctuations due to the superimposed stochas- 
tic opening of many channels. T = 8°C. [Adapted from Anderson and 
Stevens, 1973.1 

!4 (marked by arrows on the spectra), and T = 11(2vfC) is the relaxation time 
constant. The smooth curves in Figure 7 are Lorentzian functions fitted to the 
observations in order to determine 7. Like the time constant for epc decay, the 
relaxation time determined from current fluctuations lengthens with cooling and 
with hyperpolarization. It is about 1 ms at -50 mV and 20°C. According to our 
principles of microscopic kinetics, this measured relaxation time would in gener- 
al be shorter than the open-channel lifetime (lla), but in the model, when the 
agonist concentration is well below the half-saturation concentration for recep- 
tors, the two numbers are nearly equal. Hence in this approximation, which is 
good for these experiments, the fluctuation method measures the open-channel 
lifetime. The Anderson-Stevens paper was a landmark in the analysis of gating 
kinetics from equilibrium fluctuations. Fluctuation methods also give the single- 
channel conductance, but that calculation is postponed to Chapter 12. 

If the kinetic model of Equation 6-1, with rapid equilibration of binding and a 
slower, voltage-dependent closing, is correct, then the equilibrium number of 
open channels ought to be voltage dependent. Suppose that a steady dose of 
ACh is applied and some channels are open. Depolarization would increase the 
closing rate, a, and decrease the haction of channels open. Following a voltage 
step, the population of open channels, AR*, would relax with an exponential 
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7 POWER SPECTRA OF CURRENT FLUCTUATIONS 
Power-density spectra of ACh-induced fluctuations recorded from frog 
muscle, as in Figure 6B. Current variance is plotted versus frequency on 
log-log axes. The lines are Lorentzian curves (Equation 6-10) and the 
arrows indicate the comer frequency of the Lorentzian. Depolarization 
and temperature increase both increase the corner frequency. [From 
Anderson and Stevens, 1973.1 

time constant T = l/a, again in the limit of low agonist concentrations. Such a 
prediction concerns macroscopic currents rather than microscopic fluctuations 
and is easy to test. Indeed, voltage-jump experiments with bath-applied ACh, 
do show the appropriate endplate-current relaxations with a voltage- and 
temperature-dependent time constant equal to that obtained from noise work 
(Adams, 1975a; Neher and Sakmann, 1975; Sheridan and Lester, 1975). 

The patch clamp now allows us to measure open-channel lifetimes directly. 
Thii method has confirmed some of the conclusions of Anderson and Stevens 
(1973) but has required revisions of others. The results and conclusions will be 
discussed after we consider how long the agonist stays bound to its receptor. 

Agonist remains bound while the channel is open 
The gating scheme of Equation 6-1 assumes that the open channel AR* is 

, complexed with an agonist molecule. The agonist does not merely trigger 
opening and then leave. Instead, it remains bound until the channel closes and 
then can leave. This assumption was not tested by the experiments described so 
far but is supported by experiments with agonists other than ACh. A provoca- 
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tive finding is that the open-channel lifetime, measured as  lla, is roughly twice 
as long with suberyldicholine as the agonist and half as long with car- 
bamylcholine, a result found equally with fluctuation measurement, voltage 
jump, or patch clamp and with endplate channels or extrajunctional ones (Katz 
and Miledi, 1973; Adams, 1975a; Colquhoun et al., 1975; Neher and Sakmann, 
1975, 1976; Sheridan and Lester, 1975). The difference in lifetimes with different 
agonists means that while the clock is ticking for the open channel, the channel 
remembers which type of agonist caused it to open. If the agonist remains 
bound, this "memory" would be readily explained. 

Agonist bound to open channels has been demonstrated directly with a 
photoisomerizable agonist acting on nerve electric-organ synapses of the electric 
eel (Nass et al., 1978; Lester and Nerbonne, 1982). The molecule is applied to the 
synapse in the active form and allowed to activate some channels. The resulting 
inward current is observed with a voltage clamp. Then some of the active 
agonist molecules are converted into a less active form in less than 1 ps by a laser 
light flash. In response, the ionic current shows a sharp decrease (phase 1) and 
then a relaxation to a new equilibrium level (phase 2). The phase 2 relaxation has 
the kinetics expected from Equation 6-1 for a reequilibration of the population of 
open channels with a new effective agonist concentration. What about phase I ?  
It lasts only 100 JAS and is much faster than any closing reaction seen before. 
Lester's group concludes that the light flash has converted not only some of the 
agonist molecules in solution, but also some that are bound to open channels. 
These channels find themselves in the open conformation, but suddenly with- 
out an active bound agonist. This situation is evidently very unstable, and the 
affected channels close abruptly. 

The ACh receptor has more than three states 
The experiments discussed have proven two major propositions: There is a 
dominant time constant of roughly 1 ms associated with channel gating, and 
agonist remains bound to the receptor while the channel is open. The kinetic 
experiments cannot, however, prove that the three-state kinetic model, Equa- 
tion 6-1, is correct (see the discussions of kinetics in Chapters 2 and 18). Indeed, 
three additional observations, which are now listed only briefly, show that the 
ACh receptor has many other kinetically identifiable states, and its transitions 
have time constants both faster and slower than the relaxations already de- 
scribed. 

If one bound ACh molecule opened one chahne~, as in Equation 6-1, then the 
endplate conductance would increase linearly with ACh concentration at low 
concentrations, and saturate at high concentrations, following a curve like the 
classical Michaelis-Menten equation of enzyme kinetics. The measured dose- 
response curve, however, is not linear at low concentrations. It curves upward, 
showing approximately a fourfold conductance increase for a doubling of ACh 
concentration and a slope of almost two on a log-log plot (Katz and Thesleff, 
1957; Lester e t  al., 1975; Adams, 1975b; Dionne et  al., 1978; Dreyer et a]., 1978). 
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This property is described in the literature by saying that the response to ACh 
has a Hill coefficient of nearly 2.0. Such dependence on the square of the 
transmitter concentration implies that two ACh molecules must bind to open 
one channel, a stoichiometry confirmed by biochemical studies that show that 
isolated channel macromolecules have two nearly equivalent ACh binding sites 
(Weill et al., 1974; Conti-Tronconi and Raftery, 1982). The activation scheme 
needs therefore to be expanded to include two binding steps. 

-. --  
(closed) (closed) (closed) (open) 

The requirement for two agonist molecules may help reduce the endplate 
response to small quantities of transmitter that leak constantly from the nerve 
terminal. 

The second deviation from the simple model was seen with the patch clamp. 
The ultimate method to measure single-channel open lifetime is to measure 
unitary currents directly in a membrane patch. Because the endplate membrane 
with its nerve terminal is difficult to seal against patch electrodes, more work has 
been done on the ACh-sensitive chanfiels that appear diffusely on uninner- 
vated, embryonic muscle or on chronically denervated muscle. These channels 
have qualitatively all the properties of endplate channels but tend to have longer 
open lifetimes and smaller single-channel conductances. Figure 1 in Chapter 1 
shows such records. 

In the first patch-clamp studies, histograms of directly observed, open- 
channel lifetimes seemed approximately exponential, with a time constant that 
shortened with depolarization and was indistinguishable from the lifetimes 
estimated from fluctuation experiments on the same kind of channels (Neher 
and Steinbach, 1978; Sakmann et al., 1980). However, in almost any kinetic 
study, new kinetic details become apparent either when the frequency response 
of the recording system is increased or when the time scale of the experiment is 
lengthened. Thus Colquhoun and Sakrnann (1981, 1985) looked with improved 
recording speed at suberyldicholine-induced channel openings at the endplate. 
They discovered fine structure in what previous published work called single 
openings. One 10-ms opening event would actually be interrupted by several 
closings, gaps lasting only tens of microseconds, too short to have been detected 
previously. If the model of Equation 6-11 is used to interpret the fine structure, 
one could say that the channel jumps several times between a short-lived A2R 
state (closed) and a longer-lived A2R' state (open) before finally losing the 
agonist and becoming inactive, a process represented diagrammatically in Fig- 
ure 8. The earlier studies of the relaxation timer = l la  measured the duration of 
this composite event, a BURST with several gaps, rather than the shorter duration 
of an uninterrupted opening. It is simply a matter of semantics whether we now 
will prefer to call the shorter time or the longer time (lla) the "channel 
open-time." Indeed, if the frequency resolution could be improved further, we 
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(A) Open 
Time 

C 

Shut 

8 MICROSCOPIC STATES OF ACh RECEPTORS 
Interpretation of the flickering conductance time course (A) of an ACh 
receptor channel in terms of a four-state state diagram (B). In this 
hypothetical case, the empty receptor R becomes singly occupied AR 
four times. On one occasion i t  becomes doubly occupied A2R, which 
initiates an opening event with three elementary openings before one 
of the agonist molecules leaves again. 

would probably be able to find still finer gaps and conclude that the elementary 
opening is even shorter than we say it is today. Today, the longer time (lla) is 
usually called the BURST TIME. 

Yet another deviation from schemes 6-1 or 6-11 is seen when we study slow 
changes of ACh receptor channels. Long-lived conformational states of the 
channel are revealed by prolonged exposures to ACh. During steady application 
of ACh to an endplate, the macroscopic endplate conductance falls within a few 
seconds, a process called DESENSITIZATION (Katz and Thesleff, 1957). At the 
microscopic level, many channels open at first, but with continued exposure to 
agonist, most of them shut down again. Desensitized channels are unresponsive 
to added ACh and recover their sensitivity only some seconds or even minutes 
after the ACh is removed. Desensitization of endplate channels is analogous to 
inactivation of Na channels. Both probably involve a multiplicity of unrespon- 
sive states, formed slowly as a consequence of stimulation, and recovering only 
slowly at rest. 

To show that desensitization takes place'on several time scales, one could 
diagramatically write 

fast slow 
activatable * desensitized desensitized (6-12) 

states states states 

where "activatable states" includes all the states of Equation 6-11. Such a scheme 
is suggested by conventional voltage-damp studies (Felt= and Trautmann, 1982) 
and by single-channel measurements with "high" concentrations (5 to 20 )LM) of 
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ACh (Sakrnann et al., 1980). For example, with patch recording, one may see a 
single channel become activated successively eight times in 0.8 s (a burst of 
openings) and then fall quiet for 1 s (while visiting fast desensitized states), only 
to open again in another burst. This pattern might repeat as a cluster of bursts 
lasting 10 s a n d  then the system remains quiet for many tens of seconds (visiting 
slow desensitized states) before starting a new cluster of bursts. Many models 
for desensitization assign similar agonist binding steps to the desensitized states 
as  to the activatable states (Katz and Thesleff, 1957; Feltz and Trautmann, 1982). 
Thermodynamics predicts that since agonist binding favors desensitization, 
desensitized states-will have a higher affinity for agonist than active states. This 
prediction is confirmed in test-tube studies of membrane fragments and recep- 
tors reconstituted in lipid vesicles (Conti-Tronconi and Raftery, 1982; Montal et 
al., 1986). 

The physiological importance of desensitization is not known. It shuts chan- 
nels during excessive stimulation. Desensitization is a significant problem in 
test-tube studies of isolated ACh receptors, where agonist is often added for 
seconds rather than milliseconds. It also might contribute to the transmission- 
blocking effects of some depolarizing blockinkagents used in surgery and to the 
lethal consequences of insecticides and n e ~ e  gases that prevent the normal 
extracellular 'hydrolysis of ACh by cholinesteraie enzymes: 

Recapitulation of endplate channel gating 
Endplate channels may open for approximately 1 ms in response to the binding 
of two molecules of ACh. Then they close and the agonist can leave the receptor. 
In a normal epp, the cleft concentration of ACh falls so rapidly that the channel 
is not likely to be activated a second time by rebinding of transmitter. For this 
apparently simple job, the microscopic gating kinetics are remarkably complex, 
including~multiple openings of channels separated by tiny gaps, some voltage 
dependence, and a variety of desensitized states. Each of these subtle micro- 
scopic properties might possibly confer an important adaptive advantage. Alter- 
natively, each might be a biologically unimportant consequence of the major 
opening mechanism. In any case, they warn us that the microscopic gating 
kinetics of even apparently simple channels can be complex. All channels are 
glycoprotejn macromolecules, and these gating studies therefore show, with 

- - 

electrophysiological techniques, that protein confonnational changes may in- 
volve transitions through manv states and on manv different time scales. Since " 
the biochemistry of the muscle types of ACh receptor reveals five separate 
polypeptide chains in one complex, symbolized a2py6 (Weill et al., 1974; Raftery 
et al., 1980; see Chapter 9), it is not difficult to imagine that many tertiary and 
quaternary structural changes can take place in the channel. Each of the two a 
subunits of the complex bears an ACh binding site, so these chains cooperatively 
determine whether the channel opens or shuts. Neuronal nACh receptors have 
subunits that are different from those of muscle, but again the pentameric 
functional receptor has two ACh-binding a subunits. 



Ligand-Gated Channels of Fast Chemical Synapses 159 

The nicotinic ACh receptor is a cation-permeable 
channel zuith little selectivity among cations 
Under physiological conditions, the reversal potential for current in endplate 
channels is near -5 mV (Figure 4), a value that does not correspond to the 
equilibrium potentials for any of the major physiological ions (Table 3 in Chapter 
1). Early work showed that these channels are highly permeable to Na+ and K+,  
measurably permeable to Ca2+, and impermeable to all anions (Takeuchi and 
Takeuchi, 1960; Takeuchi, 1963a,b). Indeed, it was once proposed that there 
might be separate, ACh-sensitive Na channels and K channels in the endplate. 
This hypothesis had to be abandoned when it was found that ACh-induced 
current fluctuations fell to zero at -5  mV (Dionne and Ruff, 1977) and that 
single-channel currents reverse direction at -5 mV, showing that the flows of 
~a~ and K T  are controlled by fluctuations of the same gate. 

Extensive permeability measurements have uncovered over 50 small cations 
that are measurably permeant in endplate channels (Dwyer et al., 1980; Adams, 
Dwyer, and Hille, 1980). Apparently, every monovalent or divalent cation that 
can fit through a 6.5 A x 6.5 A (0.65 nm x 0.65 nm) hole is permeant. The 
permeant ions include not only all the alkali metal and alkaline earth cations but 
HISO organic cations as large- as triaminoguanidinium, choline, or histidine, 
which have relative permeabilities 0.3 to 0.04 of that for Na+ ions. Thus, 
although the channel rejects all anions, it discriminates little among small 
cations. Many organic cations, including large charged drug molecules with 
hydrophobic groups, bind in the wide external mouth of the pore and block the 
flow of ions (see Chapters 15 and 16). If these blocking cations are also small 
enough to pass through the pore, their permeation is slow (Adams, et al., 1981), 
presumably because they pause at the binding site while crossing the membrane 
(see Chapter 14). Structural work reveals that the channel is formed from five 
peptide subunits arranged as a pentagonal complex with the pore being the 
unfilled space in the middle where the subunits all come together (see Figure 4 
in chapter 9). High-resolution patch-clamp measurements show that this com- 
plex pore has more conformations than just open and closed. In some prepara- 
tions, the channel conductance occasionally steps down from the fully open 
value to intermediate levels (Hamill and Sakmann, 1981; Auerbach and Sachs, 
1983). The pore size of these states is not known. Chapters 13 and 14 discuss 
permeation and selectivity in endplate channels in more detail and Chapters 9 
and 16 discuss their structure. 

Fast chemical synapses are diverse 
Large size and easy access have made the vertebrate neuromuscular junction the 
best-studied chemical synapse. As more becomes known about other fast chemi- 
cal synapses,' we see that many of the principles remain the same, but partic- 

' We use the designation "fast chemical synapses" here to mean synapses where the neuro- 
transmitter call open a ligand-gated channel within < 5 ms of binding to the receptor, in contrast to 
slower synaptic actions mediated through intracellular second messengers, which necessarily have 
latencies > 10 ms. They are d i i s e d  in Chapter 7. 
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ularly because of its size, the neuromusculdr junction passes signals in a fail-sate 
manner that is atypical. In addition, other synapses may differ in their chemis- 
try, pharmacology, and even in the sign of the postsynaptic voltage change 
(Table 1). Classical reviews of findings in this area include Eccles (1964). Cer- 
schenfeld (1973), and Takeuchi (1977); textbooks include Kuffler et al. (19&1), 
Cooper et al. (1986), and Kandel et a]. (1991). 

Consider synapses upon a spinal rnotoneuron. Unlike a muscle fiber which is 
innervated by only one axon, a single motoneuron may be innervated by 10,000 
different nerve fibers releasing a variety of neurotransmitters. There is not 
enough space on the cell soma for many large synapses so the cell surface is 
greatly expanded in an arbor of dendrites, and each synaptic connection is 
reduced to a small terminal or BOUTON containing only one or two active zones 
for synaptic vesicle release (Figure 9A). The result is that an action potential in 
one of the innervating axons releases only a few vesicles of neurotransmitter at 
its boutons and produces a postsynaptic potential of only a few hundred micro- 
volts (Figure 10A). Thus unlike the neuromuscular junction, each excitatory 
synapse on a motoneuron can contribute but a tiny fraction of the total depo- 
larizing drive needed to bring the cel! to its firing threshold (Figure 98,C). 
Excitation requires the collaboration of'many inputs. 

Long before electiical correlates were known,-~herr in~ton (1906) recognized 
that fast synaptic action could be inhibitory-a decrease of excitation-in addition 
to excitatory. Inhibition is as important as excitation in coordinating motor 
activity in ill animals: When one muscle group is activated, the opponent 
muscles should be shut off. Likewise, inhibition enhances spatial and temporal 
contrast and feature-detection, in sensory pathways. The first intracellular stud- 
ies revealed that inhibitory synaptic transmission involves a conductance in- 
crease with a reversal potential near or even negative to the resting potential 
(Fatt and Katz, 1953b; Coombs et al., 1955; Eccles, 1964). Fast synaptic inhibition 
produces an inhibitory postsynaptic potential, ipsp, that tends to repolarize or 

TABLE 1. SOME FAST CHEMICAL SYNAPSES 

E,,, Conductance 
Postsynaptic cell Response (mV) lncrcase Receptor 

Frog skeletal muscle',2 eP P - 5 Cations n ACh 
Crayfish leg muscle3 ePsP + 6 Cations Glutamate . ~ 

Crayfish leg muscle',5 'PSP - 72 Anions GABA, 
Aplysia ganglion cell6 ~PSP -60 Anions ACh . . 

Cat motoneuron7," ~ P S P  - 78 Anions Glycine . - 

Hippocampal pyramidal  ell^.'^ ~ P S P  - 70 Anions GABA* 

Abbreviations: E,, reversal potential of the conductance increase. 
References: 'Fatt and Katz (1951). qakeuchi and Takeuchi, 1%0), 'Dekin (1983). 'Fatt and Katz 
(1953b), -nodera and Takeuchi (1979), 'Adams, D.J. et al. (1982). 'Cwmbs et al. (1955), "ccles 
(1964), %ales et al. (197). 'oNicoll (1988). 
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9 MOTONEURONS HAVE MANY SYNAPSES 
(A) Reconstruction of synaptic boutons terminating on the soma of a cat 
spinal motoneuron. Only the bases of the dendritic processes are 
shown. The missing dendritic arbor adds a membrane area 20 times as 
extensive as the soma and is abundantly covered with boutons. A 
bouton occupies an area of 0.5 to 2 &m2, and judging from a typical 
input capacitance of 5 nF, the soma and dendrites have a total surface 
area of 5 x 10' pm2. [From Haggar and Barr, 1950.j (B) Voltage record- 
ing from a motoneuron. Slow stretch of a gastrocnemius muscle tendon 
excites many la sensory fibers, which deliver an escalating, random 
patter of excitatory synaptic potentials on a gastrocnemius moto- 
neuron, eventually causing reflex firing of action potentials. [From Kol- 
modin and Skoglund, 1958.1 (C) At higher amplification the asyn- 
chronous synaptic potentials are still too tiny to see individually, but 
their concerted effect looks like an accumulating noisy depolarization. 
[From Calvin, 1974.1 
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hyperpolarize the cell (Figure 10B) opposing excitatory postsynaptic potentials, 
epsp's, that tend to depolarize and bring the cell to its firing threshold. Mo- 
toneurons and other central neurons are therefore like polling stations where 
thousands of voters are continually casting yes and no votes, and they fire action 
potentials only when the incoming excitation considerably outweighs the incom- 
ing inhibition (Figure 9B). 

In common with the epp in muscle (Figure 3), the fast epsp's and ipsp's of 
motoneurons are designed for rapid signaling. At 37°C the delay between 
presynaptic spike and postsynaptic potential is less than 0.5 ms and the time to 
peak is less than 1.5 ms (Figure 10). The underlying mechanisms are similar as - 
well. Neurotransmitters are released by a Ca-sensitive exocytosis from pre- 
packaged vesicles and act on highly clustered postsynaptic receptors, opening 
pores-in a cooperative manne; that requires t h e  binding of more than one 
agonist molecule per receptor. As the duration of the epsp and the ipsp are 
primarily governed by the electrical discharge time of the complex cable of the 
extended motoneuron, transmitter action must terminate in the tirst 2 ms. 
Indeed, for synapses near the cell soma of a motoneuron, the decay time 
constant of the excitatory postsynaptic current is as brief as 0.4 ms at 3TC (Finkel 

- 
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Prefiber spike Prefiber spike 
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10 UNITARY SYNAPTIC ACTION ON A CAT MOTONEURON 
The epsp and ipsp in the lower traces are recorded by an intracellular 
electrode in a motoneuron in response to spontaneous firing of a s~ngle 
presynaptic excitatory or inhibitory nerve fiber. The presynaptic spike 
is shown as a downward deflection in the upper extracellular records. 
The synaptic delay is less than 0.5 ms between pre- and postsynaptic 
events. In order to reduce noise, the postsynaptic potentials shown are 
actually averages of several hundred similar records. T = 37°C. (A) The 
presynaptic fiber is a la sensory axon releasing an excitatory amino 
acid, presumed to be glutamate. [From blendell and Weiner, 19761. (8) 
The presynaptic fiber is a Ia inhibitory interneuron releasing glycine. 
(From Jankowska and Roberts, 1972.1 
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and Redman, 1983). Thus the open time, or more accurately the mean burst 
time, of the underlying channels is on the order of 0.4 ms, again like the nACh 
receptor of muscle. In other parts of the central nervous system the transmitter 
action underlying epsp's and ipsp's is often longer. 

Fast chemical synapses use a variety of neurotransmitters and receptors. The 
known fast transmitters arc ACh, L-glutamate, y-aminobutyric acid (GABA), 
glycine, ATP, serotonin, and histamine. For each of these transmitters there is a 
unique class of multi-subunit receptors, which are the products of unique genes. 
The class may include multiple, tissue-specific subtypes that can be recognized 
at the gene level (Chapter 9) and by subtle differences in pharmacology. 

Let us now consider some of these ligand-gated channels. 

Fast itriribitory synapses use anion-permeable 
C ~ R N N ~ ~ S  

Throughout the higher animal phyla the majority of filst inhibitory nerve termi- 
nals release GABA as the neurotransmitter. Alternatively some molluscan neu- 
rons use ACh, some arthropod photoreceptors use histamine, and many inhibi- 
tory interneurons specifically in the vertebrate spinal cord and brain stem use 
glycine. In each case the postsynaptic, ligand-gated pore is permeable to small 
anions2 (CI-, SCN , I - ,  Br-, NO3-) and the physiological reversal potential is 
near the equilibrium potential for C1- ions, Ecl (Coombs et al.. 1955; Eccles, 
194; Takeuchi and Takeuchi, 1967; Eccles et  al., 1977; Adams, D.J. et ai., 1982; 
Bormann et  al., 1987). As we have seen in Chapter 5, Ec, lies within -c 15 mV of 
the resting potential in most cells, so like K channels, CI-permeable channels 
oppose normal excitability and help repolarize a depolarized cell- stabilizing 

The fast GABA-gated channel is called the CABA, receptor to distinguish it 
from another, unrelated receptor that couples to intracellular second messenger 
systems, the GABAB receptor (Chapter 7). The GABA, receptor bears at least 
five different binding sites for pharmacological agents (Table 2) whose actions 
reflect the importance of inhibitory pathways for normal function: Picrotoxin 
and bicuculline cause convulsions. They act at separate sites to reduce GABA 
ipsp's and classically are considered to be a pore blocker and a competitive 
antagonist of GABA, respectively, but their actions may be more complex. Other 
agents actually it~crease the size or duration of GABA ipsp's. Thus barbiturates, 
b;nzodiazepine tranquilizers (like Valium), stiroids, and alcohol potentiate 

Early papers proposed that K t  ions are permeable as well (Cmmbs et a]., 1955; Eccles, 1964). 
but since none of the well-studied channels of f a t  inhibitory synapses has much K+ permeability, 
this idea seems inaccurate. Nevertheless there are other K channels that can be opened by neuro- 
transmrtters including GABA. Their opening is slower than that of ligand-gated receptors, since it 
rn.~olves an indirect action mediated by G-protein-coupled receptors discussed in Chapter 7. 

However, in the literature, the measured reversal polential ol CI-permeable channels is 
frequently much more positive than the physiological value kcause the recording microelectrode or 
whole-cell pipette solution has an unphysiologically high CI- concentration that raises the cyto- 
plasmic concentration (as first recognized by Coombs et al., 1955). 
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TABLE 2. COMMON LIGAND-GATED CHANNELS OF VERTEBRATE 
NEURONS 

Transmitter Receptor Antagonists I'otm tia tors Pcrmedbility 

GABA GABA, Bicucullinea Barbiturates Anions 
Picrotoxin Benzdiazepines 

Alcohol 
Glutamate 

Glycine Glycine Strychnine" - Anions 
Glutamate Kainate CNQX" - Cations 

Glutamate AMPA CNQXa - Cations 

Glutamate NMDA APVa Glycine Ca2+ + cations 
Mg2+ (outsideh) 

ACh Neuronal Neuronal - Cations 
nACh bungarotoxin 

(at some) 

Abbreviations: CNQX, 6-cyano-7-nitroquinoxaline-2.3-dione; AMPA, a-amino-3-hydroxy-5-methyl- 
rl-isoxazole propionic acid; NMDA, N-methyl-waspartate; APV, D-2-amino-5-phosphonovalcrate 
(also frequently called APS). ( 

'Competitive antagonist. - 
bPore blocker. 

ipsp's and lead to calming and sedation. At the single-channel level barbiturates 
greatly lengthen the burst time of individual channel openings (Figure 11A, B), 
whereas benzodiazepines are believed to increase the number of channels 
opening. 

Both GABA- and glycine-activated channels have multiple levels of conduc- 
tance (Bormann et al., 1987). Figure 12 shows samples of unitary currents 
recorded from a cultured spinal neuron. Each panel shows several amplitudes of 
outward current. One might suppose from the top panel that each a onist has 15 
two different receptors opening channels of differing conductance, but the lower 
panels cannot be interpreted this way. They show direct transitions from a 
higher level to a lower level. Another interpretation of the short sample of 
records shown would be that the higher conductance level represents a coinci- 
dental, virtually simultaneous opening of two or three channels of low conduc- 
tance; then the downward transitions would be closings of one or two of them. 
However this hypothesis is ruled out by inspection of much longer records, 
which shows that the majority of openings and closings are between a high main 
level and the closed level. Statistically it would not be possible to explain so 
many large transitions as coincidental gating of several independent small 
channels. Evidently the channels have more than one open state, and direct 
transitions among these states and from the closed state to any of the open states 
are possible. This is usually described by saying that a channel has conductance 
SUBLEVELS or subconductance states. Probably all channels have sublevels, but 
they are more prominent in the GABAA and glycine receptors than in many 
others. 
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11 BARBITURATES PROLONG CABAA BURSTING 
(A) 1 )IM GABA induces short, isolated openings of GABAA receptor 
channels. (B) Addition of 50 p~ pentobarbital causes openings to be- 
come repeated in long bursts, enhancing the total open time. These 
channels have been artificially expressed in an embryonic kidney cell 
line using molecular biological techniques and cDNAs encoding the al, 
PI, and y2 GABA, receptor subunits (Chapter 9). Openings give in- 
ward current at - 70 mV because the C1- concentration on both sides of 
the outside-out excised patches is the same. [From Puia et al. 1990.1 

Do glycine and GABA open the same channel? In careful work on cultured 
spinal neurons, Bormann et al. (1987) discovered many similarities in the re- 
sponses to these agonists. The ionic selectivity for a long list of anions and the 
subtleties of permeation in mixtures of different ions are nearly the same. The 
conductance sublevels appear the same--approximately 10, 17, 28 pS (Figure 
12). However, the fraction of time spent in each level is different. For CABA the 
distribution is 17,80, and 1 percent for these three levels, and for glycine, 12,10, 
and 78 percent. The pharmacology of the receptors is obviously different. Given 
the similarities in conductance sublevels, Bormahn and colleagues proposed that 
the agonist-binding subunits might differ but would couple to the same pore- 
forming subunits. Structural studies, however, give a different answer (Chapter 
9). The CABAA and glycine receptors share no subunits nor are they derived 
from the same gene, but they have many stretches of nearly identical amino acid 
sequence. Further, each of the perhaps five subunits of the comple,te GABAA or 
glycine receptors may have a n  agonist binding site and at the same time is 
believed to contribute a section of the pore wall. Hence the impressive sim- 
ilarities arise instead from a dose and conservative evolutionary relationship of 
these two receptors. 
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(A) GABA (B) GLYCINE 

12 CONDUCTANCE LEVELS OF INHIBITORY CHANNELS 

Agonist-induced unitary outward currents show multiple sublevels. 
Recordings made from embryonic mouse spinal cord cells growing in 
primary culture. The on-cell patch pipette contained a physiological 
concentration of CI- ions and the followingagonist: (A) 2.5 (LM GABA, 
Eplch = -3 mV; (8)  5 (LM glycine, E = 7 mV. The closed level is 
marked by c, and the main current Fhm in each frame (0.95 pA for 
GABA and 1.5 pA for glycine). Recording bandwidth = 1 kHz. T = 
22°C. [From Bormann et al., 1987.1 

f ic i ta toy  amino acids open cation channels 
The predominant fast excitatory neurotransmitter of the vertebrate central ner- 
vous system seems to be L-glutamate. Probably every central neuron receives 
glutamatergic excitation. To be cautious, one ought to refer to a list of EXCITA- 

TORY AMINO ACIDS that includes L-glutamate, L-aspartate, and others as the 
possible transmitter, since the hypothesis that aspartate or another amino acid is 
the natural agonist has been hard to refute definitively. Here we adopt the view 

\ that most excitatory amino acid synapses use glutamate (Takeuchi, 1987; Mayer 
and Westbrook, 1987a; Westbrook and Jahr, 1989). 

In the vertebrate peripheral nervous system, excitatory amino acid synapses 
are nearly unknown. Instead ACh acts on nicotinic ACh receptors that in 
neurons are similar to but distinct from those of muscle (Steinbach and Ifune, 
1989; Luetje et al., 1990). More rarely, ATP and serotonin can be fast excitatory 
transmitters (Bean and Friel, 1990; Peters et al., 1991). Invertebrates also use 
glutamate and ACh for fast excitation but sometimes in different places than 
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vertebrates do. For example, molluscan "central" ganglia have many excitatory 
synapses using nicotinic ACh receptors, and arthropod neuromuscular junc- 
tions use glutamate as the excitatory transmitter. 

The pharmacology of glutamate responses in the vertebrate central nervous 
system is complex and clearly indicates that more than one type of fast post- 
synaptic glutamate receptor is present. It is less clear how mny types the; are, 
but many investigators emphasize three (Table 2) that have traditionally been 
named after dicarboxylic amino acids that may be selective agonists: N-methyl- 
D-aspartate (NMDA), kainate, and quisqualate (Watkins and Olverman, 1987). 
Increasingly the name AMPA (for a-amino-3-hydroxy-5-methyl-4-isoxalone pro- 
pionic acid) is being used instead of quisqualate to designate one of these 
pharmacological categories, because quisqualate has been found to act on anoth- 
er unrelated, G-protein-coupled receptor in addition to the fast ligand-gated 
receptor. Unfortunately, distinguishing the channels underlying these receptors 
with the patch clamp is made more difficult by the finding that glutamate, 
NMDA, kainate, AMPA, and quisqualate all open channels with several similar 
interconverting subconductance states, a~ tho ;~h  favoring differing main con- 
ductance states (Jahr and Stevens, 1987; Cull-Candy et al., 1988; Ascher and 
Nowak, 1988a; Ascher et a]., 1988). Although we will distinguish only NMDA 
and non-NMDA types here, molecular biology has already shown that there 
actually are many molecular subtypes of glutamate receptors in the non-NMDA 
category (Chapter 9). The diversity comes from the presence of at least six genes 
for the receptor subunits, from alternative splicing of the messages transcribed 
from these genes, and variable mixing of different subunits in the individual 
receptor complexes. 

The NMDA and non-NMDA receptors are found in most neurons and are 
commingled even at the level of many individual synaptic contacts. Like the 
nACh receptors of muscle, non-NMDA receptors of neurons mediate the rapid 
excitatory signaling of the central nervous system. They account entirely for the 
fast epsp's of motoneurons (Figure 10A). Paradoxically one of their adaptations 
for speed may be a rapid desensitization. When &tamate or quisq;alate is 
abruptly applied in a step to 0.1 or 1 mM, postsynaptic channels open for only a 
millisecond or two (24°C) and then close despite the continued presence of 
agonist (Tang et al., 1989; Trussell and Fischbach, 1989). At endplates, the 
duration of the epc is set by the burst time of nACh receptors, since ACh is 
eliminated rapidly from the cleft by unusually fast enzymatic hydrolysis, paral- 
leled by free diffusion. However no enzyme breaks down glutamate, glycine, or 
CABA in the cleft. Instead these transmitters are removed by rapid diffusion and 
by Na-coupled transporters that carry them back into neuronsand glia. We do 
not know the effective velocity of this uptake, but if it does not clear the cleft in a 
fraction of a millisecond, desensitization would help to terminate the response. 

The NMDA receptors have unusual permeability properties tfiat set them 
conceptually apart from the other fast ligand-gated channels we have discussed. 
Their primary role may not be to generate electrical signals, although they d o  so. 
Instead they seem specialized for transduction by elevating intracellular free 
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[Ca2+]. They have three special features: First, the NMDA receptor channel is 5 
to 10 times more permeable to Ca2 + ions than to Na + or K + (Mayer and 
Westbrook, 1987b; Ascher and Nowak, 1988b). Second, the channel burst time is 
long and the glutamate sensitivity is high compared with the rapidly desensitiz- 
ing type of non-NMDA receptor channels. Finally, and surprisingly, they have a 
voltage dependence (Figure 13). In normal bathing medium they conduct poorly 
at a resting potential of -80 mV despite the presence of agonist, but when the 
cell is depolarized positive to -50 mV their conductance increases (Nowak et 
al., 1984; Mayer and Westbrook, 198%; Ascher and Nowak, 19Mb). This is not a 
voltagedependent activation in the sense of voltage-gated channels, for the 
NMDA receptor is fundamentally a ligand-gated pore. Rather, depolarization 
relieves a voltage-dependent block of the pore by a common extracellular ion, 
Mg2+ (Chapters 15 and 18). Simply removing the physiological Mg2+ ion from 
the bathing solution almost eliminates the voltage dependence (Figure 13). 

NMDA receptors have attracted a lot of interest in neuroscience because their 
functional properties suit them for participation in learning. They can serve as  
molecular-coincidence detectors4 When glutamate is released at a synapse on a 

'Since the work of the physiologist I.P. Pavlov, we have been aware that associative learning 
develops when an unconditioned stimulus is appropriatel&paired with a conditioned stimulus. The 
Canadian psychologist DonaJd Hebb (1949) proposed that the anatomical point of convergence of the 
two stimuli is a synapse. If cell A is active when cell B is trying to excite it, the connection B to A will 
be strengthened. This is the kind of coincidence detection that NMDA receptors can accomplish. 

13 Mg2+ BLOCK OF NMDA RECEPTOR CHANNELS 
Current-voltage relation of whole-cell current induced by 10 p~ gluta- 
mate in a cultured mouse mesencephalic neuron bathed in a saline 
solution with or without 0.5 mu Mg2+. [From Nowak et al., 1984.1 
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cell resting at -80 mV, the NMDA receptor channels remain blocked by M$+ 
and hence they do nothing. But if the cell is already depolarized, NMDA 
receptor channels will open for tens of milliseconds and pass a stream of Ca2+ 
into the postsynaptic neuron. They detect the coincidence of postsynaptic depo- 
larization and glutamate released at the synapse, and inject the postsynaptic cell 
with a second messenger ion that can initiate alterations of the synapse. Exactly 
this sequence of events underlies the induction of long-term potentiation (LTP) 
in the hippocampus, a synaptic potentiation that can be induced with a few 
seconds of stimulation and that can last for days (Bliss and Lomo, 1973; Brown et 
al., 1988). 

The well-studied glutamate receptors of arthropod excitatory neuromuscular 
junctions resemble vertebrate non-NMDA receptors in many ways. They form 
nonselective cation channels opened cooperatively by glutamate or quisqualate 
but not by NMDA. One subtype desensitizes within 1 ms of application of 
glutamate, and this desensitization may keep normal epsp's brief (Dudel et al., 
1990). The desensitization is so strong that almost all patch-clamp work has been 
done on membranes treated with concanavalin A, a n  agent that eliminates 
glutamate-receptor desensitization (Mathers and Usherwood, 1978). One obvi- 
ous difference between these channels and their vertebrate counterparts is their 
high unitary conductance (150 pS; Cull-Candy and Parker, 1982). 

Recapitulation of fast chemical synaptic channels 
Fast chemical synapses have ligand-gated channels clustered in the postsynaptic 
membrane that open rapidly after binding several molecules of agonist. Most of 
these channels have a broad ionic selectivity, preferring monovalent cations or 
anions, and therefore act electrically to promote or inhibit excitation of the 
postsynaptic cell. The NMDA receptor (and some ATP receptors) are exceptions: 
They are more permeable to Ca2 + ions than to monovalent ions and their role in 
controlling [Ca2+], is probably more important than their electogenic role. 
NMDA receptors also have the unusual property of being coincidence detectors. 
Even if the permeability or gating of ligand-gated channels has some sensitivity 
to membrane potential, it does not alter the fundamental requirement for ago- 
nist to open the channel. The following chapter deals with another class of 
neurotransmitter receptors, modulatory receptors that mediate a slower synap- 
tic action through second-messenger systems. 
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MODULATION, SLOW SYNAPTIC 
:ACTION, AND SECOND MESSENGERS 

membranes, excitability is relatively fixed, but in most it can be tuned to 
requirements. Ultimately, when we understand the molecular basis of 

conduction. On the other hand, the electrical properties of heart, 
cle, secretory glands, and the sohata and dendrites of neurons 
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(A) CHANNEL USING INTRINSIC SENSOR 
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1 INTRINSIC VERSUS REMOTE SENSING MECHANISMS 
(A) In some channels the physiological stimulus acts directly on the 
channel macromolecule to affect the gating function. (8) In other chan- 
nels the sensor is a physically separate molecule that communicates 
with the channel macromolecule through diffusible, intracellular 
second-messenger molecules. 

SYNAPTIC action. Although many of the same neurotransmitters are used, there 
are clear differences from fast synaptic action: The receptors are membrane 
proteins entirely unrelated to ligand-gated channels in structure, mechanism, 
and pharmacology. The time scale of events is much slower. Sometimes tens of 
different proteins including more than one type of channel are modulated in 
response to one agonist. The channels include familiar voltage-gated and fast 
ligand-gated channels. The effect is only rarely a simple conductance increase 
leading to an epsp or an ipsp. Instead the voltage dependence and availability of 
channels might be altered so that the subthreshold voltage trajectory, the firing 
threshold, and the action-potential shape of a cell are changed,'while at the same 



172 Chapter Seven 

time intracellular metabolic pathways and organelle activities are redirected. In 
short, the neurotransmitter realigns the entire physiological performance of the 
cell. 

A well-studied example that we will be considering is regulation of the heart 
beat by the sympathetic branch of the autonomic nervous system. When activity 
in cardiac sympathetic neurons is raised by exercise, anger, or alarm, their nerve 
terminals release the neurotransmitter norepinephrine' onto cardiac muscle 
cells, and the heart beats faster and contracts with more force. The primary 
pathway for this noradrenergic effect generates cyclic AMP as a cytoplasmic 
second messenger which, in turn, stimulates the phosphorylation of many 

s proteins, including L-type Ca channels. Their probability of opening becomes 
greatly increased, and hence CaZ+ entry during each action potential goes up 
and the force of contraction goes up. In neurons, modulatory actions may 
decrease neurotransmitter release and depress fast synaptic transmission by 
depressing presynaptic Ca currents or by openii~g presynaptic K channels. Still 
other actions may potentiate transmitter release by closir~g presynaptic K chan- 
nels so that the presynaptic spike broadens. As we shall see, many combinations 
are possible. Interesting electrophysiological examples are found in books (Kacz- 
marek and Levitan, 1987; Levitan and Kaczmarek, 1991) and reviews (Nicoll, 
1988; Nicoll et al., 190) .  

This chapter describes how cells make signals using intracellular second 
messengers, and illustrates the importance of slow synaptic action and channel 
modulation for several physiological responses. This theme continues in the 
next chapter. The subject is necessarily more biochemical than biophysical 
because a chain of molecular interactions carries the signal, frequently with 
amplification brought about by catalytic activity4nzymatic activity--of several 
of the proteins. Fortunately gigaseal methods, particularly whole-cell clamping 
and inside-out excised patch recording, are well suited to studying channel 
modulation. They provide an instantaneous monitor of channel function under 
conditions where the molecular composition of the cytoplasmic medium can be 
controlled. As the number of second messengers and signaling pathways is still 
increasing with ongoing research and several of them are only partly defined, 
this field is likely to continue expanding rapidly. 

Let us begin with the discovery of second messengers. 

CAMP is the classical second messenger 
The contept of intracellular second messengers was developed by Earl Suther- 
land and his colleagues to explain activation of liver glycogen breakdown by the 
hormones glucagon and epinephrine (summarized in Sutherland, 1972). In the 
first demonstration of hormone action in a cell-free system, they found that 
treating liver membranes with hormone generated a heat-stable small molecule 

, that, when added to a supernatant fraction from liver, would activate glycogen 

'To avoid using proprietary names, in the Un~ted States we say epinephnne and nor- 
, epinephrine for neurotransmitters called adrenalme and noradrenaline by the rest of the world. 

I 
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breakdown (Rall et al., 1957). Soon they identified this molecule as adenosine 
3'3-monophosphate (CYCLIC AMP or CAMP). Sutherland's group described a 
membrane enzyme, ADENYLYL CYCLASE, that synthesizes CAMP from ATP, as 
well as a cAMP phosphodiesterase that breaks cAMP down. Hormonal control 
was at the level of the cyclase. Considering that the extracellular hormonal 
stimulus (the first messenger) is translated into a rise of intracellular CAMP, they 
called cAMP the SECOND MESSENGER. 

After the signal is translated into an intracellular messenger, how does it 
proceed further? A few years before the discovery of CAMP, Edwin Krebs and 
Edmond Fischer and also Sutherland had recognized protein phosphorylationZ 
as a way to change the activity of enzymes. They had found that the metabolic 
enzyme, phosphorylase, which delivers fuel to energy metabolism by cleaving 
glucose 1-phosphate units off glycogen, was controlled by addition and removal 
of phosphate. The phosphorylated enzyme was the active form and at any 
moment its amount was dynamically determined by the balance between the 
rates oi phosphorylation by phosphorylase kinase and dephosphorylation by 
P R O T ~ I N  PHOSP~~ATASES. In 1968, Krebs and his colleagues discovered a protein 
kinase activated by cAMP (Walsh et al., 1968). This ubiquitous CAMP-DEPENDENT 

PROTEIN KINASD (PKA or A-kinase) is the final player of most cAMP signaling 
pathways. By phosphorylating many target proteins on serine and threonine 
when cAMP is elevated, PKA allows the hormonal message to change the 
activities nf the cell. 

Historically, the last step to be understood was the coupling between mem- 
brane receptor and adenyl* cyclase. How does the cyclase know when hormone 
is present? Not until the 1970s was a step requiring guanosine triphosphate 
(GTP) recognized between the hormone receptor and the cyclase (Figure>). A 
new family of signal-coupling proteins was uncovered, the GTP-binding regula- 
tory proteins or c PROTEINS (Gilman, 1987; Neer and Clapham, 1988; Ross, 1989). 
In the resting state, G proteins carry a bound GDP and diffuse about in the plane 
of the membrane. If they encounter an agonist-occupied receptor, the GDP is 
liberated, a GTP from the cytoplasm takes its place, and the G protein is believed 
to split into two mobile parts, G,-GTP and Gg, These are the activated forms 
of the G protein. If G a 4 T P  encounters adenylyl cyclase in the membrane, 
cAMP synthesis is stimulated so long as they remain associated. Eventually 
however the activated G protein inactivates itself, as the G protein has a slow 
GTPase activity that cleaves its own bound GTP to GDP. The resulting Ga--GDP 
is inactive, and cAMP synthesis stops. .. . 

How can we rationalize the large number of steps in this cascade (Figure ZB)? 
One clear feature is that three of the steps can amplify the signal. A single 
occupied receptor might activate many G protein molecules, one after the other; 
a single active cyclase makes many cAMP molecules; and a single active PKA 

Proteins are phosphorylated by protein kinases, enzymes that transfer the terminal phosphate 
of ATP cuvalently to hydroxyl groups of the target protein. One group of kinases phosphorylat'es 
serine and threonine residues and another, tyrosine. The phosphate groups are removed again by 
protein phosphatases, often after only a few seconds. 
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(A) CLASSICAL SECOND-MESSENGER CASCADE 
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2 CLASSICAL. SECOND-MESSENGER SIGNALING 
(A) Cartoon of a signaling pathway using G proteins. The receptor, G 
protein, and second-messenger-generating enzyme may move inde- 
pendently in the membrane. The second messenger and protein kinase 
are in the cytoplasm. The CAMP signaling pathway follows this pattern. 
(B) Details of the steps of the CAMP pathway. Steps that carry the signal 
from hormone to target protein are in solid lines and steps that termi- 
nate the signal, in dashed lines. G,, the coupling G protein, has three 
subunits a, B, and 7.  
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phosphorylates many serine and threonine residues. Overall, a few occupied 
rt>~-t>pt~m L - ~ ~ I I  Id IIJI e J I I I J J ~ ? ~  tt1t1 I I C I I ~ ~  OII . ~ l l .  1.11~- tint s t*<e ,u' at~aidifka- 
boll t d t ~  p1~& ,r.lth~tt the r ~ i e n ~ b r ~ n e  and thewhirt. u.ou11i w u i n  indrpn-  
dently molrile membrane proteins. It the rtveptor, G pn>tein. and cydase ex i s t4  
4s J p r c ~ o u ~ l e d  L \ ) I I I ~ ~ ~ I ,  thew \vt>ul~i lw IN) .1111p1iticatk)11 at this I e ~ e l . ~  As we 
slr~l i  SCY Idtcr 11it~1~1Iity a 1 ~ 1  ~ l l t ~ t t s  . iQ~~;vtp.r~,r  &it si$11~1s. Rc~~ptkus  h ~ r  ~ v e r a l  
dr t tem~~t ~ L ~ ~ I I I L ~ I ~ S  ~w111ci ~ v u p l e  tk1 t l ~ e  UIIIC set oi cyclase 111u1ecult.s. 

Another important feature is that the initial events at the plasma menhrane 
are translated into a soluhk second messenger. This nlearis that hormonal 
.itirnuhtiari CJII be felt JlS'J!' in1111 the S I I ~ ~ J L ~  t.uler~tbr,lt~c anti t111ts can af i~vt  
iklntr~ztile nl~chinery, o ~ c t ~ h ~ l i c  enr?.n~cs, .IIIL~ jiclie trartscription within the 
.x*il, FLW pr<ltclt1s t,i t~.~t-(t~.tpitc* in tlus rc~icl.ct~i~v st slcatrt tltc*t, ~ I C * C ~  611111, lt.t\.c* 111~~ 

3 sj..,l\\ s thw &\ltrtts ~ l t  tur~~-\) t t  as  .l~>hc\f arr\l\r s. I'he a\.tl\t. L; b-njtraul is w1b 
tlnlrrg ~ n d  turtri ~tselt ~ ) t t  t r ,  hydn)l?r~rfi the Lwtrl~rl Gft'; c . ~ h l p  is clca\c*l to 
;\All' bj- c.AAl1' tlh~wls)~h~hiiesterase (PDE); ~11.i yhosphorybtit~n is ~vmo\.t\t 
protein p h o s p h ~ t ~ s ~ ? ~ .  111 ~~11s where these three er lzyn~~tic  activities are high, 
the signals can be brief, although perhaps not shorter than a few seconds in 
practice. Other points of turn-off include inhibitory actions of G protein on the 
cyclase and desensitization of receptors. As with ligand-gated channels, desen- 
sitization occurs during long applications of high concentrations of agonists. 
Phosphorylation of the receptors is often involved. 

\\'ith these preliminaries rve wn turn tti our first e ~ ~ m ~ l e  of chat~nel 
r11~~i1~1.1t i~~1~ 

CAMP-depertdent pltosphoylation aug?rtettts Zca 
in the heart 
We have said that sympathetic nerve stimulation augments the heart beat. This 
effect can be mimicked by bath-applied epinephrine, norepinephrine, and iso- 
protereno14 and it can be blocked by propranolol, a pharmacological profile that 
defines action on p-adrenergic receptors. An extensively studied electro- 

'The concept of independent diffusion of receptors, G protein subunits, and effectors leans 
heavily on test-tube experiments with detergent-treated preparations and on results from photo- 
transduction in rods and cones. It remains to be shown if it applies to all the mechanisms discussed 
in this chapter. Perhaps the signaling components remain more highly associated in some of them. 
sacrificing amplification for speed and specificity. 

'Epinephrine and norepinephrine are natural hormonedtransmitters released by the adrenal 
gland and sympathetic nerve endings, respectively. Both compounds act on adrenergic receptors 
(known as adrenoceptors in the British literature). Two classes of adrenergic receptors Can be 
distinguished by synthetic compounds: a-adrenergic receptors are recognized by selective agonist 
phenylephrine and antagonist phentdamine, and B-receptors by agonist isoproterenol and antago- 
nist pmpranolol. The adrenergic effect we discussed on glycogen breakdown in'the liver s t a ~  with 
activation of B-adrenergic receptors. 
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(A) AUGMENTATION OF Ba CURRENT 
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An isolated rabbit cardiac ventricular cell is treated \c.ith isoproterenol 
while current carried by 5 rnM Ba2+ ions in Ca channels is measured by 
wholei-ell voltage clamp. T = 22°C. (A)  .rime course of I,, during a 23 
ms step to - 10 m\', bztclrc, during, and ~ f t e r  exposure Id 30 +I 

iwpn~terrnol. Other iurrcnb J W  reduicd t'\. in~rdic.llul.ir C S - .  extrd- 
crlltrldr h", TE.4, Jnd IT\, and Ir..~l. and w p i l t y  subtr~;tl~?n. ( E )  
Amplitude of peak I,, throughout the same ehperirnent. (Courtesy o i  
8.  P. Bean, unpublished. 1 

physiological consequence is a dramatic augmentation of I,, (Reuter, 1967; 
Reuter and Scholz. 1977b) in L-type but not in T-type (Bean, 1985) Ca channels 
,'(Figure 3). 
'..' Careful and extensive experiments from many laboratories show that this Ca- 

,channel modulation is mediated by the CAMP pathway (reviewed by Reuter, 
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1983; Tsien, 1983; Hartzell, 1988; Trautwein and Hescheler, 1990): Addition of 
(11-receptor agonists increases cardiac CAMP and increases the phosphorylation 
of many cardiac proteins. Augmentation of Ica can be mimicked by agents that 
activate the G protein (cholera toxin) or the adenylyl cyclase (forskolin). It can 
also be mimicked by introducing into the cytoplasm either cAMP (Figure 4; Tsien 
et al., 1972) or PKA in a preactivated form (the catalytic subunit) that requires n o  
CAMP. Augmentation can be mimicked by inhibitors of phosphodiesterases 
(isobutyl methylxanthine, IBMX) or of phosphatases (okadaic acid). In short, 
every step in Figure 2 has been shown to apply to 6-adrenergic modulation of 
cardiac Ca channels. 

Although we can be sure that I,-, is increased by protein phosphorylation, it 
is harder to be sure that the relevant phosphorylation occurs o n  Ca channels 
themselves. Could phosphorylation of another protein be responsible for boost- 
ing Ca-channel function? This is a general problem in the study of modulation a t  
the cellular level. Several observations d o  not rule out other alternatives, but 
show that phosphorylation of Ca channels will suffice (summarized by Catterall 
et dl., 1988): The amino-acid sequences of  cardiac and skeletal muscle L-type Ca 
channel subunits d o  have numerous potential sites for phosphorylation by PKA 
as  well as  by other k ~ n a s e s . ~  The a,-subunit has eight potential sites for PKA, 

By compdnng a large number of known sites of phosphorylation on other proteins, one can 
surnmdrize the substrate j p c i f i c i ~  of any kinase in terms of a "consensus sequence" of the target 
proteins T h ~ j  pernmits prediction of poss~ble target sites from amino acid sequences. 

Time (min) 

4 ENHANCEhiENT OF I, BY INTRACELLULAR cAMP 

IJeak I,, ~n a frog cardiac ventricular cell before, during, and after 
applying a source of cAMP to the cytoplasm. Currents are measured 
every 9 s with depolarizing test pulses from -80 to O mV applied to 
whole-cell pipette 1. Before the recording began, pipette 2 containing 5 

CAMP was sealed to the cell surface, as in the inset. After 7.5 h in  
the membrane under pipette 2 was ruptured to allow cAMP to enter the 
cytoplasm. After 10 min the pipette was pulled away from the cell, 
terminating the delivery of CAMP. The whole-cell pipette solution 
includes GTP, ATP, MgZ', EGTA, and Csf.  T = 20°C. [From 
Fischmeister and Hartzell, 1986.1 
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and the p-subunit, two. Indeed, the purified channel exposed to ATP and the 
catalytic subunit of PKA incorporates up  to one mole of phosphate per mole of 
a,-subunit and of P-subunit. Calcium flux measurements with these puriiied 
channels in lipid vesicles show a stimulation of up to tenfold that is proportional 
to the extent of phosphorylation (Nunoki et al., 1989). At the level of whole cells, 
p-adrenergic agonists also increase macroscopic I c ,  as much as tenfold (Figures 3 
and 4). This is not just causing more channels to be inserted in the membrane, 
since at the single-channel level the gating is significantly changed (Figure 5). 
The single-channel conductance is not affected, but in Figure 5 the one channel 
in the patch opens in a larger percentage of the trials and spends more time in 
gating modes with repeated channel openings or long channel openings (Yue et 
al., 1990). Thus the modification causes each active channel to contribute more 
to the average current. In addition, channels in dormant states may be brought 
into activity. Phosphorylation also increases the open time of chemically purified 
L-type Ca channels (Flockerzi et al., 1986). 

In the heart, the CAMP-mediated n~odulation of I,., is at least 10'' times 
slower than typical fast chemical synaptic transmission. In most species, when 
p-adrentlrgic agonists are applied, an increase in I c ,  begins only after an approx- 
imately 5-s latent period anci then develops for another 30 s, as in Figure 3. 
Reversal on washout_of agonist also takes many tens of seconds. The initial 
delay may involve steps that lead to CAMP, but the slower growth and decay 
probably involve later steps, since sudden application and removal of a source of 
intracellular cAMP give responses with a similar, slow time course (Figure 4; see 
also Nargeot et al., 1983). In any case, these experiments show that the lifetimes 
of cAMP and of this protein phosphorylation are less than a couple of minutes at 
20°C. 

Rundown and innctivatio?~ co~tfd be relnted 
to phosphorylation 
Before going on to other second-messenger syste~ns and other channels, we 
should note two phenomena possibly related to phosphorylation of HVA CJ 
channels. The first is rundown, or washout. All physiologists have the expcri- 
ence that manipulations required to make good recordings eventually ddmage 
the tissue being studied. When whole-cell voltage clamp with dialysis of the 
cytoplasm was introduced, certain channels could be studied for only five to ten 
minutes before they seemed to disappear, and with excised patches, such 
rusdown was even faster. This suggested that small molecules or even macro- 
molecules important for modulating or maintaining functioning channels are 
being eluted from the cytoplasm. If we could find out what these molecules are, 
we would know more about channel function, and presumably by restoring 
them to the intracellular medium, we could prolong the duration of practical 
experiments. The HVA Ca channels of molluscs and vertebrates show rapid 
rundown (Byerly and Hagiwara, 1982; Fenwick et al., 1982b) that can be slowed 
or even temporarily reversed by adding ATP, ~g~ ', and sometimes CAMP or 
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5 hlODULATION A N D  Ca CHANNEL GATING 

On-cell recording from a guinea pig ventricular cell patch containing 
one L-type Ca channel. Panels show currents during eight consecutive 
applications ot a 190-ms depolarizing voltage-clamp step to +20 mV 
and the average current (below) of about 500 sweeps. Depolarizations 
are applied every 1 s. Current in Ca channels has been enhanced by 
using 70 nmr Ba2' ds the charge carrier in the bath. (A) Control condi- 
tions. blany sweeps are blank or contain one or two brief openings 
(gating mode 0). One sweep shows repeated openings (gating mode 1). 
(8) After bath application of the membrane-penneant and hydrolysis- 
resistant CAMP analogue, 8-bromo CAMP (4 m ~ ) .  The channel spends 
less time in mode Ll and more time in modes 1 and 2 (long open times). 
The mean current is larger. T = 22°C. [From Yue et al., 1990.1 

the catalytic subunit of PKA to the intracellular medium (Kostyuk, Veselovsky 
~ n d  Frdulova, 1981; Doroshenko e t  a!., 1982; Chad et  al., 1987; Byerly and 
Hagiwara, 1988). This transtent recovery suggests that rundown is in part due  to 
a loss of phosphorylation, but there &us;also be other processes occurring; 
these will be worth understanding. The  LVA or T-type Ca channels are much 
less subject to rundown during whole-cell recording. 

A second phenomenon possibly related to phosphorylation is the Ca- 
dependent lnactlvation of some neuronal Ca channels. As was shown in Figures 
10 and 11 of Chapter 4, CaZ'  ions entering during a depolarizing test pulse 
cause inactivation of these channels. Eckert and his colleagues otfered. a bio- 
chemical hypothesis to explain how Ca2+ ions d o  this (Eckert and Chad, 1984; 
Kalman et  dl., 1988; Armstrong, 1989). In their proposal, inactivation during a 
depolarizing pulse results from dephosphorylation of the channel, and recovery 
from inactivation after the pulse results from rephosphorylation. The Ca2+ ions 
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would act by stimulating a Ca-sensitive protein phosphatase, calcineurin. In this 
hypothesis phosphorylation is highly dynamic, rising and falling on a time scale 
of 30 to 200 ms. It overlaps with the time scale of gating; indeed i t  would be the 
cause of gating. 

There are many G-protein-coupled 
second-messenger pathzuays 
During the 1980s the intracellular-signaling field grew explosively. At least 16 G 
proteins and perhaps 100 receptors coupled to them have been recognized. A 
large number of new second-messenger molecules were found, together with 
the enzymatic pathways that produce them, break them down, and respond to 
them. Probably 100 of the p;oteins contributing to these signaling pathways 
have been sequenced by cloning. And virtually all of these systems have been 
found to underlie interesting physiological responses involving ionic channels! 
The detail is at the same timi thrilling and ~"erwhelming. 

The following sections illustrate some of these results. For some readers the 
detail will seem excessive, but a few themes should be recognized: (1) In a formal 
sense, many pathways follow the classical plan (Figure 2A). (2) The variety of 
receptors lends a richness to the possible physiological actions on a circuit or 
organ. (3) The variety of intracellular mechanisms and target proteins gives a 
richness to available responses. Many channel-related responses are produced 
in this way. 

Figure 6 outlines four G-protein-coupled pathways that are probably found 
in every cell of the body. As we shall see, each can produce interesting modula- 
tion of ionic channels. The first is the CAMP-dependent pathway discovered by 
Sutherland (Figure 6A). Its C protein is called G, (s for stirnulatory) to distin- 
guish it from Ci, which mediates inhibition of adenylyl cyclase by the second 
pathway (Figure 68). Agonists that activate Gi can override CAMP-dependent 
actions of agonists that stimulate G,. The third pathway (Figure hC) is a branch- 
ing one that produces two cytoplasmic second-messengers and one membrane 
second messenger. It uses Go (o for other) or additional G proteins (Gp) to 
activate the membrane enzyme PHOSPIIOLIPASE c (PLC). A relatively low-abun- 
dance membrane phospholipid, phosphatidylinositol-4.5-bisphosphate (PIP2), 
is cleaved by PLC to yield lipid-soluble DIACYLGLYCEROI. (DAG) and water- 
soluble inositol-1,4,5-tsisphosphate (IP,, Berridge and Irvine, 1989). Both are 
active messengers. ~ i a c ~ l ~ l ~ c & o l  activates a P K ~ T E I N  KINASE, protein kinase C 
(PKC) (Nishizuka, 1984; Shearrnan et al., 1989), and IP, releases c a 2 +  ions into 
the cytoplasm from intracellular storage sites that seem t o  be elements of the 
endoplasmic reticulum (Chapter 8). we have discussed before, CaZ+ ions 
have many second-messenger functions. One of them is to activate a protein 
kinase, type 11 Ca-calmodulin-dependent protein kinase (CaM-PKII). The final 
pathway (Figure 6D) uses another phospholipase to liberate a highly unsatu- 
rated fatty acid, ARACIIIDONIC ACID (AA), that is quickly metabolized to at least 
20 different short-lived, but extremely potent, intermediates. Arachidonic acid is 
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(4 (B) (C) (Dl 
CYCLASE CYCLASE PLC PLA, 

INHIBITION 

Adenylyl cyciase Phospholipase C Phospholipase Az 

CAMP DAC - AA 

ca2+ PKC Various 
metabolites 

1 
CaM-KIl 

6 FOUR C-PROTEIN-COUPLED SIGNALING PATHWAYS 

These are the best-studied second-messenger pathways for neuro- 
transmitter action. Each starts with a specific group of receptors that 
can activate a G protein. The many reactions activated by arachidonic 
acid (AA) metabolites are not indicated. One is an activation of PKC. 
htost of the macromolecules named here (R, G,, G,, PKC, etc.) are 
actually families of signaling proteins whose different properties from 
tissue to tissue lend further specialization to the different pathways. 

sometimes derived from breakdown of diacylglycerol as well. A unique feature 
o t  many AA metabolites (e.g., prostaglandins) is that, being lipid soluble, they 
can leave the cell and act on neighboring cells in the tissue. 

Which receptors couple to these pathways? Table 1 lists known classes of 
G-protein-coupled receptors and  compares them with the list of known Jigand- 
gated pores. Unlike the ligand-gated channels, these receptors are monomeric 
proteins made from a single peptide chain. They seem to form a gene super- 
family of their own, since the ones whose amino acid sequences are known 
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TABLE 1. TWO CLASSES OF TRANSMITTER RECEPTORS 

1.igand-ga ted 
channels G-protein~coupled receptors 

ACh Nicotini? tvluscarinir 

Glutamatti Most types" Some  qu i> i l ua l~ t r "  

GABA GABA," GABA," 

Glycine Clycine" - 

Serotonin 5-1 1T, 5-ti'l'l, 5-1 US2 

Purines dTI' (P,) Adenosine ( A , ,  A,) 

Histamine invertebrate" H I ,  t i2 ,  1 1 3  

Catecholamines - a,  b, d o p ~ m i n e  (D,, 0,)" 

Peptides - Opioid,  tachykinin, titc." 

Light - Rhodopsin.' 

Odorants - Some  

Tastants Sorne Some  

Theamino acid sequences of some members of these groups 'Ire known from cloning The emphdsls 
is on the receptor classification for vertebrates. 
bAn entry of "invertebrate" means that clear uvidencc exlsts only for invertcbratt.5. In ~nvertrbrdtca, 
other substances such as octopamine are neurutrdnsrn~tters, the cldssificat~on of recrptura will differ 
in detail, and some compounds (glycine) are not known to be neurotrmsnlltters. 

show overall structural similarity (O'Dowd et al., 1989). They all have seven 
stretches of hydrophobic amino acids, believed to make transmembrane n-heli- 
ces, and have been called the 7-transmembrane-helix family of receptors. Pre- 
sumably they have arisen by gene duplication and subsequent evolutionary 
specialization from a single ancestral prototype-perhaps related to bacterial 
rhodopsin (see Figure 5 in Chapter 9). The table shows that all classical neuro- 
transmitters except glycine have G-protein-coupled receptors, and certain pep- 
tides and a variety of othcr physiological stimuli d o  as well. The peptide 
neurotransmitters include substance P, neuropeptide Y, vasoactive intestinal 
peptide, cholecystokinin, P-endorphin, enkephalins, and many others, each 
with its own series of specific receptors. The catecholamines include dopamine, 
norepinephrine, and epincphrine. 

Six to ten types of G proteins couple neurotransmitter receptors to second- 
messenger pathways in neurons, smooth muscles, and glands (Cilman, 1987; 
Neer and Clapham, 1988). Their involven~ent in agonist-activated electro- 
physiological responses can be assessed using several types of reagents: GTP 
analogues, bacterial toxins, purified G-proteins, and blocking antibodies. The 
whole-cell and excised inside-out patch methods are convenient for applying 
most of the agents to functioning membranes. Any G-protein-coupled response 
should have an absolute requirement for cytoplasmic GTP. The response should 
become irreversible if the G protein is activated in the presence of GTP ana- 
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logues that i t  cannot subsequently be hydrolyzed, and conversely the response 
nldy he prevented by a blocking GVP a n a l ~ g u c . ~  Other methods are used to 
distinguish among G proteins. Several G proteins can be recognized by their 
susceptibility to bacterial toxins. Modification by cholera toxin activates G ,  and 
thus mimics receptor actions coupled through G,. Modification by Bordetella 
~ v r t u ~ s i s  (whooping cough) toxin reduces the ability of Go and Gi to be activated 
by active receptors and thus blocks their responses. Neither toxin affects GP 
(Figure 6C). Additional criteria include blocking of a response by G-protein- 
specific antibodies and restoration or augmentation of a response by purified G 
proteins. 

The actions of the G-protein-coupled receptors depend on which G proteins 
they can activate. Most receptors are specific in this respect, and cases where 
one agonist activates several pathways often arise from a multiplicity of recep- 
tors for that agonist. Thus all known P-adrenergic receptors activate only G,, but 
norepinephrine applied to a cell may instead encounter a,-adrenergic receptors 
coupled to C ,  or C,  and at-receptors coupled to Gp. Since there are many more 
known receptors than C proteins, the G proteins are a point of signal conver- 
gence. One compendium lists receptors for eight agonists that stimulate G ,  and 
for ten agonists that stimulate Gi (Watson and Abbott, 1990). Presumably if they 
are mobile in the membrane, the same G proteins can be shared by all these 
receptors and once the signal reaches the G-protein pool, the identity of the 
agonist that initiated it could be forgotten. 

A new way for G proteins to control channels was revealed by studying actions 
of ACh on the heart. It has long been known that stimulation of the vagus nerve 
slows the heart rate and weakens the contraction. The response is due to ACh 
released by parasympathetic neurons in the heart acting on muscarinic ACh 
receptors present on all types of cardiac r n ~ s c l e . ~  Biochemically one can dernon- 
strate activation of pathways B and C of Figure 6. Thus there is a pertussis-toxin- 
sensitive inhibition of adenylyl cyclase via Gi and a pertussis-toxin-insensitive 
activation of phospholipase C via Gp (reviewed by Nathanson, 1987).~ Electro- 
physiologically two muscarinic actions of ACh on the heart have received much 
study: a reduction of voltage-gated fc, (Giles and Noble, 1976) and an opening of 
a type of inwardly rectifying K channel called K(ACh) channels by cardiac 
physiologists (Trautwein and Dudel, 1958; Sakmann et al., 1983). How do these 
actions arise? 

'Two p r l y  hydrolyzable GTP analogues are guanosiile 5'-ly-thioltriphosphate (GTPyS) and 5'- 
guanylylimidodiphosphatc (GppNHp, also called GMIJ-1'NP). A blocking analogue of GDP is 
guanosine 5'-I@-Ihioldiphosphate (CTPPS). 

Diagnostic tests for action at muscarinic receptors are block by atropine and mimicry by 
muscarine. 

"ifferent subtypes of the muscarinic receptor couple to these two pathways. 



eduction of Ica may be a straightforward consequence of pathway B in 
(Fischmeister and Hartzell, 1986; Hescheler et al., 1986; Hartzell, 1988). 
oline reduces Ic ,  in cells where it has already been raised by P-adren- 

agonists or by forskolin. It does not affect the basal level of I,-, in unstimu- 
cells, nor does it affect the enhanced I c ,  obtained by injecting saturating 
of CAMP or the catalytic subunit of PKA. The actions of ACh on I c ,  are 
ished by pertussis toxin. All of these results point to an inhib~tion of 

%enylyl cyclase via G,. As CAMP falls to its resting level, the phosphorylation of 
'!,-t$e~achannels presumably falls and Ic ,  is reduced to its unstirnulated level. 

resulting reduction in Ca2 + influx during each heartbeat is a major factor 
,.'imunting for weakening of contractions. 
8 :  What about the opening of K(ACh) channels? In pacemaker cells of the heart, 
1 ;this is one of several factors contributing to the slowing of the beat. The 

" 
muscarinic increase of I K ( A C h ,  develops nr~ich faster than the P-adrenergic in- 
uease of &,; nevertheless it begins only after a latency of 30 to 100 ms (Hartzell, 
1980; Nargeot et al, 1982; Yatani and Brown, 1989), far longer than for ligand- 
gated channels. A simple and ingenious patch-clamp study of the underlying 
mechanism gave a very puzzling result ( ~ i ~ u r e  7; Soejima and Noma, 1981). 
With no ACh, an on-cell patch electrode on an atrial cell records occasional 
openings of a background potassium channel, called I K 1  by cardiac electro- 
physiolbgists. w h e n  ACh is perfused in the bath, there is no change in the 
channels of the patch, but when ACh is perfused into the pipette, there is a 
dramatic opening of K(ACI>) channels. This result would not be surprising if one 
were recording from nicotinic ACh receptors. Since the nicotinic receptor and 
channel are a single molecule, channels in a patch would open only when ACh 
is available to bind to their extracellular face. For a second-messenger system, 
however, the expectations are different. Remote receptors ought to make second 
messengers thai would be active throughout the c e l l ( ~ i ~ u r e  1). Thus when this 
kind of experiment is done in studies of Ca-channel modulation by p-adrenergc 
agonists, lc, under a patch pipette is nicely enhanced when the P-agonist is 
applied in the bath, as it should be if diffusible CAMP carries the message. The 
experiment of Figure 7 prompted the view that lK(ACh,  was more like a slow 
ligand-gated channel than like a second-messenger-coupled system (Sakmann et 
al., 1983; Soejima and Noma, 1984). 

This view had to be revised when it was found that activation of I K ( A C h )  by 
muscarinic receptors uses a G protein. The response to ACh fails without 
intracellular GTP aqd is prevented by pertussis toxin, and the turn-on of lKtACh)  
becomes irreversible when a poorly hydrolyzable GTP analogue is present in the 
cytoplasm (Pfaffinger et al., 1985; Breitwieser and S ~ a b o ,  1985). In excised-patch 
eip&ments, it is~possible to turn on K(ACh) channels without a rnuscarinic 
agonist, GTP, or ATP simply by perfusing the inner face of the membrane with 
previously activated G proteins of the Gi family (Yatani et al., 1988; Logothetis et 
al., 1988). Such experiments show that muscarinic receptors activate Gi to make 
GI,-GTP, which, in a shortcutting of the classical pathway (Figure 2A), might act 
directly on the K(ACh) channels (Figure 8). In addition, other experiments 



ACh (bath) 

7 LOCAL OPENING OF K(ACh) CHANNELS 

Unitary inward K currents measured on  a rabbit atrial cell with an on- 
cell patch pipette containing isotonic KCI. The control trace is before 
ACh additions. The second trace is after perfusion of 100 nM ACh in the 
bath, and the third trace is after washing ACh out of the bath and 
perfusing 10 n u  ACh into the pipette. E M  = -90 mV. [From Soejima 
and Noma, 19W.J 

suggest that the G,p, complex also can promote opening of K(ACh) channels 
indirectly by activating phospholipase A2 and producing active arachidonic acid 
metabolites (Kurachi et al., 1989; Kim et al., 1989). 

The experiments on K(ACh) channels demonstrate that no water-soluble 
intermediate couples muscarinic receptors to the channels. The message, what- 
ever it is, remains in the membrane and cannot spread in the bilayer beyond the 

8 DIRECT CHANNEL MODULATION BY G PROTEIN 
In the hypothesis of membrane-delimited signaling, drawn here tor 
rnuscarinic modulation of a K(ACh) channel, only three macro- 
molecules are used in the signaling cascade: receptor (M), G protein 
(GI), and channel. They remain in the membrane throughout. The 
activated G protein (G*) interacts directly w ~ t h  the channel, and no 
cytoplasmic second messenger is involved. [From Hille, 1986.1 
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seal of a patch pipette--it is MEMBRANE I > E L L ~ I I T ~ ~ .  Strictly speaking, ho~ve\.er, 
until the channels can be purified in a functiorlal form and be shown to be 
activated by pure G proteins, direct action of Gi on channels, as in Figure 8, may 
remain a hypothesis. The alternative that the signal actually passes via addition- 
al unknown membrane molecules to reach the channel has not been carefully 
ruled out. Whatever the pathway of activation, it is one of the faster G-protein- 
coupled responses in onset, and it reverses remarkably soon (300 ms) after ACh 
is removed (Breitwieser and Szabo, 1988). 

In the meantime, evidence for similar membrane-delimited coupling is accu- 
mulating for other channels (reviewed by Brown and Birnbaumer, 1990). Thus in 
rodent hearts, C, is said to depress voltage-gated lNJ and to augment voltage- 
gated I,-, by a membrane-delimited pathway, as well as by the longer and well- 
established CAMP-PKA pathway (Schubert et al., 1989; Yatani and Brown, 1989; 
Shuba et al., 1990). A.M. Brown and colleagues argue that the shortcut pathway 
speeds up  the onset of the response, and the later phosphorylation gives a more 
lasting effect. Indeed they report a component of the action of isoproterenol on 
ICa that begins with a delay of less than 50 ms. 

Synaptic action is - modzrlated 
Channel modulation, which governs the intensity of cardiac function so 
strikingly, also colors the activities of neurons (Kaczmarek and Levitan, 1987; 
Levitan and Kaczmarek, 1991; Nicoll, 1988; Nicoll et al., 1990). Figure 9 and 

ACh 
NE 
Ad0 
GABA 

ACh 
LHRH 

L ACh 
Ad0 
SS 
Opioid 

9 SYNAPTIC SENSITIZATION AND DEPRESSION 
NE 

Pre- and postsynaptic elements of a hypothetical fast chemical synapse 
are shown to have G-protein-coupled receptors (large circles) coupled 
to ionic channels (rectangles) by intracellular modulatory pathways 
(arrows). Where a list of agonists is given, there should also be a 
corresponding list of receptors rather than the single one drawn. Each 
of the actions shown alters the efficacy of this fast chemical synapse. 
Abbreviations: NE, norepinephrine; Ado, adenosine; LHRH, luteiniz- 
ing hormone releasing hormone; SS, somatostatin. 
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TABLE 2. CHANNEL hIODULA1'ION IN NEUKONS 

Channel AgunisUReceptor Action Pathway(s) 

Ca A C h  Depress  PKC' 
Adenosine  (A,)  G, direct 
Opioid  Gp direct 
GABA,, and others 
NE (a,) 

Ks Serotonin Close PKA? 
Ks FMliFarnide O p e n  AA3 

ACh  (M2) O p e n  G, direct4 
Adenosine (A,) 
Opioid ( F ) ,  6) 
GABA, 

NE (a,) 
Somatostatin 
Serotonin (5-HT,,) 
Doparnine (Dz) 

K h ~  A C h  Depress  C: 
LIiRH 
S P  

Abbreviations: NE, norepinephrine; symbols in parentheses are receptor sub- 
type designations. 
References: 'Rane et al. (1989). 'Siegelbaum et al. (1982). 'Piomelli et al. (1987), 
'North (1989). 5Bosma et al. (1990). 

Table 2 represent a few of the popularly studied modulatory actions on neurons. 
By changing presynaptic spike duration and Ca2+ entry or postsynaptic excit- 
ability, they modulate transfer of signals from one cell to the next. These 
examples are taken from different organisms and may not coexist in any single 
synapse. 

The S-type potassium channel (Ks) provides a voltage-independent back- 
ground conductance in Aplysia sensory neurons. When Ks channels are shut by 
serotonin (5-HT) acting through G,, CAMP, and PKA9 (Figure 10A; Siegelbaum 
et al., 1982), presynaptic spikes are broadened and more excitatory transmitter is 
released onto interneurons and motoneurons the  slug's nervous system be- 
comes sensitized to respond more readily to  this sensory input. The opposite 
effect, a synaptic depression, occurs when more Ks channels are opened by the 
small peptide transmitter FMRFamide1° acting through arachidonic acid metabo- 
lites (Piomelli et a]., 1987). 

Likewise, presynaptic Ca channels can be regulated. In dorsal root ganglion 
cells (vertebrate sensory neurons) a variety of modulatory neurotransmitters 

The Ks channel takes its name from serotonin. The various vertebrate 5-HT receptors couple to 
Gi or G ,  but less commonly to G ,  as in Aplysiu. 

lo Some small peptides are named by their single-letter amineadd  designation. FMRFamide 
stands for phrmet-arg-phe-amide. 
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(A) APLYSIA SENSORY NEURON 

Control 

(B) RAT SYMPA'I'HETIC NBUI<ON ( C )  GUINEA PIG ENTERIC NEURON 

L- 
O 20 10 

Time (us) 
T ~ m e  (rns) 

10 MODULATION OF NEURONAL CHANNELS - 

(A) On-cell patch-clamp recording of unitary Ks currents in a mecha- 
nosensory cell of Aplysiu. The control trace shows five Ks ch'~nnei> 
gating independently, each with a probability Xl.8 of being open. The 
lower trace shows that 2 min after 30 p~ 5-1 IT is added to the bath most 
of the channels have shut. Note that both-applied 5-HI' closes channels 
in the patch, a remote action requiring a diffusible second messenger. 
E =20 mV. T = 23°C. [From Siegelbaum et al., 1982.1 ( 8 )  Voltage-gated 
I,, measured in a rat superior cervical ganglion cell under whole-cell 
clamp. Voltage step to 0 mV from 8 0  niV. Application of nor- 
epinephrine (NE) in the bath reduces /,,. 7' -22°C. [Courtesy uf 
L. Bernheim, A. Mathie, and D. J. Beech, unpublished.1 (C) Rapid 
membrane hyperpolarizatiun induced by a briet (0.5 nis) iontophoretic 
puff (arrow) of norepinephrine applied to a guinea pig subniucous 
plexus neuron. This is not a voltage-clamp expennlcnt; the response is: 
a slow ipsp due to opening of an inwardly rectifying K channel. [Cour- 
tesy of A.M. Surprcnant.] 

depress current of voltage-gated Ca channels  (Figure 10B). The  activation oi Ca 
channels 15 actually 3lowt-d a n d  ~ h i r t c d  to n ~ o r c  p ~ j i n : r  p,,t~nriai, (Bein,  
1989b). Since release of neurotransmitters  is a s teep function of Ca2' en t ry  
(Chapter 4), t h e  depression of I,, will reduce the  synaptic action of the  sensory 
neuron  (Dunlap a n d  Fischbach, 1978). Such  presynaptic inhibition could explain 
how morphine  acting o n  presynaptic opiate receptors reduces t h e  ability of 
vertebrate pain fibers t o  excite spinal neurons.  Many neurons s h o w  a similar 
modulation. In chick dorsal  root ganglion cells the modulatory signal passes via 
Go t o  phospholipase C, DAG, a n d  PKC to depress lc, (Rane e t  al., 1989), a n d  in 
other  cells additional pa thways  including membrane-delimited o n e s  a re  used.  
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Note that phosphorylation in this case has the opposite effect on I,, from that in 
the heart. Many of the channels affected in the neurons may be of the N type 
rather than the cardiac L type. 

An inwardly rectifying K channel similar or identical to the K(ACh) channel 
oi  the heart is common in central neurons (North, 1989). It remains closed until 
agonist is applied, then it opens with a latency of only 30 ms (Figure 10C) via a 
pertussis-toxin-sensitive pathway and strongly hyperpolarizes the cell for a few 
hundred milliseconds. 0 1  all the G-protein-coupled "slow" synaptic actions, 
this one is probably the fastest. Because it opens a channel that is otherwise 
silent, it produces an ipsp reminiscent of fast synaptic action at ligand-gated 
receptors. However the ipsp requires intracellular CTP and involves K+ ions 
rather than the C1- ions used by known ligand-gated inhibitory channels. The 
list of agonists for this common channel is long (Table 2), presumably reflecting 
the large number oi different receptors that couple to G, and Go in neurons. 
Therefore the name K(ACt1) seems too narrow, and another name K(G) is 
sometimes used to en~pl~asize the G-protein requirement in a shortcut, 
membrane-delimited pathway to open this channel. 

The last channel in our well-modulated synapse (Figure 9) is K,. Recall from 
Chapter 5 that h.1-type K channels are voltage-gated channels that are closed by 
muscarinic agonists and by the peptides substance P (SF) and luteinizing- 
hormone-releasing hormone (LHRH) in amphibian sympathetic ganglion cells 
(Brown arid Adams, 1980; Adams, P.Ii., et al., 1982; Brown, 1988). In the 
absence of these n~odulatory agonists, I,+, is a repolarizing influence that helps 
limit repetitive firing in the sympathetic neuron. When lM is depressed by 
agonists, the stabilization is removed and fast transmission at the ganglionic 
synapse is enhanced. The intracellular pathway coupling these agonists to IM is 
not conrpletely known. I t  starts with a pertussis-toxin-irlsmsitiue G protein, i.e., 
not G, or G, but perhaps Gp (Pfafiinger, 1988). Many experiments rule out 
important roles tor CAMP, cGMI', Ca2+, PKC, or AA in this modulation, even 
though IP3 is produced and a [Ca2+ 1, transient occurs (Brown, 1988; Bosma et 
al., 1990). By default, coupling by a novel second messenger or a direct G-pro- 
tein action remain as hypotheses. lh, appears in a variety of neurons and in 
smooth muscles, often controlled by different clusters of agonists. Again the list 
of agonists in each cell must reflect the receptors it presents that couple to the 
relevant G protein. In some cells, I,,, can be modulated in the other direction, 
e.g.. somatostatin increases I,,, in hippocampal neurons (Moore et al., 1988). 

l'ultage-gated channcli are not the only channels involved in synaptic mod- 
ulation (see Huganir and Greengard, 1990). Consider the vertebrate neuro- 
muscular junction, where motoneurons release calcitonin-gene-related peptide 
(CGRP) in addition to ACh. The peptide acts on postsynaptic CCRP receptors 
coupled to G, and stimulates CAMP-dependent phosphorylation of nicotinic 
ACh receptors; these nicotinic receptors can then be desensitized more rapidly 
by ACh (Huganir et al., 1986; Mulle et al., 1988). As yet no clear physiological 
role for speeding desensitization at the neuromuscular junction has been pro- 
posed. An interesting synaptic modulation occurs with horizontal cells of the 
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retina. These cells receive glutamate synapses from photoreceptors. By virtue of 
their flat, radiating morphology and extensive electrical coupling (Chapter 8) to 
neighboring horizontal cells, they spread lateral inhibitory signals that help in 
constructing the antagonistic center-surround organization that typifies retinal 
signal processing. The extent of this processing can be adjusteJ by modulation. 
In teleost Ash, interplexiform cells of the retina send processes out to the 
horizontal cell layer that release dopamine, which stimulates CAMP production, 
increases the sensitivity of kainate-type glutamate receptors, and closes the gap 
junction connections from one horizontal cell to the next (Lasater and Dowling, 
1985; Knapp and Dowling, 1987). The result is a decrease of the inhibitory 
surround in the visual signal. 

G-protein-cou led receptors alzuays l~nve 
pleiotropic e d c t s  
We have seen several physiologically interesting examples of modulation and 
have traced intracellular pathways from remote receptors to individual regulated 
channels. This section makes the point that none of these pathways leads 
uniquely to one channel; rather this type of signaling initiates a host of intra- 
cellular changes. Quite unlike the actions of neurotransmitters on ligand-gated 
receptors, C-protein-coupled pathways remodel the entire biochemical and 
physiological capabilities of the cell. We start by considering the heart again 
because it is the most completely described example. 

The problem facing an electrophysiologist trying to understdnd a modulatory 
pathway is similar to selecting an a la carte meal fro111 a large menu (Figure 11A). 
There are many possibilities. You start with a receptor, identify a G protein, 
determine if an enzyme is used to make a second messenger and if a kinase is 
activated, and finally ask what the targets are. Figure I1A shows how the menu 
looks when filled in for the classical p-adrenergic action of sympathetic nerves 
on L-type Ca channels. The pathway looks simple and direct and has as a net 
result an increased delivery of Ca2+ ioqs to the cytoplasm. 

However, sympathetic input to the heart has a broader agenda than merely 
raising [Ca2+Ii. It calls for more blood to be delivered to the body. A vast cardiac 
literature documents many cellular changes (ljartzell, 1988). Let us consider 
some of them briefly (Figure 116) to see how they contribute to the sympathetic 
agenda. Metabolic enzymes, including phosphorylase kinase and glycogen syn- 
thase, are phosphorylated leading to faster glycogen breakdown and slower 
glycogen synthesis, i.e., more free energy is provided for mechanical work. The 
activity of phosphorylase kinase is also enhanced by the rise of [ca2+ 1,. Modula- 
tion of as many as  seven different currents has been claimed. Pacemaking is 
speeded by changes described in the next section. An increase of IC1 and delayed 
rectifier IK shortens each action potential to fit with the faster contraction- 
relaxation cycle (Bennett et al., 1986). Relaxation is speeded by an increase in the 

i rate of Ca2+ dissociation from myofilaments and by an accelerated pumping of 
' Ca2+ back into sarcoplasmic reticulum (phosphorylations of troponin I and 
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(A) CLASSICAL PATHtVAY (8) MORE ACTIONS 

11 hlENU OF G-PROTEIN-COUPLED PATHWAYS 

Signaling systems arranged as a menu showing at successive levels the 
abbreviated names of many receptors, G proteins, G-protein-coupled 
enzymes, second messengers, protein kinases, and target proteins. (A) 
hlenu filled in with the classical description of P-adrenergic action in 
the heart leading to phosphorylation of L-type Ca channels and en- 
hanced CaZ+ entry. (8)  A more complete description shows histamine 
(ti), glucagon (CC), and CG'IZP receptors activating the same pathway, 
the G, protein acting on Ca chan~~els directly, and PKA acting on many 
tatgetsincluciing six kinds of channels. [After Hille, 1989.1 

yhospholaniban, respectively). In the long term, transcription of genes is likely 
to be a target as well. 

Figure 11B sliows other ways to initiate this physiological agenda. In addition 
to adrenergic input, heart muscle receives nerve fibers containing the peptide 
CGRP, has cells of the immune system containing histamine, and receives the 
pancreatic hormone glucagon through the blood. Each of these agents stiniu- 
lates receptors coupled to G, and initiates the full chain of stimulatory events. 
Thus cardiac output is raised by messages coming from many stations of the 
body. These stimulatory inputs can be cut off-directly at the level of adenylyl 
cyclase by the inhibitory actions of another set of agonists, such as ACh and 
adenosine, and these agonists have additional actions including opening 
K(ACh) channels. Finally there may be a direct membrane-delimited pathway 
whereby G ,  acts more quickly on Ca and Na channels. Perhaps there are other 
targets of this pathway as well. 

Clearly, in the heart, an agonist cannot be viewed as targeted to one kind of 
channel. A host of events is initiated. Is this also true of neurons? No one neuron 
has received even a fraction of the attention that the heart has, but there are 
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strong indications that the situation is the same. More than 70 proteins in the 
brain are subject to phosphorylation by PKA, CaM-PKII, or PKC (Nestler and 
Greengard, 1984). Sweatt and Kandel (1989) have asked how many proteins 
become phosphorylated when a single kind of Aplysia mechanosensory cell is 
exposed to serotonin. These are the cells in which serotonin modulates S-type K 
channels. On autoradiograms of two-dimensional protein gels they see 17 new 
spots of 32P-labeled proteins after serotonin or a CAMP analogue is applied. One 

is actin and ;he others are not yet identified, but channels (KS), enzymes, 
pumps, cytoskeletal elements, and transcription factors are probably present. In 
general, then, we expect that a modulatory pathway will affect many channels in 
a cell. Diagrams l i k e ~ i ~ u r e  9 correctly show the convergence of several transmit- 
ters on individual channels but fail to emphasize the pleiotropic actions of each 
of the transmitters. 

Encoding is modzllated 
Chapter 5 showed that the firing patterns of repetitively active cells depend on 
the interplay of several voltage-gated, and sonietimes Ca-gated, channels during 
the interspike interval. Although neurons of different parts of the nervous 
system each have characteristic firing patterns and oscillatoriness (Llinis, 1988), 
these properties are also under modulatory control. Thus the ambience of 
modulatory transmitters sets the tone and pattern of neuronal responsiveness. 

One adjustable firing property is spike frequency adaptation (Chapter 5). 
Nonadapting neurons fire at a steady rate in response to a steady depolarizing 
current, whereas adapting neurons fire a burst of action potentials at the begin- 
ning, but then slow or even stop their firing despite the continued application of 
current. The CAI pyramidal cells of the hippocampus are an example of rapidly 
adapting neurons that normally fire spikes for a few hundred milliseconds 
during a several-second stimulus (Figure 12A,B, left). A number of neurotrans- 
mitters-n\orepinephrine, histamine, corticotropin-releasing factor (CRF), ACh, 
and serotonin--decrease the spike frequency adaptation in the cells so that 
the firing can continue for seconds (Figure 12A, middle; Madison and Nicoll, 
1986a; Nicoll, 1988). Norepinephrine acts via PI-adrenergic receptors, and its 
actions are mimicked by cAMI' analogues or by stimulating adenylyl cyclase 
with forskolin (Madison and Nicoll, 1986b). Histamine and CRF also act via 
CAMP. The ionic basis of the change is not completely known, but there is a 
strong depression of the after-hyperpularizatic)n (Figure 128 and C), which 
would be sufficient. Perhaps K(Ca) channels of the SK type are depressed and 
the mechanisms for pumping Ca2+ ions out of the cytoplasm are enhanced. 
Neither Ca channels nor M-type K channels are strongly affected. If we think of 
these neurons as signal processors, noradrenaline makes them follow variations 
of their excitatory inputs more faithfully instead of reporting the onset of 
excitation. 
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(A) NOREPINEPHRINE 

Before During After 

( C )  FORSKOLIN 

12 SLOWING OF ADAPTATION BY NEUROMODULATION 

blenibrane potential recording from CAI neurons in a hippocampal 
slice before, during, dnd after superperfusion with test agents. (A) 
Firing is stiniulated by a I-s iontophoretic application of the excitatory 
aniino acid, L-glutamate, in each panel. Norepinephrine (5 FM) is ap- 
plied for 7 niin before the middle panel. (8) Firing is stimulated by a 
650-ms depolarizing current pulse and I mM of the stable CAMP ana- 
logue, 8-bromo cAblIJ, is applied for 10 min. (C) Afterhyperpolariza- 
tions (ahp) tollowing a brief membrane depolarization are reduced by 
50 ~ h t  forskolin, a stimulator of adenylyl cyclase, dpplied for 23 min. T 
=30°C. [From hiddison and Nicoll, 1986a,b.] 

1'~~cet i~al i i lg  is modulated 
Control of the spontaneous rhythm of the heart provides another example of 
regulation of channel activities. Let us first look more closely at  how the cardiac 
pacemaker works. Although it is well studied and the subject of possibly 
hundreds of papers, there is still not full agreement o n  the details. The steady- 
state gating properties of four relevant ionic channels are diagrammed in Figure 
13. As we discussed in Chapter 5, pacemaking begins once the membrane is 
strongly repolarized (to almost -75 mV) by slow delayed rectifier K channels 
that are activated during the action potential. At this negative potential, the 
hyperpolarization-activated, nonselective inward current I,, (=  I f )  may slowly 
turn on, and the K channels definitely begin to deactivate. Closing of K channels 
and opening of I,, channels gradually depolarize the cell to the voltage range (ca. 
-50 mV) where activation of T-type Ca channels becomes significant. They add 
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more inward current and carry the cell further along a depolarizing trajectory to 
the point where rapid regenerative opening of the remaining T-type and the 
L-type Ca channels gives rise to the full action potential. 

The importance of 1, is still debated. Do cells of the natural pacemaker 
hyperpolarize far enough and for long enough to activate I,,? When isolated 
sinoatrial node cells are studied by whole-sell voltage clamp, the position of the 
1, activation curve is surprisingly variable. In some cells 10% of maximum I,, 
conductance can be activated at  -40 mV, and in others it is activated only at 
-75 mV (DiFrancesco et  al., 1986). Furthermore, during a 20-min recording, the 
activation curve may gradually slide a s  much a s  40 mV to the left-to more 
negative potentials. These are symptoms of rundown of a modulated system. 
Indeed the voltage dependence of /,, activation is under second-messenger 
control (Tsien, 1974; DiFrancesco and Tromba, 1988). Beta-adrenergic agents 
shift the curve to the right and muscarinic agents shift it to the left (see schematic 
activation curves for I,, in Figure 13). The shifts should make l,, nearly irrelevant 

Pacemaker 
range 

Membrane potential (mV) 

13 GATING OF CURRENTS IN THE PACEMAKER RANGE 

Voltage dependence of activation for four types of channels that may 
contribute to pacemaker activity of the cardiac sinoatrial node. Depolar- 
hation opens Ca and K channels, whereas hyperpolarization opens I, 
channels. For the L- and T-type Ca channels, the activation curve is also 
drawn on a 10X expanded scale, since even the first few channels 
opening would be important. For I, two curves are drawn representing 
extremes of modulation by ACh and norepinephrine (NE). All curves 
are based on published results with rabbit sinoatrial node, but as there 
is considerable scatter among the measurements (particularly for I,,), 
they are only approximate. 
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for pacemaking under some physiological states, and quite relevant under 
others. 

The most obvious effects of the autonomic innervation of the heart are a n  
acceleration of the heart rate by sympathetic nerve fibers, which release nor- 
epinephrine, and a slowing of the rate by parasympathetic fibers, which release 
ACh (Figure 14A and 14B).11 These effects are due to modulation of ionic 
currents tlowing during the slow pacemaker depolarization. Some of the rele- 
vant changes are listed in Table 3. With norepinephrine, a n  increase of the 
maximum K conductance shortens the action potential and hyperpolarizes the 

I '  Throughout the dutonomic nervous system, the nerve fibers release peptides, ATP, and/or 
admoslne ds cotransmitters with the classical ACh or norepinephrine; therefore the physiological 
riftits of' parasympathetic or sympathefic fibers actually result from concerted actions of several 
Irdnsrnltters. Indeed 11 IS likely that all neurons, including motoneurons, can release more than one 
a i t l r r  ~ub=.tdll~e trorn the11 synaptic terminals. 

(A) I }lh( ISOPROTERENOL (C) 0.01 pM ACh 

(8 )  INHIBITORY NERVES (D) 1 pM ACh 

> 
i 

-50 

L___I 'd 
1W ms 250 ms 

11 SPEEDING AND SLOWING OF THE PACEMAKER 
Membrane potential trajectories of spontaneous pacemaking in isolated 
sinoatrial cells of the rabbit. The trace labeled "c" is the control condi- 
tion, and that labeled "*" is during treatment with an agonist or after 
nerve stimulation. (A) The p-adrenergic agonist isoprvterenol speeds 
the rate of beating. T =3PC.  [From Hagiwara et a]., 1988.1 (8) Nerve 
stimulation quickly slows beating. Six nerve shocks were applied early 
in the recorded trace (see shock artifacts) in the presence of antagonists 
of adrenergic receptors so that the cholinergic effects dominate. [From 
Shibata et al., 1985.1 (C) and (D) A low concentration of ACh slows 
beating without causing hyperpolarization, an effect like that sqen with 
mild nerve stimulation. A high concentration hyperpolarizes the cell 
and nearly stops pacemaking. T =35"C. [From ,DiFrancesco et a]., 
1989.1 



196 Chapter Seven 

TABLE 3. MODULATION OF CARDIAC PACEMAKING 

Effect on channel 

Pacemaker ~ roce s s  N~~reu~neuhr ine"  A C ~ "  
- ~ 

I,,,, activation T i  1 2  
Ntlgative shift Positive shift 

Ic,,T activation No eftect No rifect 

I, deactivation (slow) t i  j 
I, activation (slow) Positive shift Negative shift 

IK(AC~) N o  effect Opens  channel 

T h e  norepinephnrre effects all proceed throtrgh 8-adrenergic receptvrs. 
"l'he first three dctluns ut ACh rndy anlagonizc activity 01 adcnylyl cy~ldbe by 
pathway H of Figure 6 .  The opelllng of K(ACh) channels, which rrquirea higher 
concentrations of ACh, uses the membrane-delim~td pthrvay ot Figure 8 

membrane strongly, to potentials where I,,, whose voltage dependence has been 
shifted towards more positive voltages (Figure 13), activates more quickly. This 
would speed the early part of the pacemaker depolarization (Figure 14.4). One 
might have guessed tKat speeding of the later part of the pacemaker is accom- 
plished by enhanced opening of T-type Ca channels, but by all reports they are 
not affected by norepinephrine. As we have already discussed, norepinephrine 
does significantly increase Ca current carried by the HVA L-type Ca channels. It 
also shifts their activation curve somewhat to more negative potentials, enhanc- ' 
ing the snlall current at -45 mV by tenfold (Bean et al., 1984). These changes 
would reduce the depolarization needed to initiate the rapid upstroke of the 
calcium action potential. Perhaps they would also steepen much of the later part 
of the pacemaker depolarization, or perhaps still other relevant modulated 
channels remain to be found. 

The steady-state, muscarinic action of ACh on the heart has been attributed 
primarily to a Ci-mediated inhibition of adenylyl cyclase. The inhibition would 
arrest cAMP synthesis previously enhanced by sympathetic input and might 
even reduce the cyclase activity beloro its tonic, unstimulated level. The result 
would be the opposite of adrenergic effects on I,,, IK, and pacemaking (Table 
3; Figure 14C). One can argue, however, that in addition to effects on CAMP 
synthesis ACh also acts on these currents by a parallel, possibly niembrane- 
delimited pathway, because some changes occur quickly. In Figure 14B, 
pacemaking becomes slow within 100 ms of stimulation of nerve fibers contain- 
ing ACh. Compare this with the 1000-fold longer time taken for lc, to return to 
normal once an intracellular source of cAMP is removed (Figure 4). When 
cholinergic nerves are more intensely stimulated or high concentrations of ACh 
are applied to the bath, pacemaking is even more profoundly slowed by 
the opening of K(ACh) channels (Figure 14D), which we know requires a 
membrane-delimited pathway. 
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Considering the importance of cardiac pacemaking, the uncertainty about 
exact mechanisms may seem surprising, but it is understandable. Pacemaking is 
complex. It involves many overlapping current mechanisms.12 None of them is 
fully characterized in the pacemaker range of potentials. They cannot be blocked 
one at a time to reveal how much each contributes to the rate of depolarization, 
since a small change in the trajectory will cause the others to step in more 
strongly. Several of the channels are modulated, and this makes them suscept- 
ible to nindown and other changes that prevent us from being sure of their 
native properties. Finally the net current we are talking about is tiny. Note that 
the pacemaker trajectories in Figure 14 rise at about 40 mV/s, lo4 times slower 
than the action potential of an axon or of the cardiac ventricle. From Equation 
14, the net ionic current density underlying this small value of dE/dt is only -40 
11~1crn' or -0.6 pNcell! As a sinoatrial cell can produce -200 pA of lc, and 50 
pA of lK at -40 mV and -500 PA of I,, at -70 mV, pacemaking is a quasi- 
equilibrium process driven by the miniscule imbalance of much larger compo- 
nent currents. Therefore one has to pay attention even to small background 
currents and electrogenic pumps, which also are said to be under second- 
messenger control. Similar considerations apply to currents underlying inter- 
spike intervals, spike frequency adaptation, and bursting in neurons. 

If the balance of currents is so delicate, how could cells ever come out right? 
How could a cell express exactly the right number of copies of each channel so 
that the heart rate or the excitability of the hippocampus is appropriate? The 
biological solution to problems of noise and error is FEEDBACK. If the output of 
the system (such as for blood pressure, or behavioral arousal) is inappropriate, 
corrective signals are fed back to the elements within. In the case of pacemaking 
or rhythmic cells, the feedback comes via the modulatory neurotransmitters that 
change the opening and voltage dependence of channels. This feedback, as well 
as the averaging produced by convergence and divergence of signals throughout 
the body, compensates for variability at the level of single cells. 

Slozo uersrrs fizst sytlnptic action 
The ligand-gated channels of Table 1 mediate fast synaptic action (Chapter 6). In 
the adult animal they are localized almost exclusively at the subsynaptic mem- 
brane, separated from the presynaptic active zone by a synaptic cleft only a few 
tens of nanometers wide. This proximity matches transmitter delivery to the 
speed and dose-response characteristics of ligand-gated channels. Transmitter is 
delivered in microseconds at high concentration; and the channels open rapidly 
and briefly after cooperative binding of two or more agonist molecules. Outside 
the synapse, the transmitter concentration becomes so low that the signal does 
not spread to other cells. Such anatomically precise and rapid signaling serves 

l2 Note that each current in Figure 13 operates overa different voltage range. One interpretation 
would be that the heart has arranged a sequence of pacemaking mechanisms in every 5-10 mV range 
so that whatever the membrane potential, there is a growing inward current that brings the potential 
to the next member of the relay and ensures automaticity. 
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the computer-like, logic-machine functions of the nervous system. Through 
almost a billion years of refinement in predator-prey interactions, it mediates 
ever finer sensory processing and motor coordination. It permits us to coinmuni- 
cate through complex languages and to perform higher mathematics. 

The G-protein-coupled receptors usually serve a different role. In the periph- 
ery they mediate, for example, all the actions of the autonomic nervous system. 
By modulating channels and intracellular enzymes, they adjust cardiac output, 
peripheral vascular resistance, secretions of glands and epithelia, and the diges- 
tive process. They mediate actions of hormones of the anterior pituitary and of 
the digestive organs. Many of the G-protein-coupled receptors of Table 1 are 
abundant in the brain and spinal cord as well. What d o  they do in the central 
nervous system? We have seen in this chapter that they alter signal processing in 
the hippocampus and retina and gate sensory information entering the spinal 
cord. In a similar way and on a grand scale, receptors for norepinephrine, ACh, 
serotonin, histamine and other agonists steer the nervous system from one kind 
of task to the next, changing the state of blocks of circuits and altering the paths 
of information flow (Foote et al., 1983; McCormick, 1989; Kravitz, 1988; Harris- 
Warrick and Marder, 1991; Levitan and Kaczmarek, 1991). They certainly effect 
the changes needed to go from sleep to wakefulness and to progress from 
inattention to full attenlion. They mediate changes of attention between bodily 
concerns and the external world. They probably mediate changes of mood and 
may mediate shifts, for example, from modes like artistic and qualitative to 
rigorous and analytical. If we note that agents such as LSD, mescaline, cocaine, 
reserpine, and antipsychotics all act on monoamine neurotransmitter delivery or 
action, we can recognize that central monoamine receptors affect the mental 
focusaga in  by actions on channels. In addition, all modern theories of learning 
and memory invoke multiple interactions of second-messenger systems, ulti- 
mately changing channel function. 

The mechanism and dose-response relations of G-protein-coupled receptors 
would not require receptors to be localized within nanometers of the active 
zones of transmitter release. The channels to be modulated may lie all over the 
cell surface, and no speed advantage is gained by having the receptors uniquely 
in one spot. Furthermore, since signaling uses mobile interactions between 
receptor and G protein and between G protein and its eiiector, a tight pack~ng oi 
immobilized receptors in a subsynaptic zone rvould be counterproductive. Finil- 
iy, the arnpiifiification gained by the caxsdr  oi  event, (Figure 2 )  and thc. I ~ i k  oi  
amperativity in agonist binding mean that transmitter can tx eticitii-e ei-?n art=r 
dilution by *ion over wberal lilii;amctci, frlirn rhc F i n r  i.i rr lczc.  
; What is the micromatomy oi SJ-napw, that uw m ~ d u i a t o n  neurdtran~mit- 
ters? Unfortunately not many are fully studied. In the autonomic nenous 
,.'systw, the ''junctions'' and receptors are often diiiuse. For example, post- 
&angbnic parasympathetic nen-e hkrs  o i  the heart b,a\-r. n ~ ,  tisht s,-niFn; 

. . with cardiac c&. ~ t . i i c ~  nci. 5 ti:= .-sLz-+ u ~ ~ b ~ g f i  xi* = ~ - e  
&IS? & 0.1 w c.,xljt. &i, Z,J :.ekz* =\u, c:j rr,e 
h v s d e i o n m . l i ~ ~ g  I.;i?L03Drl^j jt-iinp bur im tr,e tics ci e e r  
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like beads on a string. This may be likened to a sprinkler system with no point- 
to-point synapses. Muscarinic receptors are distributed uniformly and at low 
density over all parts of the cardiac cells without regard to the sources of 
transmitter ( ~ a r t i e l l ,  1980). In frog sympathetic the peptide neuro- 
transmitter LHRH persists for 2 min after being released from preganglionic 
nerve terminals (Jan and Jan, 1982). Therefore although LHRH is released at 
synaptic boutons tightly apposed to only one kind of postganglionic cell, it 
spreads by diffusion and is found to act after a delay on other kinds of neighbor- 
ing cells that have appropriate LHRH receptors. I n  the central nervous system 
there are nerve fibers with varicosities, but in addition many fibers delivering 
modulatory transmitters make apparently specific contacts having all the mor- 
phological elements of a synapse (Goldman-Rakic et al., 1989). We do not know 
if the appropriate receptors arc highly localized in such contacts. It is possible 
that they are not, and if the lifetime of the neurotransmitter is longer than 1 ms, 
the transmitter would spread and might act on several neighboring cells despite 
the apparent morphological point-to-point connection. Alternatively, if the 
transmitter is rapidly removed, such modulatory connections may truly be 
speciiic. 

Srcolili t?iesserigers are affected by other receptors 
Before closing, we note a few other receptors that act directly on second- 
messenger systems. Consider two classes of membrane receptors that respond 
to peptides but lack the classical structure of G-protein-coupled receptors (Figure 
15). 

Growth factors such as epidermal growth factor (EGF) and platelet-derived 
growth factor (PDCF) have profound long-term effects on the growth, prolifera- 
tion, and differentiation of target cells (Ullrich and Schlessinger, 1990). In the 
short term, they lead to protein phosphorylation on tyrosine residues, increase 
of phosphoinositide turnover, and a rise of intracellular [Ca2+] and pH. Activa- 
tion of their tyrosine kinase activity is usually thought to be the primary event. 
These short-term actions will have immediate effects on channel function, secre- 
tory activities, and motility. They presumably also lead to the eventual changes 
ut gene expression, which can include profound changes in the mix of ionic 
ihannzlj a~.allabl? on the cell surface. For example, when the PC-12 adrenal 
~hromaiiln turnur cell llnr 1s incubated In culture medium containing nerve 
groi\.th b i r s r  (SGF),  the cell, grow ex t rns i~c  neurites and begin to express a 
l i isc  nurnter ~i i h n n c l  ;mil receptors charaiti.rijt1~ o i  neurom (Greene and 
Tlshlcir, 1970, Garbrr rt al., 1Yb3). 

.Another group ot receptors catalyzes: the synthesis of the ubiquitous second- 
messenger moleiule, cyclic GhlP (cChlP; Figure 15C). Their ligands include 
a-atn;il natnurrhi peptide, brain natriurrtic ptptidr, and factors born egg {elhe 
-i%~iz cr il . IYSY). Liis iL \ iP  ,CAW ;in 2;nbarrt a p r ~ t r i n  W. Thlij ~ h m  
ir21 rGm-YL-ppd2  ~ L X  dil h&?rt> < ~ i k i n ~ ~ d u c t  <&, LG\J~'&~ p~0teii-1 
2 h s p r ~ v ~  latifin d m  an apiial satian ihannrl, and rwrp t ion  o t  S a  ' ions 
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discovered as "endothelium-derived relaxing factor," is produce~i by vascular 
endothelial cells stimulated with ACh and causes the adjacent smooth muscle to 
rel'ix (Furchgott and Vanhoutte, 1989). The ensuing vasodilation is also the basis 
of the pharmacological action of the widely used antiangina drugs, nitroprusside 
and nitroglycerine, which release NO. Nitric oxide is synthesized from the 
amino acid L-arginine by a cytoplasmic, calcium-activated enzyme that has now 
been found in neurons as well as  endothelial cells and may be widespread 
(ho tv les  et al., 1989). Consequently in some regions of brain, NO-like mole- 
culcs are produced when glutamate stin~ulates Ca2+ entry at NMDA-receptor 
channels (Garthwaite et al., 1988). Adjacent cells respond with a rise of d M P .  
This diifuse mode of communication among neighboring cells must have inter- 
esting electrophysiological consequences. 

First ouen)iau on second messengers and modulation 
hlmy neurotransmitters and hormones act on membrane receptors to initiate 
cascades of intracellular second-messenger signaling with pleiotropic effects. 
Cellular activities including channel activities are altered, often by phosphoryla- 
tion of target proteins. A wide variety of these receptors activate GTP-binding 
proteins that serve as timer-switches in the cascade, remaining active until their 
intrinsic GTPase activity cleaves the bound GTP. Activated G proteins selec- 
tively turn on at least three groups of enzymes, adenylyl cyclase, phospho- 
lipases, and a phosphodiesterase; adenylyl cyclase can also be inhibited. In 
addition, activated G proteins act apparently directly on some voltage-gated 
channels. Perhaps such membrane-delimited actions will be found for almost all 
voltage-gated channels. Our understanding of second-messenger related signal- 
ing is still expanding rapidly. 

This chapter has emphasized modulation of cardiac function and of neuronal 
signal processing. Many of the examples involve the classical second messenger, 
CAMP. The following chapter includes examples of G-protein-coupled receptors 
mediating sensory transduction and turning on secretory activities of glands and 
epithelia. In addition, i t  describes channels involved in mobilization of second- 
messenger Ca2+ ions from intracellular stores. 



SENSORY TRANSDUCTION, SALT 
TRANSPORT, CALCIUM RELEASE, AND 

JNTERCELLULAR COUPLING 

Previous chapters have shown how ionic channels contribute both to the encod- 
ing and propagation of action potentials and to chemical synaptic transmission. 
This chapter illustrates a variety of other physiulogical processes that exploit the 
permeability and gating properties of channels. LVithout specialized channels, 
sensory transduction, salt transport, intracellular Ca2 + release, and cell-to-cell 
coupling through gap junctions would not exist as we know them. 

Sensory receptors make an electrical sigr~nl 
The nervous system is replete with membrane sensors. Some of them serve the 
standard sensory modalities of smell, taste, vision, hearing, and touch. Others 
transduce modalities such as position sense or temperature, and in some organ- 
isms, heat radiation or electric sense. Still others serve in the unconscious 
regulation of osmotic balance, pH, COz, and circulating metabolites. Almost all 
of these sensors act directly or remotely on ionic channels to rnodity ionic tluxes 
and to make electrical signals. In each case, a single type of channel initiates the 
translation of sensory energy into electrical signals. We call such channels 
sensory TRANSDUCTION CIIANNELS, and the signal they make, a C;ENEL<A'I.OR 

POTENTIAL Or KECEPTOR POTEN'I'IAL. 

Transduction channels have been hard to study. They reside on fine nerve 
endings or on small primary sensory cells that were not accessible to voltage 
clamp until the development o f  patch electrodes. Perhaps because an animal is 
not paralyzed or killed by blocking one of its senses, few specific toxins have 
been evolved for such channels, and therefore less is known of their pharmacol- 
ogy and biochemistry. The major biophysical advances of the last decade have 
depended heavily on the ability to isolate single sensory cells-often by using 
enzymes--and to patch clamp them. 

Most known transduction channels open a cation-permeable pore and depo- 
larize the sensory cell membrane when the stimulus is applied. Like the end- 
plate channel, they usually are only weakly selective among cations, being 
permeable to several alkali metals, alkaline earths, and small organic cations. No 
sensory cell is known to use CI-selective channels for its primary response. 
Examples of transduction channels are listed in Table 1. Two of them, found in 
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TABLE 1. EXAMPLES OF SENSORY TRANSDUCTION CHANNELS 

Sensory membrane 

1.i111uius ventral eye1,' 

Vertebrate retinal 
rods5 

Scallop retina distal 
ce116,7 

Frog sacculus hair cell" 

P~rurrrcr~unl posterior' 

Stimulus E,, (mV) 

Light + 20 

Light 0 or more 
positive 

Light - 80 or more 
negative 

Mechanical 0 

Mechanical Positive 

hlechanical Negative 

Conductance 
change Second messenger 

t cations Yes, not 
identified 

1 cations cGMP 
( P ~ a  ' P ~ a )  

T Kt Likely 

lcations No, 
delay < 10 ps 

f Caz+ Unlikely, 
delay < 2 ms 

t K i  Unlikely 
- -  - 

Ahbrrviatiuns: E,,,, reversal potentla1 of ionic response; cCMP, cyclic guanosinr mono hos hate. P p Rrierrncrs. 'hlillrchia and Mauro (lY6Y). 'Fain and Lisrnan (IYLll), 3Bader et al. (1979), Fesenko el  
al. (19d5). s Y d ~  and Baylor (1989), bGorman and hlcReynolds (1978), 'Corman et al. (1982). 'Curry 
and Hudapeth (1979. 1983), "Eclcrt and Brehnl (1979). 

the arthropod eye and the vertebrate hair cell, typify the most common depo- 
larizing responses due to stimulus-dependent opening of cation channels. Two 
photoreceptors, the vertebrate rod and scallop distal cell, and the posterior 
niechanoreceptor of Punzttrecir~nr illustrate less common hyperpolarizing re- 
sponses, one from shutting off cation-selective channels and the other two from 
opening I; channels. The P I I M ~ I I L * L . ~ I I ~ I I  anterior niechanoreceptor gives one of the 
few knorvn sensory electrical responses based on Ca2+ current. 

By focusing on channels, we will ignore many interesting features of sensory 
physiology, but a few principles can be noted. The sensory stimulus is translated 
into receptor output by a chain of events. 

slimulus -* receptor --t transduction -+ receptor -+ spiketrain 
molecule channel potential or 

transmitter release 

The stimulus impinges on a receptor molecule that may itself be the transduction 
channel or may communicate with the chanqel via a second messenger. A 
receptor potential is shaped by the interaction of the receptor current with a 
typically complex background of voltage-gated and Ca-sensitive channels. The 
receptor potential controls either the firing rate of the axon of the receptor cell or, 
in nonspiking compact receptors, the rate of neurotransmitter release onto a 
second-order cell. Sensory receptors rarely report absolute stimulus intensities; 
rather they measure stimulus size on a relative scale, often as a '  fractional 
deviation from a prevailing background. To accomplish this, the response to a 
step of intensity often fades if the stimulus is maintained-SENSORY ADAPTATION 
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(Figure 1). Adaptation allows our eyes to provide useful information to the 
nervous system over a broad range of light conditions. In effect, sensory recep- 
tors have an automatic gain control and/or an  autozeroing property that shifts 
their operating range according to prevailing conditions. Each of the arrows in 

(A) RESPONSE TO DISPLACEMENTS 

I L L  

O Time (ms) loo 

(B) STlMULUS-RESI'ONSB RELATION 

Mechan~cal displdcement (pm) 

1 SENSORY ADAPTATION 

Mechanoreceptors of the bullfrog sacculus. (A) The transduction cur- 
rent in a single, voltage clamped hair cell fades during a 100-ms 0.7- pm 
mechanical displacement of the ciliary bundle. A series of brief test 
displacements is superimposed at four different times to measure the 
changes of the stimulus-response relationship induced hy the 1 W m s  
displacement. Arrows point to the traces corresponding to a 0 . 6 - ~ r n  
displacement. (B) Stirnulus-response relationships at 0 and 95 ms show- 
ing that thc sensitivity curve shifts during a long displacement so as to 
cancel part of the stimulus. Arrow indicates the step to 0.6 Frn. T = 
22"C. In some other sensory receptors, adaptation also induces a 
change of gabl. [From Assad et a]., 1989.1 
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the scheme above is a known point of sensory adaptation in some receptor 
system. In addition, when the background intensity is low, some sensory 
receptors achieve a sensitivity close to the physical limits of detection. For 
example, our photoreceptors can detect single photons and the antenna of a 
male moth can detect a few hundred molecules of female mating hormone. 

~fechat~otransduction is quick and direct 
The vertebrate hair cell is a sensitive mechanoreceptor used to detect sound 
vibrations in the ear, as well as rotations, accelerations including gravity, and 
water movements in the vestibular and lateral-line organs (see Hudspeth, 1989). 
It is a compact, nonspiking sensory receptor whose mechanosensitive channels, 
on hair-like cilia (Figure 2A), respond to movements as small as one nanometer 
(Figure 1) .  The speed of the response shows that the gate of the transduction 
channel is tightly coupled to displacements of the hair bundle. In hair cells of the 
frog sacculus, mechanical step displacements lead to conductance changes with 
latencies less than 10 ps and time constants shorter than40 ps (corrected to 22°C) 
(Corey and Hudspeth, 1983). In an intact animal, currents flowing through 
adjacent hair cells of the cochlea (inner ear) sum to produce the cochlear 
microphonic potential, a readily recorded signal that foliows the vibrations of 
sound waves up to nearly 20 kHz in humans and as high as 100 kHz in some 
whales and bats. 

Hudspeth and his colleagues (Corey and Hudspeth, 1983; Howard and 
Hudspeth, 1987, 1988; Howard et al., 1988; Hudspeth, 1989) propose the novel 
hypothesis that when cilia are moved, a "gating spring" attached to the gate of 
the transduction channel is stretched (Figure 28 and C). Pickles et al. (1984) have 
discovered filamentous "tip links" extending between the tips of neighboring 
cilia that are thought to be these gating springs. Channel opening would be - .  ~ 

controlled by the pull of an extracellular molecular spring much as a puppet is 
controlled by strings from the fingers of a puppeteer. A mechanical displace- 
ment of the hair bundle would extend the gating spring, exerting tension on the 
gate, and if the gate pops open, the tension on the spring is partially reduced 
(Figure 2C). In ingenious mechanical experiments Howard and Hudspeth (1988) 
found that the stiffness of a hair bundle seems to be dominated by the stiffness 
of gating springs; when the bundle is moved in the range of displacements 
where gating occurs, the reduction of tension expected from opening of chan- 
nels could be observed as a decrease of stiffness (Figure 3A). They calculated 
that the gating spring shortens as much as 4 nm when a channel opens. Thus the 
pull of a gating spring on the n~echanotransduction channel is quite analogous 
to the pull of the electric field o n  gating charges in voltage-gated channels. Both 
can do mechanical work that changes the open probability of a channel. 

Gating occurs only over a narrow range of displacements. If the hair bundle 
is held displaced even for a fraction of a second, however, the operating range 
moves over so that once again transduction is in its midrange (Figure 1B). The 
hypothesis of Howard and Hudspeth is that the upper attachment point of the 
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(A) HAIR CELL ANATOMY 8, 

'S t~nwlus  probe 

- H u t  bundle 

Hair cell 

Axon 

(8) SPRING (C)  TR4NSDUCTION MODEL 

2 HAIR CELL AND GATING SPRINGS 

(A) Epithelium of bullfrog sacculus showing neuroepithelial hair cells 
with a mechanosensory hair bundle projecting from their apical tip. 
Afferent and efferent dxons make synapses with the hair cells below. A 
large glass pipette can be used to move the hair bundle while responses 
are recorded with a microelectrode. [From Hudspeth, 1989.1 (U) Hypo- 
thetical spring attached to gate of transduction channel. [From Howard 
and Hudspeth, 1988.1 (C) Model of transduction showing, first, stretch 
of gating spring as two cilia of the hair bundle are flexed by a stimulus 
and, then, relaxation of the spring as its attachment point drifts down 
the cilium [From I-ludspeth, 1989.1 

link can move along the side of the cilium to adjust tension on the channel. A 
tor protein, such as myosin, might attach the transduction channel itself or 

e opposite anchor point of the tip link to the actin core of the cilium. The motor 
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( A )  STIFI.NES.5 MINIhIUM (U) RINGING 

3 TRANSDUCXION IN HAIR CELLS 
(A) Stitfness of a saccular hair cell bundle measured within 1 ms of 
displacing the bundle with a flexible glass microfiber. The minimum of 
stiifness coincides with the midpoint of the displacement-response 
curve measured on the same cell. [From Hudspeth et a]., 1989.1 (B) 
Electrical tuning of isolated turtle cochlear hair cells. A square step of 
current injected from a microelectrode makes a "ringing" voltage re- 
sponse. Each cell has a characteristic frequency. [From Art and Fet- 
tiplace, 1987.1 

would seek to maintain constant tension on the gating spring and bias the 
channels partly open at rest. Maintained djsplacements in either direction would 
cause the motor to move and restore the resting tension (Figure 2C). This 
movement would be a significant component of adaptation in the hair cell. 

The vertebrate auditory organ is laid out so that each frequency of the sound 
spectrum excites a different set of hair cells best. Along the length of the cochlea, 
hair cells responding best to high frequency are encountered first and those for 
low frequency, last-a "tonotopic" organization. Some of this selectivity is 
accomplished by active and passive mechanical tuning-resonances that make 
each part of the basilar membrane and the hair-tell bundles vibrate best at one 
frequency. Another component of frequency tuning, found especially in lower 
vertebrates, is electrical: the mechanism maintaining the resting potential has a 
built-in tendency to oscillate that causes the hair cell to give its largest electrical 
response at one frequency so that even without mechanical input, a tiny square 
wave of injected current elicits "ringing" of the membrane potential at the 
preferred irequency (Figure 38). The oscillations are achieved by interactions of 
voltage-gated Ca and K(Ca) channels that are partly open even at rest (Art and 
Fettiplace, 1987; Hudspeth and Lewis, 1988). A small applied depolarization 
quickly increases inward Ic,, which first enhances the depolarization. But then, 



as [Ca2+Ii rises, a large outward IK(Ca) develops, more than canceling the inward 
ICa SO that the membrane repolarizes and even hyperpolarizes. This hyperpolar- 
ization quickly decreases inward lc, and initiates the opposite sequence of 
events, and so forth. Such a cell would respond most strongly to sound frequen- 
cies that match its natural frequency of oscillation. The natural frequency de- 
pends in turn on the number and activation rate of K(Ca) channels. I t  remains an 
intriguing problem to understand what kind of feedback systems regulate K(Ca) 
channel number and gating speed in hair cells so cxcluisitely (see Roberts et dl . ,  

1990). As frequency mapping ("tonotopic representation") continues through 
several more stages of the auditory nervous system, a similar electrical t~ining 
may well be found in these central neurons as well. 

There are many other types of mechanoreceptors including stretch receptors, 
spindle organs, pacinian corpuscles, and l'czmrnec~~rrti's anterior and posterlor 
surface. Most of these use nonselective cation conductances tc~ make a depolariz- 
ing generator potential that triggers propagated spikes in an attached axon. 
Compared to the vertebrate hair cell, little is known about their transduction 
channels and the control of gating. Soon after the patch clamp was developed, 
Guharay and Sachs (1984) discovered channels in membrane patches excised 
from skeletal muscle that activate whenever suction is applied to the patch 
pipette. Similar stretch-activated channels have subsequently been found in cells 
throughout the body, in protozoa, fungi, and plants, and even in bacteria 
(Morris, 1990). Perhaps such channels exist in all cell membranes. Most stretch- 
sensitive channels are nonspecific cation channels, but some are Kt  selective 
and others are anion selective. Their roles are uncertain. They may aid in 
preventing excessive osmotic swelling of cells; they may respond to membrane 
tension changes during cell division, growth, and rnc~tility; they may mediate 
stretch-induced contraction of smooth muscle; they even may be the transduc- 
tion channel of some rnechanoreceytors; or they may be other classes of chan- 
nels that have acquired artifactual mechanosensitivity during excision of a mem- 
brane patch. 

Visual transduction is slozu 
Since nothing seems more immediate than the visual scene in our minds, it may 
be a surprise to learn that in all animals visual transduction starts with a second- 
messenger mediated step. 

Arthropod eyes, especially those of the horseshoe crab, Liitz~llus, were classi- 
cally among the best-studied sensory systems. An early and sophisticated bio- 
physical literature described the kinetics of transduction from light signal to 
conductance, conductance to potential, and potential to coding of propagated 
action potentials. In a dark-adapted cell in dim light, one records randomly 
occurring QUANTUM BUMPS, brief 2- to 10-mV depolarizations reminiscent of the 
mepp's seen at the neuromuscular junction (Fuortes and Yeandle, 1961). The 
frequency of bumps increases in proportion to light intensity, but in stronger 
light the bump sizes quickly hde,  a reflection of light adaptation (Wong et al., 
1980; Wong and Knight, 1980). Thus, like the epp of muscle, the photoresponse 



is built up of summed quantal responses; however, even mild usage "desensi- 
tizes" the sensory system. After light adaptation, the depolarizing response to a 
bright light appears smooth and graded (Figure 4A) and the thousands of 
underlying quantum bumps are too small and too overlapping to resolve. In 
effect, the photoreceptor is a quantum counter whose gain can be turned down 
as the mean light level rises. A single photon absorbed by one KHODOPSIN 

molecule can make a sizable electrical response in a dark-adapted eye, yet the 
eye still provides useful information in daylight. Since the underlying quantal 
current in Litnlrlus is at least 1 nA, we now recognize that one photon must open 
several hundred transduction channels. 

Figure 4 B shows the photocurrents in a Lin~rrlus photoreceptor under voltage 
clamp. A moderately bright light flash is turned on at time zero for 20 ms, but no 
electrical change is detected the membrane until 50 ms later. The amplitude 
and kinetics of the light-induced conductance increase are only mildly voltage 
dependent. Ionic s~lbstitution studies suggest that the channels being opened 
are pern~eable to Na +, Li +, K +, and other small cations. The latency of the 
response is longest in a dark-adapted cell stimulated with light flashes so dim 
that a mean of only one to three quantum bumps is elicited per flash. With a 
I hrulus lateral eye the mean latenciof a quantal risponse is 185 rns at 20°C, with 
a high Qlu of 5 (Wong et al., 1980) 

Vertebrate photoreceptors use exactly the opposite strategy from arthropod 
photoreceptors. Light closes transduction channels instead of opening them. 
Nevertheless, despite these opposite conductance changes and a different anat- 
omy, their photocurrents have kinetic properties quite analogous to those of 
Litttullrs. ~aik-adapted single rod oute; segments yespond to single photons 
with bump-like, quantal currents that rise slowly after a latency of several 
hundred millisecor~ds (Figure 5), and light adaptation reduces the response to 
single photons, permitting the eye also to operate in bright light. 

For a long time, visual physiologists have postulated that in visual transduc- 
tion an "internal transmitter" is released inside the cell (Baylor and Fuortes, 
1970). Now we say that absorption of light by the visual pigment rhodopsin 
initiates a second-messenger cascade acting on transduction channels. This 
concept is needed to explain several featuresof the photoresponse: It accounts 
for the long latency and high temperature dependence.' By introducing amplify- 
irrg steps, it allows one photon to influence many channels. Finally, in the 
vertebrate rod no alternative seems possible, since activated rhodopsin mole- 
cules on the inh.acellular disk membranes close tmnsduction channels several 
mjcrorneters away on the cell surface (Figure 6A). 

Elegant biochemical and biophysical experiments have shown that the sec- 
ond messenRer for phototransduction in vertebrate rods and cones is cvcLrc - 
G ~ W .  The biochemical work revealed a new G-protein-coupled signaling path- 

' While we emphasize that visual tra~lsduction is so slow that it must occur via second- 
messenger cascades, we should also note from the on and off times in Figure 4 that i t  IS one of the 
fastest second-messenger processes w e  have encountered. Photoreceptors have been optimized 
with small geometries that keep diffusion times short and enzymes of high turnover rate tpat make 
the reactions quick. 
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(A) UNCLAhlPED RECEPI'OR POTENTIAL 

Light u 

(8 )  VOLTAGE CLAMP CURREN'I'S 

Time after flash (ms) 

4 ELECTRICAL PROPERTIES OF A PHO'TORECEmOR 

A cell in the ventral photoreceptor of the horseshoe crab Littl~rlus is 
bathed in seawater and impaled with microelectrodes. (A) Membrane 
potential changes following a 20-ms light flash. The potential is nega- 
tiveat rest and, after a latent period, depolarizes transiently in response 
to the flash. The small apparent response duritlg the light flash is 
artifactual. (8) I'hotocurrents recorded with the same light flash in the 
same cell but held at the indicated potentials by a voltage clamp. In this 
invertebrate eye the channels O ~ C I I  with a delay after the brief light 
flash. The reversal potential (zero-current potential) fur the photocur- 
rent is near 0 mV. T = 22°C. [From Millechia and Mauro, 1969.1 

way (Figure 6B; Stryer, 1986). Rhodopsin is a member of the seven-transmem- 
brane-helix family of receptors (Table I in Chapter 7) whose prebound ligand, 
retinal, awaits a photon in order to be isomerized into its "agonist" form. When 
activated by light, rhodopsin stimulates a novel C protein, dubbed TRANSDUCIN 

(GT), whose GTP-bound a-subunit in turn stimulates an enzyme (a phospho- 
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( A )  QUANTAL RESPONSES TO DIM trLAStlES 

'C Toad rod 
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(8) AI'ERAGED RESPONSE 

Time after flash (s) 

5 PHOTORESPONSES TO SINGLE PHOTONS 
Ionic currents recorded in a toad retinal rod during repeated applica- 
tions of extremely dim light flashes calculated to deliver an average of 
only 0.03 photons per square micrometer per flash. (A) Many individu- 
al trials give no response when, presumably, no photon is absorbed. 
Others give apparently unitary or twice unitary responses as, presum- 
ably, one or two photons are absorbed. (B) The averaged response to 99 
flashes shows that gating of channels follows the light flash with a 
considerable delay. The gating in this vertebrate eye is actually a clositt~ 
of channels in response to light. T = 22°C. [From Baylur et al., 1979.1 

diestecase) that breaks down cCMP. Here is an unusual signaling mechanism. 
The ligand is already bound, but inactive, and the primary output is a decrease 
in second-messenger concentration rather than an increase. Like other second- 
messenger pathways, this cascade amplifies the signal. One active rhodopsin 
gives rise to a few hundred active transducins, and each active phospho- 
diesterase enzyme hydrolyzes many molecules of cGMP. Since photocurrents in 
the light-adapted rod recover with time constants around 150 ms at 22°C when 
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(A) ROD PHOTORECEPTOR 

Dark current 
depolarizing 
the cell 

Light- 
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6 TRANSDUCTION IN ROD PHOTORECEI'TORS 

(A) Anatomy of a vertebrate rod. Rhodopsin (Rh), transducin (CT), and 
a phosphudiesterase (I'DE) that cleaves cGMP are associated with intra- 
cellular "disk" membranes. Cyclic GMP is free in the cytopldsm and 
bound to the cCMP-sensitive channel of the outer segment surtace 
mernorane. (B) The  sequence of events initiated by light h v  closes 
channels ot the outer segment. 

the light is turned off, the biochemical cascade must be quickly turned olf. Cone- 
photoreceptors respond even more quickly. Reactions taking place in this short 
time include phosphorylation of activated rhodopsin, which stops its activity, 
hydrolysis of the GTP bound to transducin, and restoration of the free cCMP 
concentration. 

How does cGMP concentration translate into an electrical signal? A break- 
through came from patch-clamp experiments of Fesenko et al. (1985). Using 
excised patches from rod outer segments, they found a nonselective cation 
conductance activated by cCMP solutions applied to the cytoplasn~ic face of the 
membrane. The underlying transduction channel, now investigated in detail, 
has many properties reminiscent of a fast, ligand-gated channel b u t  with a 
membrane orientation opposite to that used in chemical synapses (reviewed by 
Yau and Baylor, 1989; McNaughton, 1990). The channel responds to its agonist, 
cGMP, within microseconds by opening for a couple of milliseconds. Unlike 
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some cCMP-stimulated systems, no kinases or ATP are needed. As with fast 
synaptic receptors, the dose-response curve does not follow single-site kinetics 
described by the Michaelis-Menten equation (see Equation 3-2). Instead, at low 
concentrations the concentration dependence of opening is sigmoid and is better 
described by the Hill equation2 with a cooperativity of n =  1.7 to 3 (Figure 7). 
This relationship means that the channel has a t  least three binding sites for 
cGh.lP that must be occupied to reach the open state. Indeed like synaptic 
ligand-gated receptors, the cGMP-gated channel is an oligomeric membrane 
protein with multiple equivalent agonist-binding subunits (Chapter 9). HOW- 
ever, the binding sites are on the cytoplasmic face rather than the extracellular 
face of the molecule, and surprisingly some amino acid sequence similarities 
suggest an evolutionary relationship to voltage-gated channels (Chapter 19). 

Vertebrate rods and cones are compact, nonspiking cells. Their tonically 
active guanylyl cyclase maintains the cytoplasmic free cCMP concentration at 
about 2 ~ h . 1  in the dark, enough to hold only 2% of the transduction channels 
open. I f  rlo transduction channels were open, K channels of the inner segment 
would make the membrane potential more negative than -80 mV. However, 
the nonselective transduction channels have a reversal potential near +10 mV 
and keep the rod depolarized to near -40 rnV in darkness. At this membrane 

T h e  Hill equation has the form, r - L"I(1 + L"), where r is the response, 11 is the Hill coefficient, 
and 1.1s the tigdnd concentration divided by K o 5 ,  the concentration at which r = 0.5. The Michaelis- 
h.2t.nten equation 1s the same equallon with 11 = 1. 

(A)  I.[NEAR I ' L O ~  ( 0 )  LOG-LOG PLUI 
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e 

Amphibian rod I Iill, n - 3 
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Cyloplasmmc cGMF (k~hc) Cytoplasmic cCMP (pM) 

7 COOPERATIVE ACTIVATION'BY CGMP 

Dose-response relation for opening of visual transduction channels by 
cGMP applied to the cytoplasmic face of the membrane. Current mea- 
sured under voltage clamp on inside-out patches of membrane excised 
from amphibian rod photorcceptors. (A) Linear plot showing sigrnoid 
relation at low concentrations. Frog rod. [From Fesenko.et a]., 1985.1 (6) 
Log-log plot. Theoretical lines are from the Michaelis-Mentcn equation 
(MM) and the Hill equation with a Hill coefficient, n=3. On a log-log 
plot, the slope of the line for n = 3 (Hill) is three times the slope for n = 1 
(MM). Salamander rod. [From Zirnrnerman and Baylor, 1986.1 
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potential, the secretory terminals of the photoreceptor continually release the 
neurotransmitter glutamate onto the second-order cells of the retina. When light 
activates the phosphodiesterase, a small amount of cGMIJ is broken down, some 
of the transduction channels close, the hyperpolarizing light response develops, 
and neurotransmitter release is reriuced. This is how the visual signal is commu- 
nicated to the rest of the vertebrate retina. There is no spiking in the photorecep- 
tor or in the following bipolar and horizontal cells, and the neurotransmitter 
output of all three cell types is continuous and graded throughout their operat- 
ing range. 

Our perceived visual world seems like an instantaneous representation of 
objects before us. We can discriminate light variations at frequencies at least up 
to 15 Hz. How does a system based on an intrinsically slow phototransduction 
cascade followed by a series of nonspiking cells maintain speed? Like some other 
sensory pathways, the visual pathway acts to emphasize the utiset of intensity 
changes and to deemphasize constant or slowly varying light. Some of this 
transformation is accomplished within the rods and cones before the signal is 
passed to second-order cells (Attwell, 1986; Yau and Baylor, 1989; McNaughton, 
1990). This processing includes fast components of light adaptation and "back- 
ground subtraction." In a somewhat tricky manner, at least three chanrlels in the 
photoreceptor contribute to this signal processing. The first is the transduction 
channel itself. Not only does this channel govern membrane potential, but being 
more permeable to Ca2+ than to Na*, it also regulates the inflow of an impor- 
tant second messenger. Closure of transduction channels in the light slows 
Ca2+ entry and leads to a fall of [Ca2+ I,  in the outer segment. Undoubtedly 
many enzymatic activities are affected. One of them is the guanylyl cyclase, 
which speeds up as [Ca2+], falls. The accelerated synthesis o f  cGhfP begins to 
counteract the accelerated breakdown caused by light. As this feedback takes 
about 1 s to develop, the current response to a step of light is damped within a 
second. 

Two voltage-gated currents in the inner segment of the photoreceptor also 
contribute to signal shaping. One is the hyperpolarization-activated I,, (Bader et 
al, 1982); the other, a noninactivating, slow delayed-rectifier-like potassium 
current, IK, (Beech and Barnes, 1989). At the dark membrane potential, the IKr 
channels are open and Ih channels are closed. When the shutting of transduction 
channels hyperpolarizes the photoreceptor, the IKx channels tend to close and, 
with large hyperpolarizations, I,, channels tend to open. The falling outward 
current ( &  IK,) and rising inward current ( f I,,) both damp the hyperpolarizing 
effect of light. As these two voltage-gated channels gate with 100- to 200-ms 
relaxation times in photoreceptors (22"C), they cause the voltage response to light 
to fade during the first 100 to 2UO ms, again producing sensory adaptation. The 
events are analogous to those shaping the pacemaker potential in the heart 
where a repolarization initiates gradual deactivation of a slow IK and a gradual 
activation of I,,. In summary, delayed feedback exerted by Ca2+ ions and by two 
voltage-gated channels produces automatic gain control and resetting of the 
operating point of rods and cones and at the same time enhances the high- 
frequency components of the photoresponse. 
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CIre~rricnl serrses use all imlzginnble mecha~listns 
Vertebrate taste receptors are compact nonspiking cells in taste buds of the 
tongue (Roper, 1989). They are organized as  a tight epithelium with only a tiny 
fraction of their total membrane exposed at  the apical end  to stimulants. Differ- 
ent cells respond to different tastants, but in each case the chemical stimulus 
depolarizes the cell causing release of a n  excitatory neurotransmitter. Action 
potentials set up  in axons of the second-order neurons carry taste information to 
the brain. Patch-clamp studies reveal a n  amazing variety of transduction mecha- 
nisms (Table 2). The tastant may operate directly o n  apical channels to block 
them (H', see Chapter 15), to pass through them (Na+),  o r  as  a ligand to gate 
them (L-arginine). Alternatively, the tastant may act indirectly via second mes- 
sengers, closing potassium channels by phosphorylation (sweet) or raising 
[Ca2+], (bitter). Many details remain to be worked out, s o  Table 2 should be 
considered partial and preliminary. 

Vertebrate oltactory receptor cells have sensory cilia extending from the 
olfactory epithelium intcl the mucus of the nasal cavity and axons that carry 
action potentials to the brain. These cells express a family of several hundred 
ditferent G-protein-coupled receptors that are believed to bind thousands of 
kinds of odorant molecules (Buck and Axel, 1991). O n e  mode of odor transduc- 
tion involves CAMP. Isolated olfactory cilia have a n  exceptionally active, G-pro- 
tein coupled "ODORANT- END EN DENT" ADENYLYL CYCLASE (Pace et  al., 1985).3 

'Cell ~nrrnbrancs of olfactuly cilia contain several G proteins. The one that is presumed to 
couple d o r a n t  receptors to the cyrlase is unique to olfactory epithelia and is dubbed Gulf (Jones and 
Reed, 1989). Cull is a close relative of the G,  protcin used by other cells to activate adenylyl cyclase. 

TABLE 2. CHEMICAL TRANSDUCTION 

Sample 
Chemical modality stimulus Mechanism of depolarizatiun 

Salt NaCI Permeation by Na ions of apical amiloride- 
sensitive cation channels 

Sour taste Acid Block of apical K channels by protons 
Amino acid taste L-Arginine Opening of apical nonselective channels gated 

directly by extracellular arginine as a ligand 
Sweet taste Sucrose Adenylyl cyclase, phosphorylation, closure of 

K channels 
Bitter taste Denatonium Unknown, [Ca2' 1, riscs 
Smell Various f Adenylyl cyclase, opening of nonselective 

channels gated cooperatively by intracellular 
CAMP as  a lieand 

Most of the chemical modalities listed are suspected to use more than one mechanism, perhaps in 
different cells. The exatnplrs here are taken from fish, frogs, and rats. 
Fur references see reviews: Kinnainou (1988); Avenrt and Lindemann (1989); Anholt (1989); Roper 
(1989). 
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Within 50 n ~ s  of the application of an odorant, the cAhlP concentration rises to a 
new peak (Breer ct  al., 1990)." This second messenger is the intracellular ligand 
for opening olfactory transduction channels. Membrane patches. excised from 
olfactory cilia have a nonspecific cation conductance that is cooperatively acti- 
vated by CAMP or cGMP with a Hill coefficient, 11 = 1.7 (Nakaniura and Gold, 
1987). The transduction is reminiscent of that in the eye except that here the 
synthesis rather than the breakrlozun of a cyclic nucleotide is activated and there- 
fore the response is a depolarizing one. Moreover the cyclic-nucleotide sensitive 
channels of photoreceptors and olfactory cells are homologous proteins evolved 
from a common ancestor. Their amino acid sequences share almost 60% identity 
(Dhallan et al., 1990). 

In short, chemical senses use most of the known mechanisms for affecting 
channels with a ligand. A chemical st~mulus can be a blocker, a direct ligand, or 
a remote-acting modulator of transduction channels. Progress in this area is too 
rapid to give a balanced perspective now of this fascinating diversity. 

Transport epithelia are vectorially corrstnrcted 
The moist glands, ducts, and vessels of all animals are lined with transport 
epithelia. These cell sheets have the task of moving salt and fluid between two 
body compartments. Thus s e c n E T o n Y  EPITIIELIA make sweat, tears, and diges- 
tive juices, and ABSORPTIVE E F I T ~ ~ E L I A  recover salts in the intestine and kidney as 
well as in the gills and skin of fresh-water organisms. How is this done? The 
essential principle was recognized more than 30 years ago by Koefoed-Johnsen 
and Ussing (1958): Vectorial transport across a cell sheet requires different types 
of transport devices to be selectively inserted on opposite sides of the cells 
(Figure 8)-each cell has polarity. For the frog skin they proposed that the 
outward-facing cell membrane is Na pernleable and lets Na+ ions enter from the 
external solution (pond water); the inner (serosal) membrane contains Na + -K + 

pumps actively transporting Na + ions from the cell into the body fluids, and K +  
ions in the opposite direction, at the expense of metabolic energy (ATP); and the 
inner membrane also has a high passive permeability to K +  ions. In this model 
with three localized transport devices, K +  ions would recycle across the inside 
membrane as Na+ ions enter the outer membrane passively and are pumped 
across the inner membrane into the animal. 

The transport devices in epithelia are now much better understood, and 
many more have been discovered. The specific disposition postulated in Figure 8 

: is known to be correct for some Na-resorbing sys temsf rog  skin, bladder, parts 
of thecolon, and the collecting duct of the kidney (Hunter, 1990). The postulated 
apical Na permeability is in fact a specific class of Na-selective ionic channels, 

. blockable by the drug AMILORIDE but not by tetrodotoxin (Garty and Benos, 
1988). Indeed amiloride is used clinically as a diuretic, promoting excretion of 

: Na+ and water by blocking reuptake by these channels in the kidney. The 

'In insect antennae, a d~fferent second messenger, 1P3, rises slm~larly qu~ckly after appl~cat~on uf 
an olfactory shrnulus and CAMP IS not affected (Breer et al., 1990) 
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8 lONlC CHANNELS IN ABSORPTIVE EPITHELlA 
Koetoed-Johnscn and Ussing (1958) suggested that net transport of 
Na + ions across the frog skin requires three membrane elements: A 
Na '-selective permeability on the external (apical) face and a K '- 
selective permeability and the Naf -K ' pump on the inner (basal) face. 

post~ilated basolateral K permeability is probably made up  of several kinds of K 
channels that are blocked by some of the conventional blockers, Ba2+, Cs+,  and 
quinidine. Other epithelia contain a variety of familiar K and C1 channels 
including CI(Ca) and the BK type of K(Ca) channels (Frizzell and Halm, 1990; 
Hunter, 190; McCann and Welsh, 1990; Marty, 1987; Petersen and Gallacher, 
1988). On the other hand, some channels that are common in excitable cells are 
not prominent in epithelia-voltage-gated Na, Ca, I,,, and A-type K channels 
and fast-ligand gated channels of the synaptic type. The job of channels in 
epithelia is nut so much to make signals as it is to regulate net flow of ions and to 
establish electrical driving forces that promote movements of other ions. 

Epithelial transport is often regulated by modulation of the secretory ionic 
channels. Thus Na resorption in the kidney is augmented when antidiuretic 
hormone (vasopressin) or aldosterone recruit more amiloride-sensitive Na chan- 
nels in the apical rnemb~ane ,~  and it is decreased when atrial natriuretic peptide 
closes amiloride-sensitive channels (Lcvine et al., 1981; Garty and Benos, 1988; 

In addition lo recruiting amiluride-sunsitiv channels by a CAMP-regulated pathwdy, higher 
concentrations ot antidiuretic hormone recruit other nearly ion-impermeable but highly water- 
yurmrahlr pores to the apical cell surface iron1 an intracellular pool (Finkelstein, 1987; Garty and 
&nos, 1986). The water-flow pores are in tubular vesicle membranes in the cytopfasm, which the 
hormone causes to fuse to the cell surface. A similar theme is repeated in other epithelia that move 
transport devices, such as proton pumps, in vesicle membranes to and.hom the surface in response 
to various stimuli. 
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P Light et at., 1990; see Chapter 7). An even more obvious example, however, is 
. the nervous control of secretory glands (Marty, 1987; Petersen and Gallacher, 

1988; McCann and Welsh, 1990; Frizzell and Halm, 1990). Fortunately we do not 
normally salivate, weep, or sweat profusely, but we can cluickly be made to do 
so. One regulatory pathway involves an increase of intracellular free Ca2 '. 
Figure 9 outlines the parasympathetic control of salt secretion (and hence fluid 
secretion) in the lacrimal The acinar cells are set up to "pump" CI- ions 
from interstitial fluid to the secreted fluid, with cations and water following 
passively. At the basolateral side, C1- ions are forced into the cell by a carrier 
system, probably the Naf -K+-2CI- cotransporter, that uses the Na+ gradient 
as an energy source to move CI- " ~ p h i l l . " ~  At the apical side, CI - ions escape 
down their electrochemical gradient through secretory CI(Ca) channels. The 

, Na+-K+ pump makes the Na+ gradient, and K(Ca) channels recycle the K +  
ions. Here there is no secretion at rest because the CI(Ca) and K(Ca) channels are 
dosed. Secretion is activated when parasympathetic nerve fibers release ACh 
(and also additional peptide transmitters), which, via rnuscarinic receptors act- 
ing on PI turnover and generation of IP,, mobilizes Ca2 ions from intracellular 
stores of the acinar cells and coordinately opens the two Ca-sensitive channels. 
Each step in this signaling pathway is a familiar one. A similar model is pro- 
posed for parasympathetic control of salivation and secretion of digestive juices 
from the pancreatic acinus (Petersen and Gallacher, 1988). 

Other common regulators of secretory C1 channels use protein phosphoryla- 
tion. Secretion in the intestines, airways, and pancreatic ducts is stimulated by 
agents that raise CAMP, including norepinephrine, VIP (vasoactive intestinal 
polypeptide), secretin, and cholera toxin.7 The effect on the C1 channels can be 
nicely demonstrated using the patch clamp (Figure 10). Exposing the cyto- 
plasmic face of the membrane to ATP and activated forms of either of two 

- kinases, PKA or PKC, will open secretory CI channels in patches excised from 
airway epithelial cells. 

A devastating malfunction of secretory regulation occurs in cystic fibrosis, 
the most common fatal genetic disease (Quinton, 1990). One in 20 Caucasian 
people carries an allele of this recessive Mendelian trait. Therefore the ofbpring 
of 1 in 400 couples are at risk: about 25% of these children would be homozygous 
and will have the disease. hlanifestations include clogging of the airways by a 
mucus too dry to be moved by the normal conveyor-belt action of ciliary beating, 

, as well as a deficit of pancreatic digestive juices and an unusual saltiness of 
sweat. All are due to loss of CI channel regulation (Schoumacher et al., 1987; Li 
et al., 1988; McCann and Welsh, 1990; Frizzell and Halm, 1990). Airway cells of 

One of many cotransport deviccs, thc Na t-K ' -2CI- cotransporter behaves like a carrier 
system that must load a Na ' ion, a K ' ion, and two CI- ions at one face of the membrane in order to 
trawport them to the other face. The cotransportrr is blocked by the clinical diuretic furosemide. 

'Secretory glands are often under control of both branches of the autonomic nervous system. 
Either can induce secretion but often w ~ t h  a different composition because the second messenger 
aystems and intracellular targets are not identical. The major danger of the disease cholera is death 
horn dehydmtion caused by excessive secretion of fluid into the intestine. Cholera toxin en- 

+ zymatically activates the G protein G,, and thereby opens secretory C1 channels as the cellular CAMP 
b: concentration rises out of control. 



(A) SECRETION 

(B) EXCITA'I'lON-SECRETION COUPLING 

9 AUTONOMIC AffIVATION OF SECRETORY CHANNELS 
Control of secretion in a gland like the lacrimal gland. (A) Pathways of 
ionic transport during formation of tears. The basolateral membrane 
has a Naf -Kt pump, a Na * - K f  -2C1- cotransporter, and K(Ca) chan- 
nels. The apical (luminal) membrane has CI(Ca) and perhaps K(Ca) 
channels. Sodium ions enter the secreted fluid by the paracellular 
pathway between the epithelial cells. (8) Signal pathway for regulating 
secretion. Parasympathetic nerve terminals release ACh, which acts on 
a G-protein-coupled muscarinic receptor (M) to mobilize intracellular 
Ca2+ and open secretory CI(Ca) channels and K(Ca) channels. The 
model is a compromise between the ideas of Marty (1987) and Petersen 
and Gallacher (1988). 

cystic fibrosis patients make normal amounts of CAMP in response to se- 
cretagogues, but the CI channels do not open. In experiments with excised 
patches as in Figure 10, active PKA or PKC does not open channels from 
diseased cells even though other maneuvers (long depolanzations) demonstrate 
that the channels are there. 
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(A) CONTROL 

- 

(B) ATP t CATALYTIC SUBUNIT 

Time (s) 

10 PHOSPHORYLATION OPENS SECRETORY CI CHANNELS 

Patch clamp recordings of unitary CI channels in patches excised from 
normal human airway epithelial cells. (A) No channel openings are 
seen during many minutes of recording in control conditions. (B) One 
channel remains open almost all the time after the inside-out patch is 
exposed to a solution containing catalytic subunit of CAMP-dependent 
protein kinase and MgATP. Dashed line shows the current level when 
the channel is closed. T = 22°C. [From Li et al., 1988.1 

The defective gene of cystic fibrosis patients has been cloned (Riordan et al., 
1989). The predicted protein (dubbed the cystic fibrosis transmembrane conduc- 
tance regulator) appears to be a membrane protein (Chapter 9), and expression 
of the cloned mRNA induces secretory CI channels in cells that normally do not 
have them (Kartner et al., 1991). In the most common form of the diseased 
protein, a single phenylalanine residue is missing from a 1,480 amino acid 
sequence. Top priority is being given to understanding this gene product in the 
hope that corrective strategies can be developed. 

Iniracellular organelles have channels, inclrrding 
IPS-receptor channels 
This book emphasizes channels whose physiological home is in the plasma 
membrane of the cell. Lying at the interface of the cell with the environment, 
they are in a prime position to receive extracellular chemical signals, to detect 
and spread electrical messages over the entire cytoplasmic surface, and to 
mediate transport. However, there must as well be channels performing analo- 
gous functions locally on each intracellular organelle. Because they are less 
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accessible to conventional electrophysiology, we know much less about these 
channels, but we can expect to find an impressive repertoire of specialized 
molecules when their time comes. 

So far channels have been identified on mitochondria of many eukaryotes, 
on the nuclear envelope, endoplasmic reticulum, and synaptic vesicles of animal 
cells, and on the vacuolar membrane of yeast (Colombini, 1987; Sorgato et al., 
1987; Mazwnti et al., 1990; Miller, 1978; Coronado et al., 1980; Rahamimoff et 
al., 1988; Bertl and Slayman, 1990). For most of them no role is known, but for 
one family, the Ca-release channels, a major role is clear (Tsien and Tsien, 1990). 
As we discussed in Chapters 4, 5, and 7, the intracellular free Ca2+ concentra- 
tion, [Ca2 +I , ,  regulates activities of many channels and cytoplasmic enzymes. 
Some Ca2+ signals are generated by Ca2 + ions entering the cytoplasm from the 
extr'~ellular n~ediurn through Ca-permeable channels such as voltage-gated 
HVA and LVA Ca channels, NMDA-type glutamate receptors, some ATP recep- 
tors, and cCMP-activated channels of photoreceptors. These Ca2+ signals van- 
ish when a Ca-free solution is perfused in the bath. Other signals are generated 
by Ca2+ ions released from intracellular stores-the sarcoplasmic reticulum of 
muscle fibers and probably portions of the endoplasmic reticulum of all cells. 
Calcium ions are accumulated at millimolar concentrations within these intra- 
cellular organelles by ATP-dependent Ca2+ pumps in their membranes and can 
be released again into the cytoplasm when IF3 or other signals open Ca-release 
channels. Classically some of the uptake and release properties of these organ- 
elles were discovered by Ca2+ flux measurements on cell fractions containing 
them. In muscle, intracellular Ca2+ release is essential for excitation-contraction 
coupling, and in other cells responding to hormones and agonists with phos- 
phoinositide turnover Ca2 + release may initiate salt secretion (Figure 9B), exo- 
cytosis of secretory granules, or contraction. Persistence of [Ca2+Ii signals in 
cells bathed by Ca-free extracellular solutions is good evidence for release from 
intracellular stores. However, after a few minutes even the intracellular com- 
partments may become depleted and signaling will stop until external Ca2' ions 
become available to replenish the supply. 

Two groups of intracellular Ca-release channels have been distinguished, the 
Ir>, RECEITOKS and the KYANODINE KECEITORS. There may well be others. We will 
emphasize the IP3 receptor channel in the first part of this discussion, saving the 
ryanodine receptor for later. 

Calcium release has been studied indirectly in many cell types using patch- 
clamp methods to observe the opening of Ca-activated channels as an assay of 
local [Ca' + I i  increases. Thus when ACh is perfused onto a lacrimal-gland acinar 
cell, the opening of Ca-activated channels can readily be seen as a change of 
current (Figure 11A). The currents fail to develop if enough EGTA or BAPTA is 
included in the pipette solution to prevent a rise of [Ca2+li (Evans and Marty, 
1986; Marty and Tan, 1989). In this experiment, conditions are use# that empha- 
size CI(Ca) channel currents, but K(Ca) channels can also be used to report a rise 
of [Ca2+Ii. The ACh response is accompanied by a biochemically measurable 
phosphoinositide turnover and can be mimicked by breaking through to whole- 
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(A) TRANSIENTS (U) [ ~ i l ~ ' ] ,  TRANSIENT 

0.5 p~ ACh 

11 MANIFESTATIONS OF CaZ+ RELEASE 
Responses of single acinar cells dissociated frclni rat ldcrirnal gland. (A) 
Whole-cell voltage clanlp showing develop~nent of inward CI(Ca) cur- 
rent when ACh is perfused in the bath (bar) or when an  on-cell patch 
pipette containing 1P3 suddenly breaks through ~ n t o  whole-cell mode 
and delivers IP, to the cytoplasm. Other channels, particularly K(Ca) 
channels, have been blocked, and E,, has been artificially increased to 0 
rnV by using a high-CI pipette solution. EM = -60 rnV. (8) Increase of 
[CaZ '1, reported by fura-2 dye in the cytoplasm as ACh is perfused in 
the bath. T=21°C. [From Marty and Tan, 1989.) 

cell recording mode with a pipette containing either IP3 (Figure 11A) or a Ca 
buffer with elevated (1 p ~ )  free Ca2+. 

Calcium release can also be studied more directly by optical measurements of 
[Ca2+Ii using Ca-indicator dyes. Roger Tsien and his colleagues (Grynkiewicz et 
al., 1985; R.Y. Tsien, 1989) have designed valuable new fluorescent dyes based 
on the structure of EGTA that report [Ca2+ I i  over the physiological concentra- 
tion range.* An important feature is that absolute [Ca2+] levels can be deter- 
mined from ratios of fluorescence signals at two excitation wavelengths or at two 
emission wavelengths in a manner that is independent of the dye concentration. 
Such measurements are sensitive enough to be done on single small cells, 
indeed even on small regions of cells.   his method shows that lacrimal cells have 
a [Ca2+li of about 80 nM at rest which rises transiently to near 500 nM during 
stimulation with ACh (Figure 118). 

'Examples include fura-2 and indo-1. The same lab designed new Ca buffers such as BAITA. 
Some older absorption dyes such as Arsenazo 111 continue to bc useful for measuring [CaZ'\, 
transients that rise above 1 PM, as during contraction of skeletal muscle. 
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The time course of agonist-stimulated [Ca2+ I i  elevation depends on the cell 
type and agonist concentration. Typically it follows agonist application with a 
delay of more than a few hundred milliseconds, and then it may rise quickly in 
an initial transient followed by a delayed and sustained elevation, or it may 
occur as a series of repetitive, spikelike pulses reminiscent of extremely slow 
repetitive firing in a neuron (Woods et al., 1986; Berridge and Irvine, 1989). 
Unlike Ca signals generated by voltage-gated Ca channels on the cell surface, 
those induced by ACh depend little on the holding potential of the cell. They 
occur whether the cell is hiperpolarized to - 100 m~ br depolarized to 0 mV. IA 
cell lines derived from white blood cells, the steady-state relationship between 
IP, concentration and Ca2+ release has been measured quantitatively (Meyer et 
a]., 1988). At low concentrations of IF3 the [Ca2 + 1, rises as the 2.7 power of [IP,], 
implying that at least three molecules of IP, must bind before the release channel 
w~ll open. This result fits well with the observed structure of the purified 
receptor macromolecule, which contains four identical protein subunits (Chap- 
ter 9). 

fiow can one voltage clamp channels of tiny organelles? A useful method 
involves cell fractionation to prepare membrane vesicles of the organelle; the 
vesicles are then allowed to fuse with a larger, planar phospholipid membrane 
for study (Miller, 1978, 1986). The planar membrane can be preformed across a 
small hole separating two aqueous compartments or at the tip of a pipette. With 
appropriate conditions, vesicles added to one side will begin to fuse with the 
planar membrane, adding channels to the pure lipid bilayer (Figure 12). This 
method is also useful for reconstitution studies of channel glycoproteins that 
have been purified to near chemical homogeneity. Isolated vesicles of endo- 
plasmic reticulum bind IP, at high affinity in a manner that is competitively 
antagonized by the anionic sugar polymer, heparin (Worley et al., 1987). Fusion 

12 TRANSFERRING A CHANNEL TO A PLANAR BILAYER 

A bilayer made from, e.g., phosphatidylserine, i i  formed across a 
Teflon partition separating two compartments. Native vesicles derived 
by cell fractionation or reconstituted vesicles with purified channels are 
allowed to fuse with the planar bilayer. 
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of such vesicles with planar bilayers reveals channels that can be activated by IP, 
but are otherwise silent (Figure 13A). They are not activated by caffeine, which 
as  w e  shall see is a n  activator of another class of Ca-release channels. 

Skeletal muscle has ryatzodine receptors 
for Ca2+ release 
Now let us turn to the second group of Ca-release channels, first recognized in 
sarcoplasmic reticulum (SR) of skeletal muscle. Contraction of skeletal muscle is 
regulated by Ca2+ ions released from the SR cisternae that surround every 
myofibril (Liittgau and Stephenson, 1986). Two pharmacological agents, CAP- 

F E ~ N E  and RYANODINE, have been useful in studying the release process. High 
concentrations of caffeine (1 to  10 m ~ )  induce co~ltractures of muscle fibers, 
release Ca2+ ions from fractionated SR vesicles, and open Ca-release channels of 
skeletal muscle in planar bilayers (Figure 13B). Caffeine also raises [Ca2+], in 
neurons. It acts quickly and is quickly reversed by washing. On the other hand 
nanomolar concentrations of ryanodine slowly induce irreversible contractures 
of skeletal muscle, make SR vesicles leak Ca", and, in bilayer studies, lock 
release channels into an  open state of low conductance. Ryanodine has such a 

( A )  AORTIC b1IISCI.E (0) SKE1,ETP.L MUSCLE 

Cc)tjIrol ('unltul 

- - 

1 n\M caffeine 1 mhl caffeine 

I I I I l - - L _  I I I I L A  
0 200 400 0 200 4DO 

Time (ms) 'l'imc (ms) 

13 Ca-RELEASE CHANNELS IN A PLANAR BlLAYER 

Chemical stimulation of channels from the sarcoplasmic reticulum of 
rabbit skeletal muscle or dog aortic smooth muscle. Unitary currents arc. 
recorded at  0 mV in CI-free solutions with a Ca concentration gradient: 
5 mM cytoplasmic side, 53 mu "luminal" side. Openings are plotted 
upward. (A) IP, opens two low-conductance channels from smooth- 
muscle SIi. (B) Caffeine holds a high-conductance channel from skeletal 
muscle SR open most of the time. [From Ehrlich and Watras, 1988.) 
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high affinity that it was used as  a label for the first purification of Ca-release 
channels of skeletal muscle and has lent its name to the channel (Inui et a]., 1987; 
Fleischer and Inui, 1989). Purified ryanodine receptors have the functional 
properties of native Ca-release channels (Smith et al., 1988; Lai et al. 1988) 
including the property of being opened by Ca2+ itself: cytoplasmic CaZ+ (1 PM) 
can cause release of Ca2 + from SR. This phenomenon, Ca-induced Ca release, 
must facilitate rapid signal growth and probably contributes to the sudden rise 
of [Ca2'], in other cells including the lacrimal gland acinar cells in Figure 11. 
Caffeine potentiates Ca-induced Ca release (Endo et al., 1970). 

There are some structural similarities between the two groups of Ca release 
channels, the IP, receptors and the ryanodine receptors. They are cation chan- 
nels with a 5- to 10-fold preference for Ca2+ ions over small monovalent ions. 
They are megadalton protein complexes with four large peptide chains and 
some similarities in amino-acid sequence (Chapter 9). They both occupy intra- 
cellular membranes of many cell types (although usually not the same mem- 
branes). Nevertheless they respond to different signals (Figure 13; Table 3) and 
are specialized for different roles. It is already clear that the properties of these 
channels vary in different cell types, and it also seems possible that there are 
additional groups of release channels still to be discovered. 

The njatlodirle receptor Iras recruited a voltage sensor 
Skeletal muscle fibers normally twitch after an action potential spreads over the 
surface membrane, and will continue to do so for many minutes while being 
bathed in Ca-free solutions. A steep voltage dependence of Ca2+ release from 
SR (Figure l4A) gives a steep voltage dependence of contraction (Figure 14B). 
Note that the voltage plotted is that of the surface membrane, whereas the release 
is from an i t l t rr t iul  membrane compartment whose membrane potential is not 

TABLE 3. TWO CLASSES OF Ca-RELEASE CHANNEL 

Receptor Type 

11'- Ryanodine 

Skeletal muscle bfinor Dominant 
Smooth muscle Dominant Minor 
Neurons Significant Significant 
IF, (1-100 nhz) Opens No action 
Ryanodine No action Partial opener 
Caffeine No action Opens 
CdZC 11 p ~ )  Inhibits Opens 
Ruthenium red No action Blgcks 
Heparin IP, antagonist Potentiates 
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14 VOLTAGE-DEPENDENT Ca RELEASE IN MUSCLE 
Two manifestations of the excitation-contraction coupling mechanism 
in frog skeletal muscle. (A) Optical measurement of intracellular free 
Ca2+ during applied membrane depolarizations. The membrane is 
depolarized in  a voltage-clamp step while [Cali], is monitored from the 
absorbance changes of arsenazo 111 injected into a single muscle fiber. 
The applied depolarizations of the muscle surface membrane release 
Ca2+ from the intracellular sarcoplasmic reticulum. Note that unlike 
Ca2' entry from the outside, this ca2' release does not diminish as E,, 
approaches Ec,. [From Miledi et al., 1977.1 (8) Peak tension elicited in a 
single frog muscle fiber depolarized for IOU ms by a two-microelectrode 
voltage clamp to various potentials. T =  14°C. [From Caputo et a]., 
1984.1 

being changed. One of the great challenges of excitation-contraction coupling 
has been to explain how the release mechanism in the SR knows what is 
happening at the surface. How can a channel in one membrane listen to a 
voltage sensor in another? 
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Let us first consider the anatomy. The surface membrane of skeletal muscle 
fibers invaginates in a network of TI~ANSVERSE (I.) TUBULES (Figure 15A) that 
carries the action potential into the depths of the fiber. No part of the contractile 
machinery is further than 1.5 pm from a T tubule that carries the electrical signal 
for contraction. Terminal cisternae of the caz+-containing SR press closely 
against each T tubule, forming the triadic T-SR junction (Figure 15B). With the 
electron microscope, Franzini-Armstrong (1970) identified regular palisades of 
electron-dense bridges, FEET, spanning the 160-14 (16 nm) gap between the two 
membrane systems, which she suggested may communicate the coupling signal 

(A) CLASSICAL DIAGRAM (B) MICROGRAPH 

15 MEMBRANE SYSTEMS IN A'SKELETAL MUSCLE 

(A) Cut-away fine-structure diagram of a frog muscle fiber. Parts of five 
intracellular myofibrils, the bundles of contractile proteins, are shown 
overlain by a girdle of SR and T-tubules, covered in turn by the surface 
membrane through which the T-tubules open. [Modified from 
Peachey, 1965.1 (B) Electron micrographs of fish muscle showing SR 
and T-tubules cut in cross section and longitudinally. Electron-dense 
feet bridge the two membrane systems at regular intervals (ar- 
rows). The placement and number of the T-tubules within the sar- 
comere differs in fish and frog, but the feet are similar. [From Franzini- 
Armstrong and Nunzi, 19831 



Ca2+ release. They were laid out almost in a lattice with about 700 feetlFm2 of 
ctional membrane. Much later, with the isolation of ryanodine receptors, 

as, recognized to be a ryanodine-receptor complex with a major 
domain projecting from the SR membrane (Inui et al., 1987). 
rical properties of the T-tubule network have been studied for over 

the T-tubule membrane 
ins a voltage sensor. Recall from our discussion of gating charge and gating 
nt in Chapter 2 that voltage sensitivity can arise only if a molecule has 

rges or dipoles that are pushed or turned by electric field changes to 
oltage-dependent process (see Figure 5 in Chapter 3). The movement 
ting charges after a change of the membrane potential should be seen 

rch for such a CHARCX 

OVEMENT, Schneider and Chandler blocked ionic currents as much as was 
ssible with TTX, TEA, and R b +  ions and then voltage-clamped the muscle 

ith two pulse protocols. The first used, for example, 50 mV steps from 
-30 mV, which should move the sensor, since contraction develops over 

ltage range (Figure 14). The second used 50-mV steps from - 130 to - 80 
, which should not move the sensor. Subtracting the two sets of current 

ces from each other would, they reasoned, cancel identical, voltage- 
dependent components of linear leak and capacity current while leaving 

etric components that might arise from movements of a voltage sensor. 
observed charge movement had appropriate properties. It flowed for a 
liseconds after the depolarization, and came back again after the repolar- 
(Figure 16A). It had a steep voltage dependence centered around - 45 

lgure 16B). It disappeared (and contraction ceased) when the T-tubular 
tern was disrupted by osmotic shocks (Chandler et al., 1976b). And like the 
tradile mechanism (Hodgkin and Horowicz, 1960b), it became refractory in 
rs that were depolarized for longer than a few seconds. The density of 

harge units was about 500/~1n' of T-SR junctional membrane. On the 
these experiments, Chandler and colleagues proposed that a charged 
ent within the T-tubule membrane serves as the voltage sensor for 

ng a Ca-release channel on the SR (Figure 17A). A mechanical linkage, 
as the feet seen in the electron microscope, might couple the signal from 

membrane to the other. 
ge sensor of excitation-contraction coupling seems in all respects 
voltage-gated channel: The voltage dependence and charge move- 
le those, for example, of Na channels (Chapter 18). Thc n~idpoint 

xtracellular divalent ion 
ntrations or pH (Dorrscheidt-Kafer, 1976) just as the gating of Na, K, and 
annels is (Chapter 17). Also as in these channels, the charge movement is 

te states before reaching 
e that opens the channel (Melzer et a]., 1986), and long depolarizations 
reversible inactivation. This analogy became much stronger with the 
that blockers of L-type Ca channels paralyze contraction of skeletal 

e (Eisenberg et al., 1983) by reducing charge movement and Ca release 
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( A )  TIME COURSE 

(Rios and Brum, 1987). Such actions of nifedipine and D-600 depend on mem- 
brane potential (Berwe et al., 1987; Rios and Brum, 1987) just as the block of 
L-type Ca channels depends on potential (Figure 18 in Chapter 4). Furthermore, 
isolated T-tubule membranes turn out to have more binding sites for dihy- 
dropyridine Ca-channel blockers than any other membrane-several hundred 
per square micrometer. 

(B) VOLTAGE DEPENDENCE 

Does this mean that excitation-contraction coupling in skeletal muscle uses a 
voltage-gated Ca channel? The answer seems to be yes and no. Voltage-clamp 
depolarizations d o  reveal dihydropyridine-sensitive Ca cuvents coming from 
channels that are confined to the T-tubular system (Figure 18). However, com- 
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16 CHARGE MOVEMENT IN SKELETAL MUSCLE 

(A) Recording of charge movements for a voltage step from - 80 to - 30 
mV by subtracting the response to a reference pulse from - 130 to -80 
mV. The method is the same as is used to record ionic currents minus 
leak and capacity currents, except that solutions are chosen to block all 
ionic channels. Frog muscle fiber. ?'= 1°C. At room temperature the 
events would be about 10-fold faster. (B) Voltage dependence of charge 
moved. The quantity plotted is the mean time integral of "on" and 
"off" movements measured as in part A. Line is a Boltzmann curve 
(Equation 2-22) with a midpoint of -48 mV and a valence z =  2.9 r .  
[From Chandler et al., 1976a.1 
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17 MODELS OF T-SR COUPLING 

(A) Schneider and Chandler (1973) envisic~ned a charged sensor in thc 
T-tubular membrane pulling on  a plunger to open the release channel 
in the SR rnernbrane. [From Chandler et ,>I. ,  197hb.l ( U )  Two membrane 
proteins, the dihydropyridine receptor with voltage sensclrs and the 
ryanodine receptor with a foot and pore, are now knc)wr~ 10 be cornpo- 
nents of the release machinery. [After Takeslurna et  al., 1989.1 

Frog muscle, 2Z°C 

Time (s) 

18 SLOW Ic, OF SKELETAL MUSCLE 

The unusual, dihydropyriciine-sensitive lc, of skeletal muscle T tu- 
bules. Frog muscle fiber filled with isotonic (TEA)2 ECTA and bathed in 
100 mM Ca methansultonate. Voltage-clamp step from - 70 to - 10 mV. 
Note the slow time scale. 'l'= 22°C. [From Alrncrs et al, 1981.1 
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pared with typical L-type channels in other cells the activation kinetics of this 
channel are at least 100-fold slower, so it would be unable to open during the 
2-ms action potential of a skeletal muscle. Strangely also, the peak current is 
only 2 to 3% of the size expected if all the dihydropyridine receptors in T-tubules 
were functional Ca channels (Schwartz et at., 1985). As extracellular Ca2+ ions 
are not even needed for excitation-contraction coupling in skeletal muscle, the 
conclusion is that the many dihydropyridine receptors are the voltage sensors 
for contraction but they are not being used as channels (Rios and Brum, 1987). 

These ideas received a dramatic verification once the messenger RNA 
(mRNA) for the skeletal-muscle dihydropyridine receptor had been cloned (Tan- 
abe et al., 1988). The cloned receptor of skeletal muscle has a predicted amino 
acid sequence that shows the typical features, including voltage sensors, of 
other voltage-gated channels and of more typical Ca channels (Tanabe et al., 
1987; Chapter 9). The experiment involves a lethal mutation of excitation- 
contraction coupling in mice, the muscular dysgenesis mutant. Embryonic mus- 
cle homozygous for this trait makes action potentials but does not twitch. It also 
lacks the dihydropyridine-sensitive, slow Ic. of normal muscle. Probing of its 
DNA reveals changes in the structural gene for the muscle dihydropyridine 
receptor, and probing of its mlWA reveals that no receptor mRNA is made. 
These cells can be "cured" by injecting con~plementary DNA for the normal 
message. Within a few days they begin to contract and to express the slow Ic ,  
Such experiments show that early in animal evolution a Ca channel macro- 
molecule was enlisted for a completely different service, as a sensor, to regulate 
a Ca-release channel in another membrane. This molecule is still channel-like, as 
some of them, perhaps those not co~nplexed to a ryanodine receptor, give the 
slow I c ,  of a nluscle fiber. 

Our molecular picture of excitation-contraction coupling is summarized in 
Figure 178. The mechanism produces a brisk response time of only a few 
milliseconds f o r  the turn-on and turn-off of Ca2 + release in skeletal muscle. For 
completeness we should mention that other vertebrate muscles are different. 
Oversimplifying, in cardiac muscle, as in skeletal muscle, most of the Ca2* 
needed for contraction is released from abundant SR, but the release is not 
directly controlled by voltage. Rather, a modest amount of Ca2+ entering from 
the external medium through starldard L-type Ca channels triggers a larger Ca- 
induced Ca2 t release frorr~ the SR (Fabiato, 1985; Nabauer et al., 1989; Niggli 
and Lederer, 1990). In some smooth muscle the situation may be like that in the 
heart, and in others the Ca' + is released from intracellular stores via a hormone- 
induced rise of IP,. 

Cells are corlpled by gap jrmctions 
The last new type of channel we shall discuss mediates cell-to-cell coupling. 
Most animal cells (but not blood cells or skeletal muscle) are coupled by special 
ir~lrrcellular channels that connect the cytoplasmic compartment of one cell with 
another (Figure 19A; Loewenstein, 1981; Spray and ~ennett, 'l985; Bennett et al., 
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(A) MEASURING COUPLING ( 0 )  OHhtIC COUPLING 

19 ELECTKICAL COUPLING 

(A )  The current-voltage relation of gap junctions is studied by apply- 
ing voltage steps in cell I and measuring the junctional current (I,) flow- 
ing to cell 2 when its membrane potential, EZ, is held constant. The 
inset shows gap junction channels formed from hemichannels contnb- 
uted by each ccll. (B) Linear current-voltage relation of a septal synapse 
of a crayfish lateral giant axon ( A V =  E l  - E l ) .  The slope of the line 
corresponds to a conductance of 2.8 pS. If each chdr~nrl had a conduc- 
tance y = 170 pS, there would have to be 16,000 open channels 
between the two segments of  the axon. [From Watanabe and Grun- 
dfest, 1961.1 (C) Asymmetric, rectifying relation of a crayfish giant 
motor synapse. The "on" conductar~ce is similar to that of the septal 
synapse. [From Furshpan and Potter, 1959.1 

1991). Each cell of the  pair contributes a half-channel formed of six homologous 
subunits  (Chapter  9). These GAP JUNCTION CIIANNeLS allow the  movement  of 
ions a n d  small molecules from cell to cell without  leakage to the extracellular 
space, a kind of local plumbing system. Such connections were  first detected 
electrophysiologically a s  a n  electrical conductance between the  pre- a n d  post- 
synaptic elements of certain giant synapses  (Furshpan  and  Potter, 1959; Wat- 
anabe a n d  Grundfest ,  1961), synapses that came to be called ELECI.KICAL SYN- 

APSES t o  dist inguish t h e m  from chemical synapses.  Eventually, g a p  junctions 
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were recognized as a feature of most multicellular tissues. They couple all 
neighboring cells in the heart and in some smooth muscles; they join groups of 
cells in glands, liver, and epithelia; and at some stages of early development 
they couple all the cells of an embryo. We presume that the coupling helps cells 
of a tissue act as a unit by exchanging cytoplasmic chemical signals and metabol- 
ic intermediates as well as electrical signals. During early development, coupling 
could allow exchange of low-molecular-weight morphogens (DeHaan and Chen, 
14%)). 

Functional properties of gap junctions are studied in several ways. Cell-to- 
cell connections can be demonstrated under a fluorescence microscope simply 
by injecting fluorescent dyes (fluorescein or Lucifer Yellow) into one cell and 
observing diffusion of dye into its neighbors. This has been called "dye coup- 
ling." One can also measure diffusion of radioactive tracers in sheets of connect- 
ed cells like the heart. Such studies show that molecules up to a molecular 
weight of 1OOO to 2000 (diameters of 12 to 20 A), including CAMP, can pass 
through these large channels (Loewenstein, 1981). Since the earliest studies in 
the 1950s, most functional information has been obtained by electrophysiologi- 
cal methods. Typically two connected cells are probed with pipettes (Figure 
19A), and by passing currents or by voltage clamping, one can determine the 
current-voltage relation of the coupling conductance. In general, depolarization 
uf one of the cells causes a somewhat smaller depolarization of the other, and 
hyperpolarization of one causes a somewhat smaller hyperpolarization of the 
other. Thus most gap junctions are symmetrical and act like an ohmic conduc- 
tance coupling the cells (Figure 19B). In heart, smooth muscle, and electrical 
synapses, such connections allow action potentials to flow among the coupled 
cells as if they were one large cell. Indeed it is fundamental to the beating of 
vertebrate and invertebrate hearts that single action potentials originating in a 
group of pacemaker cells sweep by electrotonic connections through nll cells of all 
chambers with appropriate timing to make a rhythmic squeeze.and relaxation. 

Like other channels, gap junction channels gate in response to physiological 
conditions, changing the extent of coupling between cells. We saw in Chapter 7 
that cc~upling between retinal horizontal cells is under neuronal regulation: 
Dopamine uncouples them by promoting CAMP-dependent protein phospho- 
rylation. Some gap junctions, such as those in the heart, close when [CaZ+], rises 
too high (millimolar), a safeguard mechanism probably helping to isolate normal 
cells from dying or injured ones. Decreased intracellular pH (<7.0) or addition of 
octanol also uncouples cells. 

Finally, for a few gap junctions, voltage is an important variable. The first 
giant electrical synapse to be characterized carefully turned out to make a 
strongly rectifying connection (Figure 19C). In their seminal study of the crayfish 
giant motor synapse, Furshpan and Pottcr (1959) recognizyd that the pre- and 
postsynaptic cells acted as  if they were connected by a diode. This system 
mediates emergency tail flips-the escape reaction of crayfish. Four giant axons 
of the ventral nerve cord (the presynaptic fibers) make contact with axons of 
giant motor neurons in each segment. Redundancy of electrical synapses among 
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the axons guarantees that all of the abdominal flexor n~uscles become activated 
simultaneously and without delay. The rectification allows impulses to pass 
easily from ventral giants to the individual rnotoneurons but not the other way. 

Diode-like rectification implies that, unlike most gap junction channels, 
those of the crayfish motor synapse are asymmetric. Since each cell contributes 
its half of the channel (Chapter 9), the pre- and postsynaptic cells must be using 
somewhat different channel molecules. Furthermore, the steepness of the rec- 
tification, which is similar to that o f  a voltage-gated Na channel, suggests a 
gating process with a high equivalent gating charge (z = 6 e). Interestingly, the 
same lateral giant axons that make the asymmetrical junctions on motoneurons 
also make the completely ohmic and symmetrical "septate synapses" studied in 
Figure 19B. These electrical synapses couple sections of the lateral giant axon to 
each other almost as individual cardiac cells are csupled to thcir neighbors. In 
fact each lateral giant is actually a longitudinal chain of separate giant cells, one 
per segment, coupled end-to-end by giant septate synapses (Watanabe and 
Gmndfest, 1961). 

Steep voltage-dependent coupling exists between blastomeres of early ern- 
bryos (Spray and Bennett, 1985). flowever, although the current-voltage rela- 
tion is highly nonlinear, it is symmetrical. In amphibian embryos, a potential 
difference of only 30 m.V in either direction between the cells essentially uncou- 
ples them. Gating is more obvious in blastomeres than in the giant motor 
synapses since it is slow enough (>I00 ms) to be easily studied. Bennett and 
colleagues suggest that each half-channel has a slow, voltage-sensitive gate. 

Recapitulation of factors cotrtrolling gating 
Chapters 2 and 6 introduced two large superfamilies of ionic channels: the 
steeply voltage-gated ones and those that are directly controlled by extracellular 
nebotransmitters. Chapters 4, 5, 7, and 8 also discussed control by irlfn~cell~rl~~r 

: ligands. As we have now finished introducing new channels, let us review the 
control mechanisms encountered. 
: Voltage-gated channels must have a highly charged voltage sensor whose 

;.interaction with the membrane electric field gives steep, voltage-dependent . . ; gating. The electrostatic forces acting on the channel change the open proba- 
:. bility. In this category we usually list Na, K, and Ca channels and can add 
'btion-selective Ih channels. The relevant K channels include at least the delayed 
ftectifier, the transient A type, and the M type. The status of inward rectifiers is 
hot clear. A few gap-junction channels also have steep voltage-dependence but 

not at all structurally related to the preceding group. Li~nrrii-gateti CIIIIIIIIL'IS 
t synapses are multisubunit proteins that have several extracellular binding 
for neurotransmitters that control gating. They are listed in Table 1 ot 

pter 7 and especially include nicotinic ACh, GABA,%, glycine, and many 
amate receptors. Most have little voltage sensitivity, but the NMDA subtype 

tarnate receptors does acquire some through voltage-dependent block by 
ellular Mg2+ ions. 
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TABLE 1. CHANNELS GATED 
BY SMALL INTRACELLULAR 
LIGANDS 

Calcium 1'0, compounds 

BK K(Ca) K(AI'P) 
SK K(Ca) NS(cGMI3) 
CI(Ca) NS(cAMP) 
Na(Ca) cdilp,) 
NS(Ca) 
Kyanodine receptor 

Abbreviations: NS, no~iaelrctivr cation 
c h ~ ~ ~ n c l ;  Cd(ll'3), Ihc IP, receptor. 

Superimposed on voltage sensitivity and direct neurotransmitter action are 
various ir~tmc~rllrilar control mechanisms. They include phosphorylation and 
direct interaction with three classes of molecules: small cytoplasmic ligands, G 
proteins, and, in the case of excitation-contraction coupling, another channel. 
Probably all kinds of channels can be phosphorylated, many of them at multiple 
sites and by different types of protein kinases, giving various changes in proba- 
bility of opening, open time, or voltage dependence. Direct interaction with C 
proteins is known so far only for  voltage-gated channels and perhaps is re- 
stricted to that family. Again the effects are various. Channels interacting with 
small intracellular ligands are listed in Table 4. Those in the left column are 
opened by increases of [CaZ+], and those on the right are opened or closed by 
small phosphorylated ligands. Where known, the actionof the ligands is usually 
cooperative, implying multiple binding sites on a single channel. If we compare 
this regulation to rapid allosteric control of enzymes by cytoplasmic ligands 
there are many similarities, but the range of ligands is surprisingly narrow. 
Perhaps many more will be found or perhaps electrical signaling has very few 
ties to the larger network of intracellular metabolic chemistry. 

Another class of channels includes those activated by rfrrc~~ur~ical stimuli. 
Forces applied by structural components of the cell cause these channels to open 
or close. 



STRUCTURE OF CHANNEL PROTEINS 

For 25 years following the pioneering work of Hoclgkin and Huxley, nearly all of 
our understanding of ionic channels was obtained with the voltage clamp. This 
book has shown how much has been learned by biophysical methods. Neverthe- 
less, until we know the actual structure of channels, we cannot say how they 
work. A11 discussions of pores, filters, gates, and sensors are abstract until we 
also have the blueprint of the molecule. This chapter discusses both methods 
and results. We consider strategies tor determining the structure of membrane 
proteins, an area dominated by rapiclly evolving molecular biological ap- 
proaches. And we consider generalizations that can be made trom the large 
numbers of sequences emerging. Later chapters, particularly Chapter 16, con- 
sider more rigorous tests of these ideas. One nice rcsult immediately evident 
from the structures is a confirmation of the presumed relatedness ot a super- 
family of ligand-gated channels to each other and of a superfamily of voltage- 
gated channels to each other. Another discovery is that there are many more 
genes and molecular subtypes of ionic channels than physiological and phar- 
macological experiments have suggested. This diversity is particularly evident in 
the vertebrate brain. 

Before the mid-1960s there were no serious thoughts about the chemical 
structure of channels. Only in the second halt of the decade did physiologists $m to accept the idea o l  discrete and distinct channels tor ditterent ions and 
dl ferent functions, largely because oi  experiments with tetrociotoxin and other 
selective agents. Still there was no definite focus on proteins. There appeared 
speculation in the literature that the veratridine receptor was a nucleic acid, that 
the TTX receptor was cholesterol, that Na+ ions moved through cracks between 
lipids or were carried by lipid flip-flop or soluble carriers, and so on. Finally, by 
1973 the nicotinic ACh receptor and the Na channel had been identified as 
proteins and their chemical purification was under way. This progress was tied 
to technical developments in protein chemistry and in pharmacology. Methods 
began to appear for solubilizing and purifying membrane proteins without 
destroying their function, and selective toxins were being found that bind to the 
channels with high affinity and that could be used in radioactive form to identify 
channel molecules during the purification. Soon afterward it became routine to 
sequence proteins by techniques of recombinant DNA, and this revolution was 
extended to channels as well. This chapter describes structural work on channels 
that began in the 1970s with classical methods of protein chemistry and pro- 
gressed in the 1980s to cloning and sequencing of many channels by the meth- 
ods of molecular genetics. The rapid advances have given us a vast number of 
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amino acid sequences and present the new challenge of learning the J-dimen- 
sional structure and function of the thousands of amino acids that make up 
one channel. This is the structural frontier today. 

The nicohnic ACh receptor 
is n pnltattreric glycoproteitr 
The subunit composition and amino acid sequence of nicotinic ACh receptors 
(here abbreviated nAChR) were the first to be established (reviewed by Conti- 
Tronconi and Raftery, 1982; Changeux et al., 1984), and their elucidation illus- 
trates well the traditional direct approach used for many channels: Find a rich 
source of the protein; purify it; separate the subunits; sequence small parts 
chemically; synthesize corresponding DNA probes to identify messenger RNAs 
(mRNA) coding lor the protein; determine the sequence of the mIWAs; predict 
the protein structure. 

The first and richest source of AChR molecules was the electric organ plasma 
membranes oi the electric ray I'orpetio, an elasn~obranch. This organ, designed to 
deliver a high-current shock to prey, is a battery made from many parallel stacks 
of hundreds of cells in series. Each cell generates a pulse of current through a 
vast array of nAChIi channels in response to impulses in a presynaptic cho- 
linergic axon. One whole face of these flattened, muscle-derived cells is in effect 
a giant endplate. The tissue is also exceptionally rich in synaptic vesicles and 
other elements of cholinergic nerve tern~inals. Another good source of the 
nAChR is the electric organ of the electric eel Electruplrorus rlrctricrrs, a teleost 
fish. This muscle-derived tissue also delivers shocks in response to impulses in a 
cholinergic axon, but the main current here comes from TTX-sensitive Na 
channels that fire an action potential after the synaptic depolarization. Electro- 
fdiorrrj has ~1x1 been a good source of Na channels and Na+-K+ pump mole- 
cules. 

The nAChR can be isolated trom membrane fractions of electric organs. The 
membrane proteins are brought into solution by treating the men~brines'with 
appropriate detergents to form tiny micelles, each containing a protein molecule 
ringed by a  girdle of many detergent and a few lipid molecules. Micelles 
colTtaining a ~ A C ~ R  are s;parated from those containing other membrane 
proteins by affinity columns with bound cholinergic ligands or a-neurotoxins 
(such as a-bungarotoxin), and they are eluted from the column by a high 
concentration of cholinergic ligand. This method yields a purified protein with 
two [125~ja-bungarotoxin binding sites per 250 kilodaltons (kDa) of protein. 

The peptide composition of the purified material can be determined by 
dissociation of the subunits in sodium dodccyl sulfate (a denaturing detergent) 
and subsequent electrophoresis on polyacrylamide gels. Provided that care is 
taken to include appropriate protease inhibitors throughout the purification, .. . 

four glycopeptides are seen with apparent molecular masses of 40,50,6O, and 65 
kDa (Weill et al., 1974; Raftery et al., 1980). The peptides a, P, y, and S exist in a 
pentameric stoichiometry, uzPyS in the original complex, making a total molecu- 
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lar mass of 268 kDa and about 2,380 amino acids (Table 1). In addition, about 75 
carbohydrate residues (galactose, mannose, glucose, and N-acetylglurosamine) 
are attached as oligosaccharide chains, some to each peptide subunit. The two 
a-subunits carry the binding sites for ACh and u-bungarotoxin. The intact, 
purified nAChR complex indudes all the major functions of the ionic channel 
since, when it is reincorporated into lipid bilayers, one sees channels with 
appropriate ionic selectivity and conductance that open and desensitize in 
response to agonists and can be blocked by antagonists (Tank et al., 1983; hnholt 
et al., 1985). 

Complete amino-acid sequences 
are determined by cloning 
The four polypeptides of the nAChR were sequenced by a cornbination of 
protein chemistry and molecular genetics. First, the amino-terminal sequences 

TABLE 1. SUBUNITS OF SOME LICAND-GATED CHANNELS 

Amino - 
Subunit Stoichiometry ac~ds hlolecular weight 

Nicotinic ACh receptor 
Torpedo electric organ1 a 2 437 50,116 

Lj 1 469 53,681 
Y 1 489 56,279 
6 1 507 57,565 

Glycine receptor 
Rat spinal cord2 

GABA, receptor 
Bovine brain3 

Total 5 267,757 

Total 5? -250,000? 

Glutamate-kainate receptor 
Rat forebrain4 GI  ? 87 1 97,717 

'cGMP receptor 
Bovine retinal rods5 4? 690 79.601 

The molecular weight is for the predicted protein part of the mature subunit. All channels have 5 to 
.%% additional weight of sugar residues. 
i+References: 'Raftery et al. (1980), Noda et al. (1983a.b); 2Grenningloh et al. (1987,lYW); 3Schofield et 
pal. (1987), Pritchett et al. (1989); 4Hollrnann et al. (1989); 5Kaupp et al. (1989). 
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were determined chemically for the first 54 residues (Raftery et al., 1980). This 
revealed a 35 to 50% sequence identity between the four chains, with most of the 
differences being substitutions by similar amino acids. Evidently, the four p e p  
tides are coded by related (homologous) genes. 

Knowledge of the purtinl amino acid sequence made it possible to clone and 
sequence DNA copies of the mRNAs for the entire nAChR (Noda, Takahashi et 
al., 1983; Numa, 1989). Messenger RNAs from Torpedo electric organ were 
copied by the enzyme reverse transcriptase to yield complementary DNA 
(cDNA) transcripts. The transcripts were then inserted into the DNA of a 
plasmid used to transform Eschericl~ia coli cells, thus making a Torpedo electric 
organ <DNA LIBRARY that can be grown up as clones containing random samples 
of the original T~~rpe~io messenger sequences. Hundreds of thousands of clones 
were screened to find some that matched sequences of one of the receptor 
subunits. The screening was done by looking f i r  plasmids malung DNAs capa- 
ble of hybridizing' with synthetic DNA fragments (PROEES) constructed to corre- 
spond to the possible nucleic acid sequences encoding a small known part of the 
nAChR subunit. Each selected plasmid DNA could then be sequenced, and new 
probes could be constructed from part of the additional sequences. Thus longer 
sequences of the original message were determined until the entire coding 
region was done. Its triplet codons could be read off to predict the primary 
amino acid sequence of an entire nAChR subunit (Figure 1). Again the full- 
length sequences of the four subunits showed extensive similarity. 

After a protein sequence has been determined by genetic methods, it is 
necessary both to verify that the sequence does code for the protein of interest 
and to ask if additional protein components are needed for full function. A 
convenient approach asks if a cell tha-t does not normally make the protein in 
question can do so when provided with the cloned message or the cloned gene. 
Oocytes of the African clawed toad Xenopus lurvis are widely used to test 
EXPRLSSION of putative channel mRNA.   he) can easily be injected with nucleic 
acids, and they are easily voltage clamped and patch clamped.' When injeeted 
with crude brain mRNA, oocytes begin to make a plethora of voltage-gated and 
ligand-gated channels, as well as many G-protein-coupled receptors (Gundersen 
et al., 1984; reviewed by Sigel, 1990). 

Xenopus oocytes were used to verify that the cloned nAChR cDNAs were the 
right ones (Mishina et al., 1984). With the Torpedo nAChR this was not as 
problematic as with many other proteins, because so much protein chemistry 
had already been done on the functional, purified protein to determine subunit 

' Hybridization of nucleic acids is the formation of double-stranded rnc~lecules by pairwise 
hydrogen bonding between bases of two single-stranded molecules of complementary sequence. 
Hybnd~zation is done at elevated temperatures so that poorly matching sequences will not make a 
stable complex and only the more stringently matched pairings will remain. 

'Many other expression systems involve smaller cells and cell lines. Nucleic acid can be 
intnduced into the cells simply by adding it to the medium, by using intense electric fieIds to make 
transient holes in the plasma membrane (electroporation), by inserting the nucleic acid into a viral 
genome (vaccinia, baculovirus, etc.) and using viral infection to cross the cell membrane, and so 
forth. 
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1 AMINO ACID SEQUENCES OF nAChR a-SUBUNITS 

Sequence were determined irom the gene or mRNA for a subunit oi 
the acetylcholine receptor in man, cow, and 'li,rpriio cl~lifortrir-0. Amino 
acids are represented by one-letter codes and start at the top left with 
the amino-terminal methionine of the signal sequence. During synthe- 
sis the leading signal sequence is cut off betrvern the residues num- 
bered -1 and 1 .  Boxes enclose identical parts of  the sequences and 
dotted fin enclose conservatively s~~bstituted residues. Letters below 
indicate t e position ok two extracellular -5% bridges hetiveen cys- 
teine resi d ues, the leading signal scqurnie ( L S S ) ,  and posrtions 0 1  the 
four putative membrane-spdnning helical regions ( A l l  through hl4).  
The asterisk indicates an asparagine residue that is une site ok high- 
mannose glycosylation. [blodified from Noda, Fur~~t'lni ct al. ,  1983.1 

composition and partial sequences. Nevertheless, direct confirmation was im- 
portant to establish the success of this first channel cloning. The cDNAs for the 
four subunits were used a s  templates to direct synthesis of corresponding 
mRNAs, and the mRNAs were injected into oocytes. Several days later, nerv 
channels appeared that could be activated by ACh and that bound a-bungar- 
otoxin. If any of the four messages was omitted, the response to ACh fell to low 

ilevels, and if specifically the a-subunit message was omitted, there was neither 
, ; A C ~  sensitivity nor a-bungarotoxin binding. Thus the cloned cDNAs coded 
'for the right protein and sufficed to direct the synthesis of a fully functional 
ieceptor. 

lhPre is a large family of nAChR subur~its - ' 
b e  b v e  a n s i d e m i  the classical appnlarh to doning t h ~ t  requires r n  initirl 
-of protein chemistry to determine partial amino acid q u * n i c r ; .  Ho\\-ever, 
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once a relevant cDNA has been successfully cloned, other methods exist to 
search tor sirrlilnr sequences encoding related proteins that may not yet be 
known. One method uses I .O~-STRINGENCY IIYBRIDIZATION. A cDNA library is 
screened with a probe as before, but the probe is now all or part of a previously 
cloned cDNA and the hybridization temperature is a little lower so that even 
imperfectly matched base sequences can anneal with the probe. A second, 
newer method is the I~OLYMERASE-CHAIN-REACTION (PCR). Taking advantage of 
the properties of the enzyme DNA polymerase, this method selectively repli- 
cates certain cDNA molecules in a mixture, even if they have low abundance. 
Oligonucleotide templates are prepared containing the desired beginning and 
ending sequences, and PCR makes thousands of new copies of only those 
cDNAs that begin and end with the template sequences, regardless of what lies 
between. 

Clones for a family of mammalian nXChR subunits were obtained by cxploit- 
ing their similarity to those of 'Ibrpe'io. When libraries of rnan~malian muscle 
cDNA or genomic DNA were examined at low stringency using probes based on 
l;ir/l~~rf~~ (DNA, sequences were found that clearly corresponded to u-, f3-, y-, and 
6-subunits (Figure 1). From elasnlobranch to nianimal, roughly 80% of the amino 
a i i~ i s  were identical and, of the substitutions, two thirds were conservative ones 
that might have only minor effects on function. Interestingly, when cDNA was 
cloned from newborn calf muscle, two y-like mRNA sequences were found. The 
first to be sequenced was nanled y but turned out to be expressed primarily in 
fetal and denervated muscle; the second, c, was expressed in the innervated 
adult n~uscle. Sakmann and his colleagues (blishina et al., 1986) reasoned that 
this srvitchirlg off of the y -subu~~i t  gene a n ~ i  turning on of the 6-subunit gene 
artlund birth might account for the Lnowrl changes of channel open time and 
si~igle-channel ci)nductance during maturation of muscle. Indeed, as predicted, 
channels expressed in Xrrruplrs oocytes injected with synthetic niRNAs for calf 
a-, 0-, y-, and &-subunits, had a long open time and small conductance, like the 
extrajunctional nAChRs of tetal calf; and those expressed in oocytes injected 
with u-, p-, c-, and 6-subunits had a short open time and larger conductance, 
like the junctional receptors of the adult (Figure 2). 

Neurons have nicotinic ACh receptors too, but unlike those of muscle, most 
of them are not sensitive to a-bungarotoxin. Numerous neuronal nAChRs have 
been recognized and purified using monoclonal antibodies originally directed 
against Torf~erio receptors (reviewed by Lindstrom et al., 1987; Steinbach and 
Iiune, 1989). The receptors irlily be pentameric-it is not definite--but seem to be 
niacle up of only two classes of subunits with an a2P3 stoichiometry. When 
neuronal cDNA libraries were probed with Torpedo electric organ clones, many 
new, related sequences were found. So far, cDNAs for seven neuronal a-sub- 
units and four neuronal P-subunits have been i~ol~i ted.  When i11jt.ctrd into 
ooiytes .IS uu pairs, most ul  tllem inciuce cxpressiuu of a-bungan)toxii~- 
insdnsitivr chaniiels that an. .lcti\~ated by ACh. Fra~u autoraJii)gr~ms nl<~cie h)' 
iniutiatil~s \vh~>le brain sli~-ts ivith r.lJituztive zDN.4 pnlbes, we ;jbser\.r that 
eaih a- and @-sibunit gene is nprrsed in a rliitzlu~lt. m~ionally skm-ific 
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(A) OOCYTE (O) MUSCLE 

%&fJ 

2 EbIBRYONIC AND ADULT nAChR CURRENTS 

Two forms of bovine nAChRs expressed in .Xrtropus oocytes and in cow 
muscle. Unitary currents art. induced by 51W nh! ACh in outside-uut 
patches excised trom the oocyte or muscle f i k r .  T = 2OCC. (.A) O q t e s  
injected with ditterent combinations ot nAChK-subunit mRN;\s. (U) 
Fetal and adult muscle. [From hfishina et dl., 1986.1 

manner from the others (Figure 3). Unfortunately, except in the peripheral 
ganglia of the autonomic nervous system, almost nothing 1s Inoivn ahout the 
physiology of nicotinic synapses on neurons. What are they for and why are 
they different? These wilJ-t)e interesting questions for the tuture. 

/ 

The channel is like a tall hozrr glass 

Structures of macromolecules have been studied by imaging methods. hlany 
globular proteins are known at atomic resolution from x-ray crystallography. To 
d o  this one needs protein crystals of an adequate size in which each molecule 
lies exactly on a regular lattice. Any lattice irregularity of the order of would 
mean that structure can be resolved only to a resolution of Ax. So far only one 
membrane protein, a bacterial photosynthetic reaction center, has been crystal- 
lized and fully solved at the atomic level (Deisenhofer and Michel, 1989), 
beautiful work that earned a Nobel Prize. Unfortunately, general methods for 
crystallizing membrane proteins are not yet available. The difticulty is that some 
membrane-like material must be included in the crystal. This is an active and 
sorely needed research frontier today. Nevertheless, several puriiied channel 
proteins d o  form relatively regular tuw-rii~rrrtistotlul lattices when highly concen- 
trated in lipid bilayers. These have been studied both by low-angle x-ray difirac- 
tion and by electron-microscope image reconstruction using crystallographic 
methods to give important iniorrnation, but at more modest rewlution. 

The rough shape ot the Torpedo nAChR has been determined tiom such hvo- 
: dimensional lattices (Figure 1; t j j t l r r  et al., 1982; Toyoshima and Un\\-in, 1968). 

Viewed face-on, the molecule has a rosette appearance with a diameter of 80 A I 
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(A) a3 SUBUNIT (8) a4 SUBUNIT 
IV SUH 

IPN SN SUB 

3 REGIONAL GENE EXPRESSION IN BRAIN 

Difterential distributiun of the neuronal a3 and a4 nAChR subunit 
rnRN.As in rat brain. Transverse (coronal) brain slices have been probed 
with [-'31-l.~beled cRN.4 by in situ hybridirdtion and subjected to auto- 
radiography to reveal cells expressing high levels of the specific 
rnKNAs (d.~rk regions). Labels point to some regions expressing higher 
levels of one subunit: IV, layer IV of cortex; II'N, interpeduncular 
nucleus; SUB, dorsal and ventral subiculum; MG, medial geniculate 
nircleus; CAI, CAI region of hipyocanlpus; SN, substantia nigra. 
[From Wada et dl., 1989.1 

and a central well 25-A wide. The five subunits form a pentagonal complex 
through the membrane, like the staves of a barrel, with the void between them 
presumably being part of the aqueous pore. At the level of the membrane, the 
pore narrows and disappears. As there is no agonist present, the channel must 
be closed somewhere, and in any case, the narrowest part of an open pore (6 to 
7 A wide from electrc~physiology) would be too small to be seen with the 17-A 
resolution achieved in the picture. On the cytoplasmic end, the pore widens 
again. Given that the five subunits of the nAChR are structurally similar, it is 
appropriate that each occupies an equivalent position in a symmetrical complex. 
When such work was first done--before amino acid sequences had been 
determined-the most surprising feature was.that only a small fraction of the 
channel molecule is within the membrane. The overall length normal to the 
membrane is 110 a, and the complex extends about 20 A beyond the membrane 
into the cytoplasmic medium and 60 A into the extracellular medium. 

Topology has been hard to determine 
Givm the vast amount of information impliat in amino'acid sequences of 
500 residues, a s  well as knowledge of the overall shape of the receptor, one 
might suppose that we could now develop a thrreimensiond,  atomic view of 
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4 IMAGES OF THE nAChR 

Crystallographic analysis of electron niicrographs of arrays of 71)rj1~,do 
receptorsdeep trozen without fixation or staining. (A )  View of pentam- 
eric channels as they nrtruld appear from the synaptic clett. Contour 
maps have been drawn on  a stack of transparent plates so  sh.ipes can 
be seen in depth. A probable identifiwtion o f  the subunits is given. 
[Prom Urisson and Unwin, 1985.1 (8) Axial section ot  one receptor 
showing itsyosition relative to the lipid bilayer. The blob of rn,itcrial at 
the cytophisniic niouth ot the channel is , ~ s s ~ r n l e ~ i  to be a copuritying 
cytoplasmic protein rather than part of the channel. [From Toyoshima 
and Unwin, 1988.1 

the whole nAChR. After all, the sequence is all the cell has to work with to fold a 
protein during synthesis. Regrettably, too little is known about the structure of 
membrane proteins for us to have deduced the rules for their folding. Many 
rules will be consequences of configurational energy minimization-an increas- 
ingly approachable calculation for chemical physicists-and others must be 
related to the kinetics of sequential growth of the polypeptide chain and subunit 
assembly or to interactions with other rnacrornolecult.~ that catalyze folding. In 
retrospect, determination of the tertiary structure of the nAChR has progressed 
surprisingly slowly, with only a few definitive conclusions over the seven-year 
period since sequences became known (Guy and Hucho, 1987). 

A major goal with any membrane protein is to determine its topology- 
which parts of the sequence are within the membrane, which on the cytoplasmic 
side, and which on the extracellular side. In the known structures of bacte- 
riorhodopsin and of the photosynthetic reaction center, the transmembrane 
protein segments are a-helical rods 20 to 27 amino acids long that traverse the 
membrane at an angle 10 to 20' off the perpendicular (Figure 5). Almost all the 
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5 a-HELICAL SEGMENTS IN A MEMBRANE PROTEIN 
Folding of bacteriorhodopsin, a small membrane protein that uses the 
energy of photons absorbed by its retinal prosthetic group to pump 
protons across bacterial cell membranes. The cylinders represent seven 
a-helical transmembrane segments (1-7), and the ribbons between 
them show the path of the polypeptide backbone in nonhclical scg- 
mmts. The retinal group can be glimpsed running horizontally be- 
tween the helices. Structure determined at 3.5-A resolution by electron 
cryomicroscopy and crystallographic methods. Animal rhodopsins and 
G-protein-coupled receptors are presumed to have the same 7-helix 
folding except that they have longer cytoplasmic loops. Their ligands 
may bind in a position similar to that of the rctinal. [From Hendcrson et 
al., 1990.1 

amino acids within the membrane are hydrophobic. This generalization makes it . - 
possible to recognize potential membrane-spanning segments by looking for a 
run of 20 or more hydrophobic amino acids in a n  amino acid sequence. Each 
amino acid is assigned a numerical score related to the hydrophobicity of its side 
chain, and a smoothed plot, the IIYDKOPATHY PI.OI., is made of these values 
(Figure 6). 

Hydropathy plots for the subunit sequences of nAChRs have five strong, 
hydrophobic peaks (Figure 6). The first is a leading SIGNAL SEQUENCE (LSS) that 
is cleaved off during synthesis, since the mature subunit is known to begin at  the 
amino acid labeled 1. As protein synthesis proceeds from this NH2-terminal end, 
the presence of a signal sequence, which guides the nascent peptide chain across 
the endoplasmic reticulun~ ~r\cmhr.~ne to the l u ~ ~ i i ~ i a l  siclc, ~ I ~ J I I Y  l11.i~ lllc 
mature NH2-terminal of these subunits ends  u p  o n  the extracellular side of the 
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Arr~~llu acid number 

6 HYDROPATHY PLOT 

A calculation of the relative hydrophobicity (upward) of segnicnts ot a 
nAChR subunit to identify possible membrane-spanning regions oi the 
peptide chain (shaded). Each amino acid of the calf a-subunit (Figure 1 )  
is assigned a hydropathy value according to Kyte and Dovlittle (1981), 
and this plot shows the running average of 17 neighboring amino aci~is 
to make the line smoother. Arninu acid 1 is the NH2-terminal an~ino 
acid of the rtmture subunit, i.e., after the cleavable signal sequence. 
Abbreviations: LSS, leader signal sequence; ED, extr,~cellul~~r durnain; 
MI-M4,iikely membrane segments of the mature protein; CL, cytu- 
plasniic loop. [From Schotield et at., 1987.1 

cell membrane. (See Alberts et  al., 1989, or Darnell et  al., 1990 for general 
background on protein synthesis.) Two hundrrd  amino acids further along, 
there are four more strongly,)~Fdrophobic regions, bll, b12, h,13, and hl-l. If the 
chain crosses the mcmbranc at  each of them, the topology in Figure 7 rvould 
result. The Nfi,-terminal half of the molecule rvould form the large extracellular 
domain of the receptor. After three quick crossings, the loop bet\vt.cn hI3 and 
M1 would make the major cytoplasmic domain, and the C-terminal end rvould 
cross to the outside again. 

Interpretation o i  h!.ilropath!- plots i5 not unanihiguous (Cu!. and Huihil, 
1987). Glab&r protek ha'be k A > - d ~ ~ ; p h ~ j t i ~  ~ r ~ c : ~ t ~ c =  [t~>: i r e  '~1criL21 LC, t r~c  
prokin but 7L.i E f i I c ~ ~  ZI~.T..'::;,~~ 3l31ci. L r: 3 <i&-aTcl ,T.L i cL .c  J;.f r.: Ic.iZ; 

a hyirdpkdk pathr$~ay a c r e s  ti-,? ir,t.nt.rdilt?, -w _w a-cg;r.cr,t i i n i n ~  tthc ; r ib  ,.I rr.c 

pore might be hydrophilic on the slde that iaces the pore and hydrophobic on 
the side away from the P O ~ ~ - A M P H I I ~ A T I ~ I C  instead of h y d r o p h ~ b i c . ~  Or per- 
haps a hydrophobic segment might enter the membrane, only to make a hairpin 
turn and come out again on the same side. Such unknowns mean that the 
hydropathy plot is just one  of several means of investigation needed to deduce 
the protein topology. 

Other useful approaches attempt to determine where specific residues lie. 

: For example, most membrane proteins including channels are glycoproteins 
j with branching oligosaccharide chains attached to specific ~.xtrucellnlur residues. 

3The arnphipathic segment labeled MA in Figure 1 was for a whilc considered a possible 
transmcmbrane segment. 
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All subunits of the nAChR are glycosylated. One site bearing high-mannose 
glycosylation is asparagine 141 of the a-subunit (asterisk in Figure 1; Poulter et 
at., 1989). Thus this amino acid is on the extracellular side. Cysteine residues at 
positions 192 and 193 are also on the extracellular side of the a-subunit (Kao and 
Karlin, 1986). They can be selectively alkylated by reactive affinity reagents 
including the cholinergic agonist bromoacetylcholine and the antagonist 4-(N- 
n~aleimido)benzyltrimeth~lammonium. On the native nAChR these reagents act 
as reversible agonist and antagonist, but after an -SS- bridge linking residues 
192 and 193 is reduced (with dithiothreitol), irreversible covalent alkylation can 
occur. Since the reaction is vastly faster with these membrane-imperrneant 
quaternary affinity reagents than with conventional alkylating compounds, one 
can say that the two cysteine residues lie within 10 A of the ACh binding site of 
the fol~lcti u-subunit. Cysteines 128 and 142 are likewise normally coupled by an 
-5% bridge and can be made accessible to externally applied alkylating re- 
agents by reduction. 

Addit~onal ways to locate residues have been used. Monoclonal antibodies 
made against short synthetic peptides representing known segments of the 
sequence can be used as immunohistochemical agents to ask whether a segment 
i b  exposed to the intracellular or extracellular medium (Lindstrom et al., 1987). 
~erint . ,  threonine, and tyrosine residues subject to phosphorylation by intra- 
cellular protein kinases can be identified within the sequence (Huganir and 
Greengard, 1990). Residues that are modified by reactive derivatives of channel 
blockers or of toxins can similarly be identified. Mutations can be made in the 
cloned cDNA to test the effects on the function of expressed channels (Numa, 
1989). As ive discuss in Chapter 16, several of these methods clearly identify the 
hl? transmembrane segment as the major contributor to the wall of the narrow 
part of the pernieativn pathway. Negative charges adjoining that segment help 
to catalyse permeat~on of cations (Imoto et al, 1988). Despite the many tools 
tried, the scheme of Figure 7, with MI,  M2, M.3, and M4 as the only trans- 
membrane segments of the nAChH, remains a hypothesis, and other models are . - 
still under consideration. The answer may come soon as new methods are 
crpluitcd. hid valuiltle of all would be crystallography with atomlc resolution. 

After n.AChRs had been purltied and cloned, similar work was begun with other 
ligand-gated receptors (Table 1; reviewed by &tz, 1990b). For glyane and GABA, 
receptors, the methods and results were like' those for nAChRs: The glycine 
receptor was purified from spinal cord using strychnine-affinity chromatogra- 
phy and is a pentameric complex of two subunit types that have similar amino 
acid sequences (Grenningloh et al., 1987, 1990). The GABA, receptor was 
purified horn cerebral cortex using benzodiazepine-affinity chromatography. It 
is an oligomer-perhaps a pentamer--of three or four subunit types with related 
amino-acid sequences (Schofield et at., 1987; Pritchett et al., 1989). Indeed the 
GABA, receptor a-, P-, and y-subunits are similar enough that cDNA for any 
one alone suffices to express functional GABA, receptors, i.e., all subunits have 
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Inside 

7 PROPOSED TOPOLOGY OF A SINGLE AChK SUBUNIT 

The polypeptide chain of one subunit is shown traversing the rnem- 
brane four times with the @no-terminal and carboxy-terminal rnds in 
the extracellular rnediud The intrarnembrane regions correspond to 
runs of amino acids labeled MI, M2, M3, and M-1 in Figures 1 and 6. 
The drawing is largely hypothetical. The complete ACIIR is compose~i 
of five such subunits. [After Noda, Takohashi et al., 1983.1 

GABA binding sites. At least six different genes tor a and three tor subunits 
are differentially expressed in various regions of the brain. Additional a-subunit 
genes are known for glycine receptors as well. Thus the potential exists for large 
diversity in inhibitory synaptic receptors. 

Cloning of glutamate receptors was begun with a different strategy, ExrnEs- 
SION CLONING. A complex cDNA library made from brain mRNA was shown to 
contain clones for excitatory amino acid receptors, as mRNA transcribed from it 
caused expression of depolarizing responses to kainic acid when injected into 
Xenopus oocytes. The library was then split into tenfold-smaller libraries by 
plating in more dilute form in many dishes, and expression of glutamate recep- 
tors was tested again in oocytes. Repeated subdivision of only the sublibrary 
that induced the largest kainate responses eventually left a single clone coding 
for a functional receptor (Hollmann et al., 1989). This type of expression cloning 
has the advantages that protein chemistry is not required and that the resulting 
done is necessarily complete enough to express a functional product. It has the 
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disadvantages that it will work only if a single cloned mRNA suffices to encode 
the functional product and that the clone obtained might instead encode a n  
enzyme or other protein that catalyzes the expression of a channel rather than 
encoding its structure. The glutamate receptors obtained so far respond to 
kainate, quisqualate, and AMPA but not to NMDA (Hollmann et  al., 1989; 
Boulter et  al., 1990; Kdnanen et  al., 1990; Sonlmer et  al., 1990). 

How similar are the ligand-gated receptors to each other? The hydropathy 
plots of subunits of ACh, CABA*, and glycine receptors share many features 
(Figure 8): a cleaved signal sequence followed after 200 to 300 amino acids by 
three hydrophobic segments (MI, h.12, M3), a hydrophilic loop, and  at the end, a 
hydrophobic segment (hl4). Thus in accord with their similarity of function, 
there is a similarity of topology. Each of the three receptors has subunits and 
subtypes of subunits that have 35 to 95% amino-acid-sequence identity when 
compared within the same receptor class. However, comparing nAChR subunits 
to GABA, or plycine-receptor subunits, one  tinds only short regions (e.g., in 
Evtl, ht?, h13) where partial sequence identity exists. Nevertheless, i t  is likely that 
these three receptor types are homologous proteins that arose early in animal 
evolution by gene duplication irom a common ancestral ligand-gated channel, 

8 PElTIDES OF FAST LIGAND-GATED CHANNELS 

The polypeptide chains of nACh, GABA,, glycine and kainatel 
glutamate reccptors. Length is proportional to the number df amino 
acids. Black represents regions of high hydrophobicity. Abbreviations: 
LSS, leader signal sequence; ED, extracellular domain; M1-M4, likely 
membrane segments; CL, cytoplasmic loop. [From Bctz, 1990b.l 
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followed by divergent evolution that modified the selectivity for agonist and 
ions, and more recent duplication that produced the modern s ~ ~ b u n i t s  and 
subtypes (Chapter 20). By various measures of relatedness, the glutamate recep- 
tors stand at a distance from the ACh-GABA-glycine receptor group. l'hey do 
have hydmpathy plots with a leading signal sequence and a cluster of several 
hydrophobic segments further down and one near the end (Figure H), but at the 
sequence level only a few hints of common ancestry remain. 

Nu and Ca channels have a fortvfold itzternal repeat 
Isolation of Na channels began when radioactive l T X  and S'I'X became available 
to identify the protein during purification (blenderson and Wang, 1972). The 

. size of the toxin receptor was estimated at 230 kDa by irradiation inactivation in 
electric eel electric organs (Levinson and Ellory, 1973), and when first p~~rified 

i from this tissue, the Na channel proved to conlprise a single peptide chain of 
this size plus an additional 30% by weight of covalently attached sugar chains 
and 6% by weight of covalently attached fatty acids (Agnew et al., 1978; hliller et 
al., 1983; Levinson et dl., 1990). This isolated glycoprotein of nearly 2000 amino 
acids, 500 sugar residues (mostly N-acetylglucosamine and sialic acid), and 50 
fatty acid chains (palmitate and stearate) reconstitutes voltage-gated, TTX- 
sensitive Na conductance when reincorporated into phospholipid bilayers and 
treated with Na-channel agonists like batrachotoxin or veratridine. Na channels 
purified from mammalian skeletal muscle or brain t idve  Inore cun~plex subunit 
structures that include a large cu-suhnit, similar to that of the eel, and several 
other smaller peptides (Figure 9AtTable 2; reviewed by Barchi, 1988; Catterall, 
1988; Trimmer and Agnew, 1989). Nevertheless, as in the eel, most of the 
functional properties reside in the large u-subunit, as the cDNA for the 
a-subunit message suffices to express voltage-gated, toxin-sensitive Na currents 
in Xenopais oocytes. Important functional roles for the accessory subunits remain 
to be discovered. 

Dihydropyridine-sensitive Ca channels were first isolated from transverse 
tubules of skeletal muscle using tritiated nitrcndipine as a label (Curtis and 
Catterall, 1984; reviewed by Catterall, 1988). l'his is the protein whose role in 
muscle as a voltage sensor for excitation-contraction coi~pling may be more 

, important than its role as a channel (Chapter 8). The subunit composition in 
muscle as well as in neurons is even more conlplex than that of Na channels 
(Figure 9B; Table 2), but as with Nn channels, the largest (a,)-subunit is respon- 
sible for many of the functional features including dihydropyridine binding and 
the voltage-gated pore. 

Several cDNAs coding for the largest subunit of voltage-gated Na and Ca 
i channels were first cloned by the laboratory of Shosaku Numa, who has pio- 

neered in cloning many of the channels in Tables 1 and 2 as well as pumps, and 
? receptors (summarized in Numa, 1989). So far, mRNAs from six different mqm- 
; malian genes for subtypes of a-subunits of Na channels and three for a,- 
? subunits of dihydropyridine-sensitive Ca channels have been fully sequenced. 
t Several more are clearly present (e.g., Snutch et al., 1990). The number of Na 
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9 SUBUNITS OF Na AND Ca CHANNELS 

Inventory of identified protein subunits, showing for each whether it is 
knuwn to be a transmcmhrane protein, glycosylated (I)), linked to 
another subunit by disulfide bonds (-SS-), or phosphurylated (1'). All 
subunit contdcts are based on biuchemical data, but the arrangement of 
subunits IS otherwise hypothetical. [Modified from Catterall, 1988.1 

channel subtypes is greater than physiologists would have guessed. Two fea- 
tures of the predicted sequences and topology (Figure 10) are striking: Na and 
Ca channels are structurally similar, and their large major peptide contains a 
repeating structure. A motif of 300 to 400 amino acids is repeated foltr times in 
the 1800+ amino acids of the chain. Each of these INTERNAL REPEATS includes 
nlultiple predicted transmembrane segme~lts and a distinctive segment, 54, with 
positivcly charged amino acids at every third residue. Since the hydropathy 
plots of the predicted cr-subunits do not start with a hydrophobic segment, there 
is no leading signal sequence and the NH,-terminal of the chain would remain in 
the cytoplasm as drawn. 

Later chapters discuss interpretation of this structure, but several points can 
be anticipated now. We have seen that the pore of ligand-gated channels may be 
formed as a path between transmembrane segments of five separate subunits 
arrayed with pentagonal symmetry (Figure 11B). For Na and Ca channels, 
however, a single large subunit suffices to make the functional channel, and the 
pore is likely to be formed between transmen~brane segments of the four 
internal repeats arrayed with a fourfolci symmetry about the axis (Figure 11A). 
One of the first features looked for in the Na- and Ca-channel sequences was a 
collection of charges that might sit in the membrane as a voltage sensor as in 
Figure 5 of Chapter 3. The 54 segments, with four to eight positive charges 
apiece, are excellent candidates, a hypothesis that is now well suppotted by tests 
with channels deliberately mutated to have fewer charges in one 54 segment 
(Stiihrner et al., 1989; Chapter 16). In addition, the pseuaosymmetric structure 
with four sets of voltage sensors suggests a simple explanation for Hodgkin and 
Huxley's (1952d) conclusion that activation of Na channels involves a sequence of 
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TABLE 2. SUBUNITS OF MORE CHANNELS 

Amno  
Subunit Stolchlornetry dc~ds Molecular we~ght  

Na cl~artnel 

Electrophorus electric organ1 a I 1,820 208,321 

Rat brain2 cr111 1 1,951 221,375 
81 1 -36,000 
02 1 -33,000 

Total 3 -290,000 

DHP-set~sitiue Cu cl~ililrlrl 
Rabbit skeletal muscle3 a 1 1 1,873 212,018 

u2 1 1,106 1ZS,Ol8 
I-I 1 524 57,868 
Y 1 222 25,058 
6 1 -27,000 

Total 5 -447,000 

K channel 
Drosophilu Shaker A4 - 1 616 70,200 

Total 4 280,800 

Gap junction chatlnel 
Rat live? Copexin32 2 x 6 32,007 

J' 

Total 12 384,081 

receptor 
Mouse cerebellum6 

Total 4 1,252,000 

Ryarlodit~e reccptor 
Rabbit skeletal muscle7 -1 5,037 565,223 

Total 4 2,2&,892 

References: ' ~ o d a  et al. (1984); 'Kdyano et al. (1988), Catterdll (1988), '~anabe  rt al. (1987). Ruth et 
al. (1989), Jay et al. (1990), Catterall (1988); Tempel et al. (1987); jI'auI (1Y8t1j, b F u r ~ i ~ h i  et dl. (1989); 
'Takeshimd et al. (1989). 

similar voltage-dependent steps that bring the channel to its open state. The 
individual steps might be conformational transitions of the individual internal 
repeats. 

K cha~rnels lack internal repeats 
The first determination of K-channel sequences illustrates another powerful 
cloning strategy, and it has led to a clearer view of the evolutio~~ of voltage-gated 
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(A) Nd (C) K Cf {ANNEL 

10 PREDICTED MEMBRANE TOPOLOGY 

I'roposed transmembrane looping of the principal subunits of voltage- 
gdted channels. Internal repeats are labeled 1, 11, 111, and 1V. Some 
regions of the peptide chains identified with glycosylation ($), phos- 
phorylation (P), scorpion toxin (ScTx) or charybdotoxin (CTX) binding, 
voltage sensing (+), and inactivation (h) are indicated. [Modified from 
Catterall, 1988.j 

channels. The cloning method, C I i l r o M o s o M E  WALKING, requires mutations in 
the gene of interest and does not require knowledge of protein products. The 
goal is to identify fragments of chromosomal DNA (genomic DNA) within the 
coding region of the gene. These can then be used in the standard manner a s  
probes to fish out cDNA clones from a Iibrary made from mRNA. One  starts 
with classical genetic mapping to pinpoint the chromosomal location of the 
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V-gated, DHPR, and IP3R Ligand-gated Gap jnncl~on 

11 SYMMETRY OF DIFFERENT CHANNELS 

Diagrammatic packing of four, five, or six subunits to nrake pro- 
gressively larger pores. Abbrevi,ttions: DFIPR, dihydropyridine recep- 
tor; IP3R, IP, receptor. 

mutations as precisely as  can be done by genetic crosses, cytogenetics, and 
physical mapping. Then one needs a clone for an already known piece of 
genomic DNA from a location as near as possible to the suspected gene. By 
repeated cloning of overlapping genomic DNA fragments, one gradually 
"walks" along the chromosome from the known starting point until the sites of 
mutation are passed. The walk may be hundreds of thousands oi base pairs 
long. Chrornosome walking has been used to identify genes for human inherited 
disorders and was the method used to clone the gene for the cystic-fibrosis gene 
product (Chapter 8). 

An A-type K channel of Drosopitila was sequenced by this method (Table 2). 
Fruit flies with mutations at the yf i-mapped Shaker locus on the X chromosome 
have long been known to shaKe their legs under ether anesthesia and to be 
generally hyperexcitable. This phenotype is neatly explained by the finding that 
Shaker mutations delete or alter the kinetics of IA in some muscles and neurons of 
the fly (Salkoff and Wyman, IWl)." In 1987 several laboratories successfully 
obtained fragments of DNA from the Silrlker locus, which they used to icientify 
cDNA clones (Jan and Jan, 1990b). Oocytes injected with these clones expressed 
an appropriate I , .  The gene was revealed to be large and complex, and the 
hybridizing cDNA clones had two immediately interesting properties. First, 
many different cDNAs coding for kinetically distinguishable A currents were 
found to derive from the same gene by alternative splicing. Thus one gene coded 
for several related products whose relative abundance might be developmen- 
tally regulated and tissue specific. Second, the sequence, hydropathy plot, and 
predicted membrane topology were obviously similar to those of Nrl- and Ca- 
channel principal subunits excrpt that the Slrl~ker product was simpler. The 
structural motif that appears four times in the Na channel and Ca channel 
peptides is found only once in Shuker (Figure 10C). There is just one cluster of 
putative membrane-spanning segments and a single segment analogous to S4 
with a series of positively charged amino acids every three residues. 

T h i s  is one of the few demonstrations that the absence of a single species of ionic channelcan 
be awkward for an organism but need not be lethal. 
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12 A FAMILY OF K CHANNELS 

Voltage-gated K currents expressed in Xerropus oocytes by transcripts 
from four different Drosopllilr~ genes. One-second test depolarizations 
ranged from - 80 to +20 mV in 10-mV steps from a holding potential of 
9 0  mV. Leak and capacity currents subtracted. Note different tem- 
peratures of recording. [From Wei et al., 1990.1 

The availability of Sllaker probes from Drosophil~ opened the way for cloning a 
wide variety of related K channels from invertebrate and vertebrate neurons. 
The family of known Shnker-like genes in Drosoplrila has grown to four: Shaker, 
Slri~l, Slrilb, and SIlrlzo (Wei et al., 1990). In the progression from Shaker to Shaw, . - 

the expressed K channels inactivate more and more slowly and the characteris- 
tics change from A-type to delayed-rectifier type (Figure 12). A larger number of 
homologous K channel genes has been found in mammals. One series of genes 
1s nlost like Sllukrr, and others are more like Shab or like Slmw (McCormack et al., 
1990). Hence rather than being sharply divided into two types, these K channels 
might be placed in a larger A-delayed-rectifier group with a range of extreme 
and intermediate characteristics. 

What is the structure of the channel formed by a Shaker-like gene? Is it a 
monomer or a multimer of several homologous chains? Since the sequence was 
obtained by purely genetic means, there was no conventional protein chemistry 
to accompany it, yet clever ways were found to use expression in oocytes to give 
the answer: The idea was that if the channel is a multimer, then when two 
different cDNAs are expressed simultaneously in an oocyte, their different 
products might combine in the same channel to make a heteromultimer with 
properties different from that formed by either alone. The experiment was done . . 

with transcripts for channels differing greatly in their rate of inactivation or in 
their block by TEA or by peptide toxins (christieet al, 1990; lsacoff et al., 1990; 
hlacknnon, 1991; Ruppersberg et a]., 1990). In each case the currents could not 
be described as a simple ~tlixtllrt! of the two original channels. Instead there were 
channels with intermediate properties. Isacoff et al. (1990) showed that double- 
length constructs, made by fusion of two entire Shaker coding regiyns into a 
single reading frame, would also make channels. They argued therefore that 
there must be an even number of subunits in the channel. MacKinnon (1991) has 
given good evidence that the stoichiometry for Slraker is four. His conclusion 



256 Chapter Nine 

rests on an ingenious analysis of the kinetics of charybdotoxin (CTX) binding to 
heterornultimeric channels formed when one subunit type differs from the other 
in a single amino acid at the CTX binding site. 

If K channels have four homologous subunits, their structure is formally 
similar to that of Na and Ca channels. Where one has a fourfold repeat within a 
single large subunit, the other is a tetramer of smaller subunits. As it is simpler, 
the smaller subunit of K channels presumably represents the structure of an 
ancestral voltage-gated cation channel that gave rise to the Na-Ca type by two 
rounds of gene duplication (Chapter 20). 

Chapter 5 emphasizes great diversity of K channels. Now, we can see the 
explanation within the A-delayed-rectifier group (summarized by Jan and Jan, 
1990b). There are at least three sources. The first is the large number of homolo- 
gous genes-in mammals probably more than I b f o r  the subunits. The second 
is the combination in heterotetramers; ten subunits could combine into 5,950 
different tetramers even i f  the order does not matter. Finally, in Dro.sop11ilu the 
Shaker gene, uniike its mammalian homolopurs, has a large number ot  exons 
and p d u c *  ma-,!- F~,U;C:_; b! Stc;m,.inie -L;L~< ,I! L i ~ f ~ r r z r  e ~ ~ r i j .  I;, 
addition, K channels 1,-ouid be s.uf.j&~ td p~s_;iniz \~n.ii-iz pw~i~n-l.ician.ii  
modification-glycosylation, phosphorylation, and so forth. Little wonder that 
electrophysiologists have had a hard time separating K currents in many cells. 
There could be hundreds of variants blended uniquely in different cell types. 
Probably in the future more definitive modeling of neuronal and muscle excit- 
ability will require inventorying K channels with subunit-specific nucleic acid 
probes and antibodies. sc 

I .  An interesting enigma has ansen with the expression cloning of an unrelated 
K channel (Takumi et al., 1988). Somewhat like a delayed rectifier K channel, 
this channel opens with depolarization, but with much less steep voltage depen- 
dence and with kinetics that stretch over a fraction of a minute. The kinetics 
resemble the slow IK in heart (Figure 9 of Chapter 3), and indeed the gene is 
expressed in heart as well as in a small section of kidney tubule and some 
smooth muscles. The peculiarity is that the whole sequence is just 130 amino 
acids long and hydropathy plots suggest only o11r transmembrane segment with 
no obvious equivalent of a voltage sensor. No one would have predicted a 
voltage-sensitive channel from such a sequence. This serves as a warning that 
other uncloned K channels, such as inward rectifiers, could be significantly 
different from the major voltage-gated channel family. 

Other than the CABA, and glycine receptors, we are only beginning to learn 
about the structure of anion-permeable channels. The first two to be sequenced 
and expressed by cloning are a phosphorylation-controlled secretory Cl channel 
(the cystic-fibrosis transmembrane conductance regulator; Riordan et al., 1989; 
Kartner et al., 1991) and a Cl channel of Torpedo electric organs (Jentsch et al., 
1991). Neither bears much resemblence to any of the other known families of 
channels except for the common theme of a large number of putativr trans- 
membrane hydrophobic segments. Topologically the secretory channel may be 
analogous to half of a voltage-gated Na channel, with two repeats of six hydro- 



Structure of Channel Proteins 257 

phobic segments separated by a cytoplasmic loop, but thc repeats have no 
sequence similarity to those of voltage-gated channels. The subunit composition 
of anion channels remains to be determined. 

The gay junction charinel is a dorlecarner 
Gap junctions occur in placliies where a large number of channels aggregate in a 
hexagonal array to bridge the gap between two closely apposed cells. Such 
plaques are robust enough to be isolated from homogenized cells by differential 
centrifugation and harsh alkaline treatments that remove nonjunctional contam- 
inants. Imaging of these lattices with Low-angle x-rays and electron microscopy 
show six protein subunits, CONNEXINS, forming a 75-A long, barrel-like structure 
(Figure 13) dubbeii the CONN~XON (Makowski et al., 1977; Unwin and Zampighi, 
1980). When connexons from two cells join, they form a dodecameric channel 
across the intercellular gap. The open-shut gating transition has been suggested 

13 GAP JUNCTION CHANNELS 

Connexons in the closely apposed lipid bilayers of two cells. Six con- 
nexin subunits from each cell join to make a wide aqueous pore connec- 
ting their cytoplasmic compartments. Recohstructed from electron mi- 
croscope and x-ray diffraction images. [From Makowski et al., 1977.1 
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to be a twisting of one end of the barrel that causes the six subunits to pinch 
together, eliminating the space between them somewhat as in the closing of an 
iris diaphragm (Unwin and Zampighi, 1980; Unwin and Ennis, 1984). 

: A family of homologous connexins have been sequenced by cloning (Table 2; 
reviewed by Bennett et al., 1991). One major member, conntxin32 (a 32-kD 

: polypeptide), is expressed in liver, stomach, kidney, and brain, and another, 
connexin43, is expressed in heart, ovary, uterus, kidney, and lens epithelium 

; (Beyer et al., 1990). They have no apparent sequence relationship to the other 
known types of channels. Hydropathy analysis shows four putative trans- 

: membrane segments, but no leading signal sequence. 

f i 

I Is there apa t t em? 

$ In a stimulating review, Unwin (1989) summarizes lessons drawn from known 
! channel struc6res. Channels are made from homologous building blocks, 

whether in separate subunits or internal repeats, that assemble symmetrically to 
1 form a pore down their center (Figure 11). Channels have a pseudocyclic sym- 

metry and might be classified by the number of units around the ring. The four- ' unit class includes the voltage-gated Na, K, and Ca channels, as well as the two 1 known Ca-release channels; the five-unit class includes the fast ligand-gated 
1 receptors; and the six-unit class, the gap junctions. Unwin notes that the width 

1 of the pore increases and the ionic selectivity decreases with the number of 
t structural units, perhaps as a simple consequence of packing more and more 
k units together. In these terms, f he four-unit pores prefer a single physiological 
, ion, the five-unit ones distiguish anions from cations, and the six-unit ones 

dismirninate little and pass many cellular metabolites This generalization proba- 

$ bly should not be taken literally, since the size of the pore will also depend on 
;. side chains that may be in it. Nevertheless the emphasis on such a simple 

structural classification provides a useful guide. 

! 



PART I1 

PRINCIPLES AND MECHANISMS OF 
FUNCTION 

W e  ttirrr tlozo to tlre rnolec~tlar arid physiorhernical mechanisnls underlying ionic 
yernleabilities. Part I showed the rfiversity of ionic cllannels and the diversity of 
their roles itr excitable cells. W e  saw how the interphy ofcharinels with different 
rrversnl potentials colilri shape electricul responses. We learned of voltage- 
dependeirt char~rlels and of char~t~els flirtled  ti by other stinruli. W e  saru channels 
selective for Na + , K +, Ca2 +, arid Cl -  ions. W e  learlled of a special role of Ca2 + 

ions as an irrterrlal tnessenger. Part 11 asks how does it work. The first few 
chapters consider basic concepts of ions, water, difitsiun, and yores to explore 
froru i o ~ s  can rnove through a charlt~el atld how channels can select ions. Subse- 
qimrt chaytus relate nrore to the macromolecular properties of channels. They 
concert1 pharnlacological n~echanistns, gating, strricture, and adaptation. 



Chapter $0 

ELEMENTARY PROPERTIES OF IONS 
IN SOLUTION 

This chapter ~iiscusses the basic physical chemistry of electrolyte solutions, 
material with strong roots in the nineteenth century. There are three major 
topics: electroditfusion, hydration, and ionic interactions. The chapter makes 
little direct rrierence to ionic channels but, neverthelcss, concerns material 
essential to any mechanistic analysis of ions crossing through channels. Much of 
this material is found in standard textbooks of physical chemistry (e.g., Edsall 
and Wynian, 1958; hfoore, 1'977). 

Elrrly electrochn,listry 

Although science may seem to proceed at a breathless pace, with one exciting 
discovery aiter another, the concepts we work with are frequently old ones that 
scientists have been refining for generations. The contemporary excitement, 
then, is over the new clarity with which old concepts are revealed. Indeed, 
reading old books gives one humility in the clarity of our predecessors' thinking 
and in the continuity and apparent slowness of subsequent discovery. So it is 
with the concepts of ions and pores. 

The word [ON (Greek for "that which goes") was introduced by Michael 
Faraday (1834). His magnificent paper introduces a whole new terminology: 
electrode (Greek for "way of the electron"), anode, cathode, anion, cation, 
electrolyte, electrolysis, and electrochemical equivalent. Faraday had published 
a series of investigations on the "decon~position" of acids, bases, salts, and 
water by electric currents, measuring the amount of product for different salts, 
geometries, dilutions, and so on. Fie showed, for example, that weights of H, 0, 
and CI in proportions 1:8:3h are electrochemicaily equivalent. He then postu- 
lated that "atoms of bodies which are equivalents of each other . . . have 
equivalent quantities of electricity naturally 'associated with them." Faraday 
called the charged components moving up to the electrodes ions. Collectively, 
they carry electricity in two oppositely directed streams of matter. 

Hittorf later (1853-1859) measured the fraction of current carried by the two 
streams, which he named the .PRANSI~OKT NUMBER or .I.KANSFEKENCE NUMBER of 
the ions. In general, they were unequal. For example, in 100 mM NaC1, the 
transport number for Na + is 0.39 and for C1 -, 0.61. Evidently, the streams move 
at different velocities. After measuring the conductivities of vast numbers of 
electrolyte solutions (1868-1876), Kohlrausch recognized that each ion type 
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makes an independent and characteristic contribution, the LAW or; I N D E P ~ N D E N T  

M l G i a T r o N  OF IONS. The conductance of a solution can be predicted by summing 
the partial conductance of each ion from tables, and the transport numbers can 
be predicted by dividing each partial conductance by the total conductance. 
Kohlrausch decided that the velocities of individual ions are determined by their 
friction with water. 

In his 1834 paper, Faraday also suggested that molecules are held together by 
mutual attraction of the charged components that he had postulated to be within 
them. Perhaps out of respect for the strength of chemical bonds, he did not 
envision that NaCl "molecules" in solution are normally dissociated into compo- 
nent ions, except at the moment of passing current or of giving up an ion to the 
electrode. Later investigators, particularly Clausius, proposed that some of the 
molecules might have enough energy to dissociate spor~fut~eolrsly, but 50 years 
passed before ~ r r h e n i u s '  argued convincingly (at age 28) for full dissociation of 
dilute strong electrolytes. With full dissociation, he concluded: 

It follows naturally that the properties of a salt may in the main be expressed 
as the sum of the properties of the ions, since thc ions are for the most part 
independent of each other, so each ion has a characteristic value for the 
property, whatever be the oppositely charged ion with which i t  is associated. 

- 
The idea of independence of ions became an important theme of subse~luent 
 investigation^.^ 

In the period between Faraddy and Arrhenius, kinetic theory anif equilibri- 
um thermodynamics were developed; Helmholtz advanced the doctrine that 
electric charge occurs only in multiples of an elementary charge; and De Vries, 
Van't Hoff, Kohlrausch, Hittorf, and others made marly investigations of colliga- 
tive properties and of conductances of solutions. The physical properties of 
electrolyte solutions were obviously different from those of nonelectrolyte solu- 
tions. Arrhenius's new dissociation theory explained the "anomalies" of electro- 
lyte solutions, including the high osmotic pressure, vapor pressure lowering, 
freezing point depression, and boiling point elevation. I t  explained also the 
individual ionic contributions to solution conductivities, refractive indices, spe- 
cific gravity, and so on. Finally, it led almost immediately to the molecular 
theory of ionic motions. In the next three years, Walter Nernst and Max Planck 
capitalized on the idea of free, mobile ions to combine diffusion and conduc- 
tance into a single kinetic and ecluilibrium theory of electrodiffusion. 

'The physical chemist Svante Arrhenius (185'1-1'127) received the Nobel I'rize (1903) for h ~ s  work 
on electrolytic dissociation, but is best remen~bered today for his concept that molecules In a re~rtion 
mixture are in equilibrium with a higher-energy, "active" form, which is the species that actudlly 
enters into the reaction. He introduced the concept of octivntlu~r erlergy as a determinant of the rates 
and temperature coefficients of reactions (see later in this chapter). l l e  was a popular lecturer and 
author of many widely translated books on solution chemistry, biochemistry, and cctsmology. 

2 Most of this chapter ignores complications ar~sing when an electrolyte solution is not dilutebnd 
the interionic distances become short enough for significant electrostatic interactions and, therefore, 
deviations from ionic indepe~tdence. 
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Aqzteous difilsion is just thennul agitution 
Before discussing the Nernst-Planck theory, we need to consider the properties 
of aqtleous diffusion in one dimensio~~.  I f  the diffusing substance is S, the 
varidbles we need and their convenient t ~ ~ l i t s  'Ire: 

cs (mol/crn3) Local concentration of S 
&Is (rnol/cm2 . s) Molar flux density of S (flux per unit area) 

0, (cm2/s) Diffusion coefficient of S 

Note that concentrations expressed in the units used here are numbers 1000-fold 
smaller than when expressed in conventional molarity. 

By analogy with Fourier's theory of heat conduction, Fick3 (1855) described 
(at age 26) aqueous diffusion flux as  equal to the product of the concentration 
gradient and a diffusion coefficient for the diffusing species. 

Fick's paper concerned the diffusion of salts. His law applies also to non- 
electrolytes and, strictly, applies to charged particles only in the absence of an 
electric field. 

What is the mechanism of diffusion? Fick speculated that diffusion of one 
substance into another arises from attractive intermolecular forces between 
iri~like substances. Alternatively, from the presence of the derivative of concen- 
tration, rlslri~, in Fick's law (Equation 10-I), one might imagine that the concen- 
tration gradient, like an inclined plane, exerts a force to impart net velocity in the 
"do~vnhill" direction to each particle. Both views were shown to be physically 
wrong by Einstein (1905, 1908). He described diffusion as a random walk."he 
molecular theory of heat attributes 3kTl2 of mean kinetic energy to every parti- 
cle, so that at 20°C a water rnolecitle, for example, travels at an average speed of 
566 nds, even in the liquid state. However, within a time scale of picoseconds, 
molecules in sol~ttion collide and change their direction of travel. This constant 
but random agitation is the basis of Einstein's model. 

Imagine that the volume available for diffusion is divided into a large number 
of thin slabs. A metronome is started, and at every beat half the diffusable 

I ' h e  physir~logist Adolf F~ck (1829-1901) in many areas. He left laws and principles 
with hi5 nan~e  in physical chemistry, cardiovascul~r physiology, and ophthalmology. IIe also 
studied the permeability of porous membranes (see Chapter 11). 

'The force view of diffusion is not useless. From therniodynamics the correct expression for a 
"force" is the gradient of chemical potential, where the chemical potential is defined as the Gibbs 
free energy per mole. In the case of diffusion, the thermodynamic force is d(XT In ~l) / i fx ,  where o is 
the thermodynamic activity. As Einstein recognized, this is not a ponderomotive force that can 
grccrlmzfr or impart net velocities to molecules. it is a statistical or virtual force describing the increase 
of "randomness" due to an increasing e~ltrupy of dilution. It contains no component due to a change 
in thermodynamic internal energy. Nevertheless, the statistical force can be used in formal calcula- 
tions of work or free-energy changes and in deriving the diffusion equation. 
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molecules in each slab are given to the neighboring slab on the right, and half, to 
the left. This is a random walk, with each molecule having an equal chance of 
taking a step to the right or to the left. Einstein (1905) showed (at age 26) that 
such a system accounts for diffusion down a gradient and satisfies Fick's laws, 
even though the molecules "see" no force, rrlove independently, and are un- 
aware of and are uninfluenced by any gradients. Thus Fick's law is an expres- 
sion of the independence of the motion of one dissolved particle from the 
motions of all others. The effective diffusion coefficient in this one-dimensional 
random walk works out to be 

~2 D = -  (10-2) 
27 

where A is the width of a slab and T is the period of the metronome. Consider a 
practical example oi  a water molecule or a K ' ion, both with diffusion coeffi- 
cients near 2 x cm2/s (in SI units, 2 x lo-' m21s). If  the metronome beat 
had a period of 0.4 ps (a realistic value), the one-dimensional random walk step 
would be 0.4 x l0V8 cm or 0.4 A (40 pm), less than one atomic radius. 

Equation 10-2 is formally identical to another important result of Einstein 
(1905). Solving the one-dimensional Fick tcluation, he asked how far a diffusing 
particle will be from its starting point after time 1. The cornplete answer is a bell- 
shaped (Gaussian) distribution function centered at the origin (Figure IA), but a 
very useful rule is that the mean-squared displacement is simply 

In two dimensions the answer is 4Dt, and in three dimensions, 6Dt.  This result 
is equivalent to saying that the standard deviation of the Gaussian distribution 
of diffusing molecules is J2Dt in one dimension, and so on. An essential 
property of Equation 10-3 is that random disphcements grow only as the square 
root of time (Figure 1A), rather than in direct proportion to time as in rectilinear 
motion. For example, taking again 2 x 10 cm'ls for a diffusion coefficient, we 
can calculate that, in one dimension, a small particle can diffuse an average of I 
pm in 250 ps, 10 pm in 25 ms, 100 prn in 2.5 s, and so on. In three dimensions, 
the time is a third as long. These ideas can be appreciated by observing the 
raridom path of diffusion (Brownian motion) of microscopically visible particles 
in a microscope. Three such trajectories, taken from the painstaking observa- 
tions of Perrin (1909), are given in Figure 1B. Even if the first few "steps" appear 
to make major strides, subsecluent steps erase most of the gain by doubling back 
over the same territory, accounting for the square-root dependence, rather than 
linear dependence, on time. 

The Nemst-Planck equation desm'bes electrodifiision 
To discuss fluxes with a gradient both of concentration and of electrical poten- 
tial, let us consider the one-dimensional system shown in Figure 2. For conve- 
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-5  -4  -3 -2 -1 0 1 2 3 
Distance fi.urn origin (units of m) 

I 17 pm 
I 

1 DIFFUSION AND BROWNlAN MOTION 

(A) Concentration profiles of diffusion in one dimension. At t = 0, a 
unit amount of material is deposited at the orgin and begins to spread 
by diffusion. Distances and times are in normalized units. Thus for the 
time unit t = 0.5 ms, the distance axis is marked off in units of 1 pm for 
a typical small molecule with D =.2 x cm2/s; for t = 0.5 ns, the 
distance unit is 10 A (1 nm); for t = 5  s, the distance unit is 100 pm. 
[From Crank, 1956.1 (B) Trajectories of diffusing particles. An example 
of random walk, paths followed by three mastic particles undergoing 
Brownian motion (diffusion) as seen under a microscope. The positions 
of the particles were measured every 30 s a n d  joined by straight lines to 
make the drawing. To appreciate the full complexity of the'movement, 
one must imagine replacing each of the line segments with a trajectory 
as complex as one of those drawn, and then replacing each of those line 
segments with a complex trajectory, and so forth. Grid lines are 1.7 pm 
apart. [From Perrin, 1909.1 
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Inside Membrane Outside 

Concentration: (S], 

Islo 

0 mV 

E Potential: 

Distance: 

Fluxes: 

2 ELECTRODIFFUSION IN A MEMBRANE 

The flow of ion S across a hypothetical membrane is associated with a 
chemical flux M s  and an electric current Is. The ionic concentration 
profile in the mentbrane is cS(x) and the electrical potential profile is 
&(I). 

- 
nience, we consider the central compartment to be a membrane of thickness 
1 (cm), bathed by two well-stirred ionic solutions, containing ion S at concentra- 
tions [S], and [S],. The new variables needed and their units are: 

zs (dimensionless) valence of ion S 
us [ (cmls) 1 (Vlcm)] mobility of S in membrane 
fs [dyne / (cmls) ] molecular frictional coefficient 

Jc (v )  local potential in membrane 
E (V) membrane potential difference 
IS ( ~ / c m ~  ) current density carried by S (current per unit area) 

When the ionic mobility is given in the electrical units used here, i t  is often called 
ELECTRICAL MOBILITY or electrophoretic mobility. 

If there is no concentration gradient and only an electric field (a potential 
gradient), ions will migrate in the field by the electrophoretic equations devel- 
oped by Kohlrausch and others. (We could now be considering a membrane or 
simply a volume of electrolyte with two plate electrodes 1 cm apart-a "conduc- 
tivity cell.") The molar flux density is proportional to the field. 

Multiplying by the ionic valence and Faraday's constant gives the current density. 

Provided that the mobility and the electric field, dwx, are independent of x, 
the derivative can be replaced by Ell, giving 
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This is Ohm's law (Equations 1-1 and 1-2) in a form showing explicitly how ionic 
mobility and concentration influence the conductance of an electrolyte solution. 
The quantity zsFus [(S/cm)/(equiv/cm3)1, called the EQUIVALENT CONDUCTIVITY 

. and tabulated in Table 1, is useful for calculating the conductivity (inverse of 
resistivity, Equation 1-2) of solutions containing arbitrary mixtures of ions. The 
numbers in the table show, for example, that a KC1 solution conducts electricity 
18% better than an NaCl solution of the same concentration. 

In contrast to the concentration gradient, the quantity zS(dJ,Idx) in Equations 
10-4 and 10-5 is a real electrical driving force that imparts a net drift velocity to 
each ion in one direction. In a field of 1.0 VJcm, the ions S acquire a net drift 
velocity, numerically equal to zsus Table 1 lists mobilities, us, for several ions, 
showing as Hittorf first observed, that different ions move at different velocities 
in an electric field. The table shows that the mean drift velocity of K+ ions in a 
field of 1.0 Vlcm is 7.6 p d s .  According to Newton's laws of motion, an ion in a 
vacuum and exposed to an electric field would experience a constant accelera- 
tion from the electric driving force. The ion should move faster and faster. 
However, in a viscous fluid, like water, this does not happen. Because of 
frictional forces proportional to the velocity of motion, the ion accelerates for less 
than 10 ns and then reaches a steady drift velocity where the frictional retarding 
force exactly balances the electrical driving force. 

Nemst (1888; at age 24) recognized that mobilities and diffusion coefficients 
express a similar quality: the ease of motion through the fluid, or the inverse of 
the frictional resistance to motion. The simple Nernst (1888tEinstein (1905) 
relationship between us and Ds, 

shows that diffusion is thermal agitation opposed by friction. The frictional 
coefficient, fs in Equation 10-7, is the force required to move a particle at unit 
velocity. Single-ion diffusion coefficients, Ds, calculated from mobilities using 
this relationship are listed in Table 1. The table says, for example, that the K' 
ion diffuses 50% faster than the Na+ ion. 

Nernst (1888, 1889) and Planck (1890a,b) used the relationship between Ds 
and us to combine Fick's law (Equation 10-1) and Ohm's law (Equation 10-5) into 
a single expression, the ~ e r n s i - ~ l a n c k  electrodiffusion equation: 

The equation expresses the additivity of diffusional and electrophoretic motions 
of ions. In effect, the ions show a net drift down the potential gradient while 
simultaneously spreading in both directions from thermal agitation. A.L. Hodg- 
kin has said that diffusion is like a flea hopping, and electrodiffusion is like a flea 
hopping in a breeze. 
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TABLE 1. LIMITING EQUIVALENT CONDUCTIVITIES, 
ELECTRIC MOBILITIES, AND DIFFUSION 
COEFFICIENTS OF IONS AT 25°C 

A0 = z F u  I I  D - RTrdF 
Inn [ (S/cm)/(equiv/crn3) 1 (10 ' ( c n ~ i s ) i ( V l c ~ ~ ~ )  1 (10'' cm2!s) 

H' 

Li ' 

Na' 

K' 

Rb* 

Cs' 

TI ' 
NH4 + 

CH~NHI  ' 
TMA ' 
TEA' 
Mg" 

Ca2+ 

Sr2' 

BaZ+ 

F 

CI - 

Br- 

I 

N03- 

Acetate 

So42' 

Conduchb~hrs trum Robln>c)n and Stokes (1905) 

The Nernst-Planck equation is the starting point for many calculations. 
which are done by integration under suitable boundary conditions using addi- 
tional assumptions about local charge densities or potentials. Its applications to 
ionic channels are described in Chapter 13 (see also Finkelstein and btauro, 
1977). Here we mention only a couple of properties. 

Any kinetic equation must correctly describe the condition of rqnilibri~l~iz, 
when there is no flux. In order for the flux of ion S to be zero (i.e., l5 = O), the 
expression in parentheses on the right-hand side must go to zero. 

- Fzscs d$ dcs + - - - 0 
dx R T d x  
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Rearranging gives 

which integrates immediately to the Nernst equation for equilibrium potentials 
(Equation 1-10), proving that thc Nernst-Planck equation has the desired equi- 
librium property. 

Nernst (1888) and Planck (1890a,b) used Equation 10-8 to calculate diffusion 
potentials arising in the region where two concentrations or two species of 
electrolyte meet, for example, a junction between 3 and 0.1 hl NaCl solutions. 
Here the idea of independent movement of ions breaks down. The CI- ion is 
52% more mobile than the Na + ion and so initially would diffuse faster. How- 
ever, as it moves ahead into the more dilute solution, it carries an excess of 
negative charge torwarcl, creating a [,otenti,>l gr,ldient withirl the Ii~lui~i j~lnction 
region. 'I'hc resulting clec.tric ficl~l ,~c.c.elcr,rlc:, Ilie I I I ~ ~ ~ I I I I  of N.r' io113 1111tl 

retards the motion of C1 ions. The ions have lost their independence. Hence in 
free diiiusion of a salt, (1)  a diffusion potential is established related to the 
difference in mobilities of the anion and the cation, and (2) the effective diffusion 
coefficient of both particles is brought to a value intermediate between their 
individual cociiicients. According to the now more commonly used version 
(Henderson, 1W7; hlaclnnes, 1939; see Cole, 1968) version of the liquid- 
junction-potential equation, the 3 M solution in the problem above becomes 13.6 
mV with respect to the 0.1 ~4 solution. - 

By the beginning of the twentieth century, electrochemistry had become a 
mature science, with many of the ideas used t;day. The results were well known 
through such widely translated and very readable books as Nernst's Thrurefic,~~l 
CI~tnlistry (1895) and Arrhenius's Trxtbook of Elrctrodrrtnistry (1901). In an essay 
on "The Physiological Problems of Today," jacclues Loeb (1897) declared, "The 
universal bearing of the theory of [ionic] dissociation will perhaps be best seen in 
the field of animal electricity." From this time on, diffusion and electrochemistry 
appeared in textbooks of general physiology (e.g., Hermann, 1905a; Bayliss, 
1918) and were an essential part of the education of a physiologist. The under- 
standing ok electrolliffusion led to speculation that ionic mobility differences and 
diftusion potentials could accoun; for electrogenesis in excitable cells. Soon 
Bernstein (1'902, 1912) proposed his membrane hypothesis for resting potentials 
and action potentials. 

Electrodiffusio~~ can also be described as hopping 
over barriers 
The Nernst-Planck equations describe electrodiffusion as  a smooth flow of 
particles through a continuum. As we have seen, Einstein introduced am altcr- 
native view, one with a more partitioned diffusion space and more stochastic 
elementary diffusion events. Similar ideas were used in a 'later, structured 
description of diffusion (Eyring, 1936), which was applied with particular suc- 
cess to diffusion and conduction in solids, as well as to ionic channels. 
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Consider how a charged particle moves through an ordered solid, like a 
crystal (Mott and Gurney, 1940; Seitz, 1940; Maurer, 1941). The crystal lattice 
creates preferred resting positions for the mobile ion, with energetically unfa- 
vorable regions between. The structure might be represented as a periodic 
potential-energy diagram as in Figure 3A. Energy minima or wells are the 
preferred sites. Ions would pause there until, by thermal agitation, they acquire 
enough energy to "hop over" an energy barrier to a neighboring preferred 
position. Such random hopping produces Brownian motion, which Einstein 
showed to be identical to diffusion. 

Suppose that an external electric field is applied across the crystal. The 
potential-energy diagram for a mobile ion would now have two terms, the orig- 
inal periodic component plus a superimposed downward slope along the electric 
field (Figure 38). In effect, the applied field lowers the energy barrier on one side 
of the ion and raises it on the other. Since hops over the lower barrier would be 

(A )  DIFFUSION I1Y 11OI'I'ING 

3 DIFFUSION AND CONDUCTION IN A CRYSTAL 
The spatial profile of potential energy for an ion moving through a 
crystal lattice is a periodic function. The ion tends to pause at a 
potential-energy minimum until it acquires enough therrrial energy to 
surmount an energy barrier and hop to the next minimum. (A) Without 
an electric field the energy barriers and the jump rates are equal to the 
right and to the left. (8) An electric field lowers the barrier of! the right 
and raises that on the left, favoring a net rightward electrodiffusion. 
[After Mott and Gurney, 1940.1 
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favored, the number of hops per second in the direction of the field is greater 
than that in the opposite direction. The ion drifts down the field- 
electrodiffusion. 

The remainder of this section describes the theory of hopping rates, material 
that some readers may want to skip. The hopping model replaces the continu- 
ous diffusion regime by a corrugated energy profile and the diffusion equation 
by rate equations, 

where k, and kb are forward and backward rate constants for hopping between 
energy minima. In complete analogy with Einstein's (1905) stepwise random- 
walk scheme, the effective diffusion coefficient is again given by Equation 10-2, 
rvhere A is the distance between minima and T is the mean time between jumps, 
or l/(k, + kt,). 

As we show in the following paragraphs, the rate constants in hopping 
models are proportional to exp ( -  U f I K Q  and exp ( -  U b / R n ,  where Uf and Ub 
are the heights of the energy barriers (units: energy per mole) that must be 
crossed to make a forward or backward hop. Suppose that all barriers are 
initially equal and the diffusing particle is an ion of valence zs. Then a field is 
applied that produces an electric potential drop of Au from one barrier to the next 
(Figure 38). The potential-energy barriers fo; moving the ion from an energy 
minimum to the nearest maximum are changed by 2 FzsAvi2 and the forward 
and backward hopping rate constants become proportional to exp [(-U + 
0.5FzSAu)lRT] and exp I ( -  U - 0.5FzsAu)lRT]. In the limit when zs Au is much 
smaller than RTIF (25 mV), the two expressions simplify mathematically. 

0.5Fzs ~ u )  ( 
exp -- 

They can then be subtracted to give a difference that is proportional to the electric 
potential drop, Au. 

Thus when the electric field is not too intense, hopping models obey Ohm's 
law, giving a net flux proportiotral to the applied field. On the other hand, when 
z, Au is not much smaller than 25 mV, the predicted current-voltage relation 
curves upward, giving more current than is expected from the low-field conduc- 
tance. The curvature (a hyperbolic sine function) correctly describes deviations 
from Ohm's law seen with, for example, glass at high applied fields (Maurer, 
1941). A similar upward curvature is found in some ionic channels. 
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Why are the rate constants exponentially related to the height of energy 
barriers? The argument used today comes from the ABSOL.UTE R ~ A C T I O N  RATE 

THEORY of Henry Eyring (1935; Glasstone, Laidler, and Eyring, 1911; Moore and 
Pearson, 1981) and owes its origins to the "active" or "reactive" molecule 
concept of Svante Arrhenius (1889, 1901). In 1889, Arrhenius sought to explain 
why the rates of ordinary chemical reactions are a steep exponential function of 
the temperature. He proposed that ordinary, unreactive molecules are in equi- 
librium with a hypothetical higher energy, reactive form. I f  conversion of ordi- 
nary molecules to reactive ones required a certain amount of heat, which later 
was called the AcrrvA.rloN ENERGY, E,,5 then thermodynamics said that the 
equilibrium constant K A  for the activation reaction would be proportional to exp 
( -  E,IRIJ. Instead of using thermodynamics, one can equally well use statistical 
mechanics, noting from the Boltzmann equation (Equation 1-8) that the proba- 
bility that a molecule has the extra energy needed to reach the activated state is 
proportional to exp ( -  E,IRT). If, further, the rate of the observable reaction were 
proportional to the concentration of hypothetical active molecules, the rate 
constant would be given by 

where A is a constant, characteristic for the reaction. For 10" temperature coef- 
ficients, Q , ,  of 1.5,2,3, and 4 (measured between 10 and 20°C), the correspond- 
ing activation energies, Ell, arc 6.69, 11.4, 18.1, and 22.9 kcallniol (28.0, 47.7, 
75.8, and 95.9 kJ/mol). 

Almost 50 years later, Eyring used statistical mechanical methods and the 
concept of a metastable activated complex to derive an expression for the nlaalute 
reaction rate constant in terms of energy barriers. He did not invoke special, 
active molecules at equilibrium but focused on the high-energy transition state 
itself-the complex of reactants caught just at the moment when i t  is poised to 
break down into products. Let the special symbols St, Ht, and Gt stand for the 
standard entropy, enthalpy. and Gibbs free energy of forming a mole of the 
activated complex from the reactants. Then the absolute rate constant k, is 
(Glasstone et a)., 1941; Moore and Pearson, 1981) 

where kTlh has the dimensions of transitions per unit time and K is called the 
transmission ~oef f ic ien t .~  It is the fraction of times that activated complexes 
formed in the forward direction successfully yield products instead of reactants. 
For the lack of independent means to determine K in complex reactions, it is 
usually considered equal to 1.0, a practice that we follow here. 

Arrhenius and much of the early biological literature used the symbol p for activation energy. 
Only when E, does not depend on temperature is K A  pmportiunal to exp ( E j R T ) .  

T h e  coefficient bh (k l tsmam's  constant divided by PLanck'i constant) is 2.081 A 10''s- 'K '. 
At x. kTih equals 6.11 X 10'' s - ' .  Recall from equil~bnum thermcdynamia the dehnihon 
G = H - TS. 



Elementary Properties of Ions in Solution 273 

Note that the absolute rate constant is given by the free energy of activation, 
A c t ,  whereas the temperature coefficient depends only on the enthalpic part of 
the free energy, AM. Therefore, the empirical activation energy, E,, determined 
by use of Arrhenius's classical equation is almost equal to A# and should not be 
confused with A c t .  ~ n e r ~ ~ - b a r r i e r  models are now frequently used to describe 
the movement of ions through ionic channels. Often, the barriers are expressed 
in terms of multiples of the thermal energy RT. In these terms, rate constants of 
lo6, lo7, 10" lo', and 101° s - I  require energy barriers, A c t  at 20°C of 15.6, 13.3, 
11.0, 8.7, and 6.4 times RT, where R 7  is 582.5 cal/mol or 2.44 kJlmol. 

EYRINC RATE THEORY is now a popular tool for describing the movements of 
ions through a pore, a process thHt seems to involve hopping of ions between 
favorable sites in the channel (Chapters 14 and 15). 

Zorts it~teract with zuater 
We turn now from the empirical description of how ions move to our second 
major topic, ionic hydration. When a salt is immersed in a polar solvent such as 
water, solvent molecules are so strongly attracted to the charge centers that the 
salt dissociates into free ionic particles in solution. Most of the underlying 
interactions, collectively called SOL.VATION, or, in water, HYDRATION, were re- 
vealed after 1900 and are still only imperfectly understood. The effects of water 
on ions and ions on water are reflected in properties of electrolyte solutions. The 
addition of salts to water lowers the entropy, the dielectric constant, the heat 
capacity, and the compressibility of the solution, and decreases the total volume 
of the system. Each ionic species makes an additive contribution to the overall 
effect. Such changes reflect the attraction of water molecules to the ions in a 
tighter-than-normal packing (electrostiiction) with fewer orientational degrees 
of freedom than before. The attracted water is also carried in a measurable 
volume flow of water together with ions in electrophoresis, and it acts as an 
extra retarding force, reducing the mobility of ionic movements. These ideas are 
summarized in reviews and books (Conway, 1970; Edsall and McKenzie, 1978; 
Hinton and Amis, 1971; Robinson and Stokes, 1965). 

The following sections, based on Hille (1975c), consider three topics central 
to ionic hydration and to our later discussions of the permeability of ionic 
channels. The topics are the crystal radius of ions, the energy of hydration, and 
the dynamics and influence of water molecules near an ion. 

The crystal radius is given by Paulitrg 
Despite the smeared distributions of electrons in their orbitals, atoms and 
molecules have well-defined distances of closest approach when they contact 
each other in nonbonded interactions. X-ray diffraction of NaCl crystqls reveals 
that the centers of electron clouds lie on regularly spaced lattice points with a 
mean Na-CI  c e n t e r - t ~ e n t e r  distance of 2.8140 2 0.0005.A at 18°C. The ions 
vibrate about these mean positions. Where two identical atoms are in contact in 
a crystal (e.g., two oxygen atoms), the contact distance can be divided by 2 to 
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obtain a crystal radius or van der  Waals radius. Then, given the radius of one 
atom, all other contacts can be analyzed to determine a table of radii for all 
atoms. In general, a self-consistent set  of radii can be obtained that add pairwise 
to predict interatomic distances (Pauling, 1927, 1960). Such radii are used in 
commercial, space-filling molecular models. When atomic distances shorter than 
those predicted are found, some type of bonding interaction is assumed. 

The literature shows less agreement about the crystal radii of ions than about 
those of neutral atoms. One  difficulty is that like ions repel and d o  not crystallize 
in contact with each other, so that one cannot find a symmetrical ionic contact to 
calculate a single-ion radius. If the calculation is to be made from crystals such as 
NaCI, one needs a new criterion to decide how much of the 2.81 A to assign to 
Na' and how much to C I .  Pauling (1927, 1960) chose the ratio of "effective 
nuclear charge" and Goldschmidt (1926), the ratio of niole refrdction from 
refractive indices, to obtain the ratio of cationic to anionic radii. Pvlorc recently, 
Gourary and Adrian (1960) used the line of zero electron density in high- 
resolution electron-density maps of crystals to fix the radii. The results of these 
three approaches are compared in Table 2. Which radii should we use? 

In discussions of hydration, permeation, and ionic selectivity, the ionic 
radius decides the limit o f  closest approach to waters of hydration or to the 
atoms of a binding site or pore wall in a channel. For alkali metal and alkaline 
earth cations, the important contacts are those with oxygen atoms of neighbor- 
ing water molecules and with carbonyl, hydroxyl, or other oxygen atoms of 
channel proteins. Fortunately, such ion-oxygen center-to-center distances are 
well known from crystal structures, because whenever oxygen-containing mole- 
cules crystallize with small cations, the oxygens tend to lie next to the cation. 
Simple crystalline subs ta~~ces  such as  sodium formate can be used as  models tor 
N a + 4 -  distances in a binding complex, and crystals such as  NaOH.7t-120 can 
be used as  models of hydrated cations. 

Table 3 shows metalhxygen distances in 30 crystals. For Na +, the table gives 
the distance to the nearest u)nfer oxygen, whether or not other oxygens are 
closer. Since not enough examples of hydrated Li ' - or K +-containing crystals 
are found in the compendium used, the table gives the distance to the nearest 

TABLE 2. DIFFERENT PROPOSED IONIC RADII ( A )  FOR 
ALKALI METAL IONS 

hl Pauling Goldschnudt C;ourdr).-.Adrian (hf-0) - I 4LP 

Li - 0.60 0.78 0.9-1 0.53 

N a -  0.95 0.98 1.17 0.95 

K'  1.33 1.33 1.49 1.32 

Rb' 1.48 1.49 1.63 1.46 

Cs ' 1.69 1.65 1.86 1.63 

Derived from Table 3 and other data as described m the text. 
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TABLE 3. SHORTEST METAL-OXYGEN DISTANCE (A) IN CRYSTALS 
- - - . - - - 

Crystal Li ' -0  Crystal Na'-OH2 Crystal K'-0  

LiOH 1.96 NaOH . H 2 0  2.30 KOH 2.69 

LiOH 1i20  1.96 Na2C03 H20 2.38 K202 2.66 

Liz02 1.96 NaCN.2H20 2.34 KOCH3 2.66 
LiOCH3 1.95 Na2S2O6 - 2H20 2.36 K~02C2 2.66 

LiAs03 1.93 NaOH . 4H20 2.35 LiK2P309 - H 2 0  2.64 

Lip01 1.90 NaOH 7H20 2.29 KVO3- H20 2.79 

LiC20r 1.93 2NaOH 7H20 2.32 KZnBra - 2Hz0 2.761 

LiKzPjOr Hz0 1.93 NazSO,. 10f120 2.37 KCu2(CN)3. H20 2.82 

LiNH&H406 - HzO 1.90 Na4P207 - 10tI20 2.36 K2SnCI4 Hz0 2.81 
LiC2H302. 2 f 1 2 0  1.902 Na2B407 . 10H20 2.40 Nonactin . KNCS 2.753 

blean t S.D. 1.93 + 0.03 2.35 t 0.03 2.72 & 0.07 

All distances from Wyckoft (1962) except: Fullner and Brehler (1968), Galigne et al. (1970). Kilbourn rt 
d l .  (1367). 

oxygen without regard to type in these crystals. The small standard deviation 
testifies to the validity of a hard-sphere concept for ion-oxygm interactions. The 
metal-oxygen distance also depends little on whether the oxygen is neutral or 
negatively charged. 

Now we can decide which radii to use. Pauling assigns a value of 1.40 %i both 
to the van der Waals radius of oxygen and to the crystal radius of oxygen anions. 
Subtracting this value from the mean distances given in Table 3 (and using 
additional R b + - 4  and C s f - 4 3  distances given in Hille, 1975c) gives the 
practical set of radii listed in the last column of Table 2. Their argument with 
Pauling's crystal radii supports the use of Pauling radii (see the second column 
of Table 4) in conjunction with the conventional oxygen radius of 1.40 A. A more 
complete discussion of crystal radii and the importance of packing and repulsion 
of neighboring ligands is p e n  by Shannon (1976). 

Iotzic hydrntioti mergies are iarge 

How strong are the interactions between ions and water molecules? The heat of 
hydration of an ion is a standard measure of the strength of ionic interactions 
with water. I t  is defined in thermodynamics as the increase of enthalpy as one 
mule of her ion in a zuculirrl is dissolved in a large volume of water. It can be 
calculated, for the components of a salt, as the sum of the enthalpy of assem- 
bling the salt crystal from the gaseous ions plus the heat of dissolving the crystal 
in water. 

mhydrahon = AHgeseous ions - solution (10-17) 
- - AHgaseous ions - salt + AHsa~t  - solution 
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TABLE 4. PAULING RADII AND IONIC 
HYDRATION ENERGIES 

Radius AH"hydratton 

Atom or group (A) (kcallmol) 

H' 
Li + 

Na' 

K' 
Rb* 

Cs' 

TI ' 

Mg" 
CaZ' 

SrZ7 

Ba2' 

MnZ+ 

coz* 

Ni2 ' 
Zn2 ' 
F -  
C1 

Br 
I - 

H 

Methyl 

N 
0 

Radii from Pauling (1960). Standard rnthalpies of hy- 
dration at 25°C are taken from Edsall and McKenzie 
(1978), who also give entropies and free energies of hy- 
dration. 

Since heats of solution of salts are small (only a few kilocalories per mole), we see 
at once that ion-water interaction energies are as large as the large energies that 
hold a crystal together. For example, the enthalpy of assembling the NaCl crystal 
is -188.1 kcaVmo1, the heat of solution of the salt is only 0.9 kcal/mol, and the 
hydration energy for the pair, Na+ + ClV, is therefore -'187.2 kcaVmol (Morris, 
19681. , . 

There is no thermodynamic method for separating the hydration energy of a 
salt into its individual ionic contributions. Nevertheless. reasonable arcuments. " -, 
partly based on the choice of ionic radii, ascribe about - 105 kcaVmol to the Na+ 
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ion and - 82 to C1- (Edsall and McKenzie, 1978). These are energies of the same 
magnitude as ordinary covalent bonds. They are large enough to preclude the 
partitioning of free ions from a salt solution into a vacuum or into a nonpolar 
r e g i ~ n . ~  The energies are highest for small ions and for ions with large ionic 
charge (Table 4). 

These tremendous energies, due to the polar nature of water, may be under- 
stood by simple models based on either molecular or continuum thinking. For 
example, energies of the proper size can be calculated from electrostatics if one 
assumes, arbitrarily, certain definite orientations of water molecules around the 
ion (Buckingham, 1957). The partial negative charge on the oxygen and partial 
positive charges on the hydrogens make water molecules strong, permanent 
dipoles (Figure 4A). Hydration energy is then the stabilization gained by orient- 
ing water molecules appropriately and polarizing their electron clouds in the 
intense local field of the ion. In Buckingham's (1957) highly simplified model, 
the oxygen ends of water dipoles point exactly at the center of a cation, maxi- 
mizing the ion-dipole interaction. More recent discussions suggest, instead, that 
water molecules would not sacrifice many hydrogen bonds, even near an ion, so 
the packing ought to combine partial dipole orientation with positions compati- 
ble with preserving water-water H bonds (Figure 4B). In addition, as we discuss 
later, the architecture of the ionic "hydration shell" is constantly changing and 
cannot be thought of as a fixed structure even on a time scale as short as 1 ns! 

The classical calculation of hydration energy is based on continuum thinking. 
Born (1920) treated water as a homogeneous dielectric, polarized by a charged 
sphere, the ion, placed in it. The hydration energy would be the energy required 
to place the charge into the dielectric. Born calculated from electrostatics that the 
free energy of transfer of a mole of ion from an ideal dielectric of dielectric 
constant E, to one of dielectric constant E~ would be 

where r is the ionic radius and z the valence."orn's "self-energy" theory 
correctly predicts larger polarization energies for smaller and more highly 
charged ions; however, the predicted energies (using E, = 1, r2 = 80, and 
Pauling radii) are as much as twice the observed values, giving for Na+ ions, for 
example, - 173 rather than - 105 kcal/mol. Improvements on the Born theory 
generally assume that the effective dielectric constant near the ion is far less than 
the normal value of 80. It has been said to be.reduced because the field is so 
intense that it saturates the local poiarizability (i.e., nearly fully orients and 
polarizes the contact water molecules) and because, geometrically, the center of 

'Recall that the partition coefficient can be calculated from the Boltzrnann distribution, Equation 
1-8. For an energy increase of 82 kcaVrnol upon dehydration, the partition coefficient into a vacuum 
is exp ( - A H f R T )  = exp (-82i0.6) = exp (-  137) = 4 x lo-*. 

In practical units the quantity e2N/8rr6 is 166 A kcaVmol (695 A kJ/mol), so that the predicted 
energy for transferring a monovalent ion with r = 1 A from a vacuum (r, = I) to r2 = -is - 166 kcaU 
mol. 
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(B) Rb' [ON IN WATER 

/7 

4 WATER MOLECULE AND IONIC HYDRATION 

(A) The water molecule is a dipole with partial negative charge on the 
oxygen and partial positive charges on the two hydrogens. ( U )  A 
hypothetical instantaneous snapshot of the rapidly ch'lnging organiza- 
tion of water molecules near a Rb' ion. The negative ends of the HzO 
dipoles (arrows) tend to point in the direction of the ion and most 
molecules make several --OH.-.O hydrogen bonds to neighbors. Oxy- 
gen atoms are stippled. All the molecular orientations change in a few 
picoseconds. [From Hille, 1975c.l 

the closest water molecules has to be 1.40 A (the oxygen radius) from the surface 
of the ion, so that much of the region near an ion is just empty space. By itself, 
assigning cations a somewhat larger radius that takes into account the size of the 
cavity they would form in the dielectric brings the predictions of Born theory 
into agreement with the observations (Rashin and Honig, 1985). Newer theor~es 
based on statistical mechanics also take into account spatial and temporal effects 
in a converging electric field (Dogonadze and Kornyshev, 1974). 

To summarize, this discussion has revealed three important points: (1) The 
electrostatic stabilization of ions by water dipoles is very strong relative to that 
by nonpolar molecules or by a vacuum. It is just as strong as the stabilization by 
ionic bonds in a crystal lattice. (2) Qualitatively, such energies are easily ex- 
plained in terms of oriented water dipoles or a polarized water dielectric. (3) 
Classical electrostatics predicts hydration energies fairly well if one accepts that 
ions make a cavity a little larger than their ionic radius would suggest. 

These ideas will help us in considering narrow pores, where some of the 
surrounding water has to be stripped off in order for an ion to pass. There we 
believe that dipolar groups, forming part oi the pore wall, must substitute tor 
the H,O dipole in providing electrostatic stabilization of the permeating ion. 
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However, we cannot yet calculate the energy changes in such interactions 
accurately. 

The "lzydration shell" is dy~tatnic 
This section considers the number and kinetics of "waters of hydration" around 
an ion. Several water molecules lie in direct contact with each ion in solution 
(Figure 41, forming what is sometimes called the INNER ~~YDRATION SHELL of the 
ion. These waters, being the closest ones, are also the most strongly affected. For 
some ions, such as A I ~ + ,  the water molecules actually enter into covalent bonds 
with the ion, and one must speak of a fixed stoichion~etry, a defined orientation, 
and a relatively Long persistence of the hydrated ion as  a chemical species. By 
contrast, for common inorganic physiological ions, the number of water mole- 
cules is governed by simple considerations of packing without any contribution 
from directed covalent bonds. A tendency to maintain water-water hydrogen 
bonds, while trying to give maximal stabilization to the central ion, makes for 
many hydrated configurations. Both the numbers and orientations of the water 
molecules change constantly because of the continual buffeting of thermal 
agitation. 

Typical packing arrangements of water and other oxygen-containing groups 
around ions can be obtained from crystal structures (Wyckoff, 1962). Lithium 
ions are often tetrahedrally (four) coordinated with, for example, two hydroxyl 
oxygens at 1.96 A and two water oxygens at 1.98 A from each Li in LiOHH20. 
Sodium ions are most typically octahedrally (six) coordinated. In NaOH.7H20, 
six water molecules lie around one Na at distances ranging from 2.29 to 2.46 A, 
and in NaOH4H20, five water molecules lie at distances from 2.35 to 2.38 A. 
The Ca" ion with a similar crystal radius has similar coordination. In the crystal 
CaBr2.10H20.2(CH2),NI, six water rnolecules lie around the c a 2 '  at distances 
ranging from 2.32 to 2.35 A (Mazzarella et al., 1967). The coordination shell of 
K t  ions in crystals may contain from 5 to 12 oxygens, and that of Cs+,  up  to 14. 
The more one looks at crystal structures, the more variations in numbers and 
irregularities in dispositions one finds (see Shannon, 1976). Water molecules 
around ions in solritiotr probably pass quickly through all these configurations 
and many others. 

Given the strength of hydration energies one would expect the water mole- 
cules of the inner hydration shell to be less mobile than those in bulk solution. 
Indeed they are. For comparison, let us start'with the properties of pure liquid 
H 2 0  (Table 5), which is the subject of many excellent summaries (Edsall and 
McKenzie, 1978; Eisenberg and Kauzmann, 1969; Stillinger, 1980). Water is a 
random, H-bonded network with each molecule having on average 4.4 neigh- 
bors lying at a most probable center-to-center distance of 2.84 A. At least half the 
H bonds have such nonideaI orientations that the structure bears little resem- 
blance to the regular lattice of ice ( R a h m n  and Stillinger, 1971). Liquid water 
cannot be regarded as tiny ice-like domains mixed with free molecules. When an 
electric field is suddenly applied to water, the major electrical polarization 
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TABLE 5. PROPERTIES OF PURE LlQUlD WATER AT 20°C 

Property Value Units 

Viscosity (T) 

Self-diffusion coefficient ( D )  

Molecular dipole moment 
Dielectric constant (E)  

Dielectric relaxation time 
Lifetime of single H30 '  ion 

0-H bond length 
H-0-1-1 bond angle 
Average nearest neighbor 

(0-0 distance) 
Concentration of pure liquid 
Volume per molecule 

centipoise 
10 5~rn2/s 

debye 

P ' 
P" 
A 

degrees 
A 

-- - 

Values from Elsenberg d r ~ d  hauzniann (1969) dnd Hob~naun and SIuLra (1965) 

- 

develops with a time constant of 9.5 pS, called the DIEL.I:CTRIC REI.AXAI.LON T.lhlE. 
This is interpreted as the lifetime of the H-bonded connections to a water 
molecule. Thus, after 10 ps the average molecule will move, reorient, and find 
new neighbors. For comparison, the dielectric rel~sation time in ice is 1 0 O  times 
longer and the H20  seli-diifusion cortticient. 10' times sn1.3ller than in the 
liquid. 

Using high-frequency sound absorption, h,l. Eigen and his colleagues (Dieb- 
ler et al., 1969) have measured the substitution rate constants for molecules in 
the inner hydration shell of various ions (Figure 5). While the rate constants are 
all lower than the value of 10" s - '  tin t 1 2 0  exchange around another H 2 0  
molecule in bulk water, they are still larger than 1 0 ' s '  tor the main yhysiologi- 
cal ions, except for Mg2 +.  For a Na + ion, inner water molecules are substituted 
after 2 to 4 ns. Hence a water molecule is trapped only a ferv hundred times 
longer by the force field of an ion than by the normal ti-bonding interaction with 
another water molecule. A major exception is the Mg2+ ion, which holds unto 
oxygen ligands for as long as s. 

The dynamic nature of hydration shells is helpful in understanding pernled- 
tion in narrow pores, where the ion may move by frequent replacements of 
neighboring wates and of dipolar groups from the pore wall. The slow replace- 
ment of waters around ions such as Ni2', Co2+,  and Mg'+ could be a major 
factor reducing the permeability of such ions in the smallest ionic channels. 

"Hydrated raditrs" is a fuzzy concept 
Some of the early evidence for hydration of small ions came from mobility 
measurements. If mobility is inversely related to the friction (f) on a moving 
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Ionic valence 

Sr - 
Ca- 

5 H,O SUBSTITUTION RATES AROUND IONS 
(Left scale) Rate constants for the replacement of single water molecules 
in the inner shell of molecules in contact with a dissolved cation, 
n~easured by adsorption spectroscopy with ultrasound. (Right scale) 
Equivdlerlt electric current that would flow if trdnsit of d monovalent 
it>n in a Iwre were r.lte-limiteti by the tinle ne'tie~l to replace orlc water 
11t l~ydr.iti,~t~. 1:,1r ,iiv.~I~-nt it111s IIIL* ~ ~ I I I V ~ I ~ C I I ~  &.urr~-nt bvi1~11tl be Ibvikk!  

tlw siie g1\cr1. I '  - 30°C. IF~~) I I I  1)ieblcr. ct .11., 19bY.J  

particle (Equation 10-7), mobility should reflect the size of the particle. In his 
tiiscussions of Brorvnian motion, Einstein (1905) recognized that the frictional 
cortticient tor ditfusion ~ ) t  a large spheric.ll particlc should be the s;lllle as  the 
classical Irictional coefticient uI a ball falling through a viscous fluid, which is 
given by the Stokes fornlula trom hydrodynamics 

where 11 is the viscosity ot water ('lkhlc. 5) and r5 is tile particle r ,~tl i~ts.  Substitu- 
tion ink) Glu,ltit,~l 10-7 gives tllc ~I . \ ,~I . ,S-~: IN~.I .EIN M I < I  AI.II)N tcir tlle diIfusitll~ 
c ~ ~ e f t i ~ i c n t . ~  

E~lnation 10h20 is precise for diffusing splleres tuuch larger than the size of 
individual water molecules. 

When applying classical hydrodynamics t o  porlicles a s  snlall as ions, one 
must proceed cautiously. The Stokes-Einstein relation could be tested experi- 

*In practical terms, the coefficient k?./6nq is 2.15 x A cm2/s at ZWC, so a 1-A radius gives 
D = 2.15 x crnZ/s. 
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mentally if some "calibrating" atomic particles, which neither alter \rater struc- 
ture nor associate with H 2 0  molecules, were available. Hotvever, there is no 
independent check to identify such particles. Nevertheless, it is instructive to 
consider small nonelectrolytes. Figure 6 plots the experimental diffusion coeffi- 
cient versus the geometric mean radius for various nonelectrolytes. The monutv 
nically rising hyperbola is the Stokes-Einstein relation. A 5  the theaq  predicts. 
the smaller the particle, the more mobile it tends to be, but the observed 
mobilities rise faster than the theory predicts. Yet the theory is surprisingly good 
considering that several of the test particles are smaller than H20.  The deviation 
is less than a factor of 2 at a radius of 1 A. 

Figure 7 is the same kind of plot for various ions, again with the theoretical 
hyperbolic relation drawn in. The other smooth lines through the measured 
points indicate trends but have no theoretical significance. Several new results 
are evident. Monovalent cations and anions show a maximum in their diffusion 
coefficient in the ionic radius range near 1.5 8, for cations and 2.0 A for anions. 
All alkali metal ions (filled circles) lie to the left of the maximum, giving the long- 
known anomaly that metal ions of higher atomic number diffuse faster than, 
those of small atomic number. For this reason the "hydrated radius" and the 
number of "water molecules of hydration" were traditionally said to be inversely 

- 

Stokes- 
Einstein 

\ 0 Nonelectrolyles 

I I I I I I I I I 
0 1 2 3 4 

Radius (A) 

6 DIFFUSION COEFFICIENTS OF NONELECTROLYTES 

Relation between diffusion coefficient and mean crystal radius for small 
nonelectrolytes (symbols) compared with the StokesEinstein relation 
(smooth curve). Dashed lines are empirical curves for monovalent 
anions and cations, copied from Figure 7. Open circles from top to 
bottom: He, H,, Ne, O,, N,, Ar, H2S, H,02. Filled circle: H,O. Trian- 
gles from left to right: CH,, CH30H, C2H, C,H,. Diffusion coefficients 
from Landolt-Bornstein (1969). Radii are half the geometric mean of 
dimensions of the smallest rectagular box containing a space-filling 
model of each molecule. T = 2C25"C. [From Hille, 1975c.j 
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related to atomic number. Polyvalent ions ~ 1 ~ 0  show this inverse trend, as well 
as being altogether less mobile than monovalent iorls or noneltst~olytes of 
corresponding size. 

By the measurements of Figures 6 and 7, one might conclude that the Li+ ion 
has a hydrated radius of about 3 A, and the K +  idn, 1.8 A, implying that Li+ 
carries along perhaps 12 water rnolrcxles, and K +  only 3 or 4. The view, that 
small ions hdve more waters ot hydration, was common throughout the first half 
of this century but is misleading. A Li + ion may be in direct contact with only 4 
or 5 H 2 0  molecules, while a K + ion, having twice the ionic radius, may be in 
contact with up to 12. Since there are no covalent bonds, water molecules in 
contact with an ion are equivalent and have a Life expectancy of nanoseconds. 
Thus no subset of the 8 to 12 H20 molecules in contact with a K+ ion can be 
identified as the waters of hydration. Therefore, the decreasing mobility of small 
ions should be regarded as a measure of the strength of the electrostatic effects 
on water rather than of the number of molecules affected. 

This idea is well illustrated in a statistical-mechanical explanation of the 
decreasing mobility, called the D~~LECTKIC F R I ~ I O N  MODEL (Zwanzig, 1970). The 
theory recognizes that electrical polarization around an ion exerts drag o n  ionic 
motions because it takes 10 ps (the dielectric relaxation time) to develop. As an 

I Stokes-Einstein 

Anions ( -  1) 
Cations 

O A ( + 3 )  

2 I I I I 
0 1 2 3 4 

Radius (A) 

7 DIFFUSION COEFFICIENTS OF SMALL IONS 

Relation between diffusion coefficient and crystal radius for ions com- 
pared with the StokesEinstein relation. Other curves drawn by eye. 
Symbols from left to right: (filled circles) Li, Na. K, Rb, Cs; (other + 1) 
Ag. TI, NH,, rnethylammonium, dimethylammonium, trimethylam- 
monium, tetramethylamrnoniurn, tetraethylammoniurn; (+2) Mg, Ca, 
Sr, Ba; (+3) Yb, La; (-  1) F, C1, Br, I, NQ3, CIO3, lo4. Diffusion 
coefficients calculated from limiting equivalent conductivities (Robin- 
son and Stokes, 1965). Radii as in Figure 6. T = 25°C. [From Hille, 
1975c.l 
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ion moves, the water ahead is not yet fully polarized, and the water behind is 
still excessively polarized. The asymn~etrical polarization of the surrounding 
dielectric is equivalent to an electrical retarding force to motion. Like the polari- 
zation of Born's theory, the retarding force increases with the inverse of the ionic 
radius and the square of the charge. This continuum model successfully predicts 
a maximum in the friction-radius relationship, as shown in Figure 7. 

Similarly, movement of an ion in an ionic channel will involve repeated 
polarization and exchange of neighboring ligands. Friction will depend on 
geometric, temporal, and electrostatic factors. The channel must be designed to 
compensate for the energy that is lost by removing some water molecules frorn 
near the ion. However, considering the dynamic nature of the hydrated particle, 
the channel wall may have to be flexible and will not be exactly colnplernentary 
to a defined "hydrated complex." 

Activity coefficier~ts reflect small inleractiotzs 
of ions in solution 
Let us turn to the final major topic of the chapter, interactions between ions. We 
start by asking why the thermodynamic activity of an electrolyte in solution is 
usually smaller than tbe chemical concentration. This is a subtle question fre- 
quently encountered but often sidestepped, except in physical chemistry 
courses. We consider here only what the question means conceptually without 
working through the details of the theory (see Edsall and Wyman, 1958, and 
Robinson and Stokes, 1965). 

In the paper where he proposed that dilute, strong electrolyte solutions 
dissociate fully, Arrhenius (1887) also recognized nonidealities in more concen- 
trated solutions. He proposed that salts are incompletely dissociated at higher 
concentration since the conductivity of solutions fails to increase as rapidly with 
concentration as Equation 10-6 predicts. The deviations are 16% for 100 n ~ h ~  
solutions of univalent salts. Related, but different deviations are found in the 
concentration dependence of colligative properties, ionic reaction rates, equilib- 
rium constants, solubility products, and Nernst potentials. Empirically, ionic 
solutions, except when extremely dilute, are said to have ionic uctivi t irs ,  a ,  that 
are somewhat smaller than the ionic concentrations, c .  Covenient tables give the 
activity coefficients, defined as nlc, for different solutions (Robinson and Stokes, 
1965). Activities are properly used instead of concentrations in all calculations 
related to thermodynamic equilibrium. Other correction factors are required for 
nonequilibrium problems such as diffusion and conductance (Robinson and 
Stokes, 1965). 

The current theory of activity coefficients, starting notably with the work of 
Debye and Hiickel (1923), agrees with Arrhenius that ions interact in solution, 
but in a qualitatively different way than he envisioned. At infinite dilution, ions 
interact unly with water, a highly stabilized, Low-energy state, where, by conven- 
tion, a = c. But at low, finite concentrations, all ions experience weak attractive 
forces from counterions in the neighborhood in addition to the strong interac- 
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tions with water. These weak ionic attractions, which increase with salt concen- 
tration, lower the potential energy of the ion still further, below that of the 
water-stabilized state. Hence ion-ion interactions reduce the chemical potential 
of all ions a small amount from that expected for an ideal solution. The modem 
theory does not say that sonre of the ions are undissociated in a strong electrolyte 
solution. Instead, inch ion is slightly less free or less available at finite concentra- 
tions than at infinite dilution. Since the chemical potential is less than the ideal 
value. then by definition the activity is less than ideal and a < C. 

It is no surprise that ions mutually attract each other in solutions, since their 
interactions in crystals are so strong. The surprise is, instead, how weak the ion- 
ion interactions are and how well the principle of ionic independence holds. 
Figure 8A shows how the energy of a collection of Na ' and CI- ions depends on 
the mean interionic distance in a crystal and in solution. The zero, or reference 
state, is an infinitely dilute solution. The salt crystal, containing 37.2 mollliter 
NaCI, has about the same energy as the reference state. As the ions are drawn 
apart in a vacuum, the energy gradually rises by 188.1 kcal/mol, the full lattice 
energy. When the ions are placed into dilute solution, the energy falls by - 187.2 
kca~mol, the hydration en;rgy. Finally, as the ions are reconcentrated in solu- 
tion, the energy falls further, but not at all to the degree seen in the crystal. The 
small change is shown in Figure 88. At low concentrations, only electrostatic 
attractions are important. ~ u t a l r e a d ~  at 100 mM concentration, ions are only 20 
A apart, and other repulsive factors come into play, including the finite volume 
of ions and, eventually, the shortage of H 2 0  molecules for hydration. At 100 rnM 
salt "concentration," the attractive energy would be -22.6 kcaUmol in the 
expanded dry "crystal" and only -0.30 kcaVmol in the solution (relative to 
infinite dilution). The ratio of these energies is 75:1, almost exactly the ratio of 
dielectric constants. The interaction energy of -0.30 kcaUmol NaCl in solution 
reduces the activity of 100 mM Na+ and C1- ions to 77 m ~ . "  

The Debye-Hiickel (1923) theory of activity coefficients for dilute solutions 
proposes that a combination of theimal and electrical forces creates a statistical 
ION A.I.LIOSPHERE, a region around the central ion where the mean concentration 
of counterion (ion of opposite charge) is elevated (Figure 9A). Outside the ion 
atmosphere, the electrical forces of the central ion fade rapidly, having been 
neutralized or "shielded" by the atmosphere of counterions. The favorable 
energy of forming this atmosphere is the small nonideality that leads to a 
lowering of the ionic activities in dilute solutions. At infinite dilution, ions are 
too far apart to interact, and activities and concentrations are, by definition, 
eaual. 

The calculation of ionic activity coefficients is only one of many problems 
requiring the concept of an ion atmosphere. The idea is pivotal to any discussion 
of the eftects of single charges or of regions of fixed charge imnlPrsed in an 
electrolyte solution. For example, a negatively charged phospholipid bilayer in 
salt water attracts an ion atmosphere of cations to the immediately adjacent 

'"The ions are said to have activity coefficients of 0.77. The activity coefficients and the interac- 
tion energy per mole of ion are related to each other by a Bollzmann factor. 
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(A) Interionic spaclng (A)  
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8 IONIC INTERACTION ENERGIES FOR NaCl 

Electrostatic energy of a mole of NaCl in a vacuum and in solution. The 
reference state (zero-energy point) is an infinitely dilute aqueous solu- 
tion. (A) Decrease of energy as ions in a dilute Na * CI- gas (U = 187.2 
kcalimol) are placed on a lattice that is gradually shrunk down to the 2.8 
A interionic distance of the pure crystal (U = -0.9 kcaUmol, relative to 
dilute solution). The curve is calculated from the Born-Lande equation 
for the energy of a cubic lattice (cf. Eisenman, 1962). (B) Interaction of 
ions as the concentration of an  aqueous solution is increased. The 
distance scale is the same as in the upper graph. The points are 
experimental energies at 25°C derived from mean activity coefficients in 
Robinson and Stokes (1965). The smooth curve is the prediction of the 
DebyeHiickel theory (1923). These data points and the smooth curve 
are plotted on a different scale in (A) as well, 

layers of solution (Figure 9B; McLaughlin et al., 1971). The cations shield the 
negative charges of the phosphate groups and prevent the local negative poten- 
tial that they set up from extending far into the solution. Because the cations are 
mobile, the conductance of pores or carriers in the neighborhood may be 
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(A) ION ATMOSPHERE OF AN ANION 

(B) ION ATMOSPHERE OF A NEGATIVE BILAYER 
I 

Bilayer 

9 ION ATlLIOSPHERES AROUND CIIARGES 

The negative charge on an anion (A) or on  a phospholipid bilayer (B) 
attracts an excess of counterions (shading) to the region near the 
charge. Local concentrations of mobile cations c+ are raised and local 
concentrations of anions c are lowered in comparison with the bulk 
concentration c,,. The local potential +(x) is negative and decays with a 
characteristic distance I/K, the Debye length. Effects near the charged 
bilayer are more extreme than those around a single ion. 

elevated as in the classical Teorell-Meyer-Sievers theory of fixed-charge mem- 
branes (see review by Teorell, 1953). If the bilayer also contains electric-field- 
sensitive gating molecules, their response can be affected by the electric fields 
set up by the combination of fixed negative surface charge and mobile counter- 
ions (Chapter 17). Furthermore, the apparent dissociation constants of ion-, 
drug-, or  toxin-binding sites and of acid groups on the membrane would be 
shifted since all ionic concentrations in the region of the ion atmosphere differ 
from those in the bulk solution. The same effects occur around a multiply 
charged protein in solution (including channels; see Chapter 16), where it is well 
known that the pKa values of the constituent amino acids appear shifted because 
of the electrostatic effects on the local pH (Edsall and Wyman, 1958; Tanford, 
1961). 

All theories with ion atmospheres have the same starting point (Gouy, 1910; 
Chapman, 1913; Debye and Hiickel, 1923; Edsall and Wyman, 1958; Tanford, 
1961; Robinson and Stokes, 1965). They must determine the equilibrium dishi- 
bution of mobile counterions (and coions) around the charge(s) in question. 
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They must simultaneously solve Boltzmann's equation (Equation 1-9,  for the 
equilibrium partitioning of mobile charges between regions of different electric 
potential, and Poisson's equation, for the influence of the mobile charges on the 
local potential gradients. The solutions of the "Poisson-Boltzmann" equation 
always show that the local potential decays away exponentially (or a little faster) 
with distance from the central ion or charged region. The exponential charac- 
teristic distance is called the DEBYE LENGTII, commonly symbolized 1 1 ~  

where I here is the ionic strength defined as the sum, Z cz2/2, taken over all ions 
in the solution." The Debye length is a convenient guide to how far into a 
solution the electrostatic effects of a charge can be felt. I t  is useful in discussing 
possible interactions of charges on a channel with each other and with ions in 
solution. In frog Ringer's solution the Debye length is 8.8 A (0.88 nm), and in 
seawater, only 4.4 A. Hence electrostatic interactions from charges in solution 
extend over distances much shorter than the size of a macromolecule (see Figure 
4 in Chapter 16 and Figure 11 in Chapter 17). 

Equilibrium ionic selectivity can arise 
from electrostatic interactions 
Our final illustration of ionic interactions is an equilibrium theory of ionic 
selectivity. Permeability, like many biological properties, is ion selective. Some 
of this selectivity can be understood very simply from electrostatics. 

As a result of his research on ion-selective glasses, George Eisenman (1962) 
concluded that although 120 selectivity sequences can be written down for the 5 
alkali metal cations, only 11 of them are common in chemistry and biology (Table 
6). He sought an explanation in the energetics of an ion-exchange reaction in 
which ions A+ and B +  bind to the glass from a solution. 

A +  (aqueous) + B' (glass)- A '  (glass) + 0' (aqileous) (10-22) 

The ion-exchange reaction proceeds to the right, favoring binding of A' ,  if 
the Gibbs free-energy changes AG obey the relation 

AGA (aqueous - glass) < AGB (aqueous -- glass) (10-23a) 

[GA (aclueous) - Go (aqueous) j < [GA (glass) - Go (glass) I (10-23b) 

The relevant free energies are dominated by (1) the electrostatic energy of 
attraction of a cation to negatively charged sites in the glass and (2) the hydration 
energy of the cation listed in Table 4. Eisenman modeled the site as a simple 

" For practical calculations with water at 2WC, the equahon simplifies to 1 1 ~  = 3.044 A M0 ro5, 
so that Ilr is 30.4 A with 10 m~ NaCl and 9.6 A with 100 mM NdCI. 
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TABLE 6. THE 11 EISENMAN 
SEQUENCES FOR 
EQUILIBRIUM ION EXCHANGE 

I 
I1 

111 

1v 

v 
VI 

VII 
VIII 

IX 

X 

XI 

Weak-field-strength site 
Cs* > Rb' > K *  > Na' > Li' 

Rb* > Cs' > K' > Na' > Li* 

R b *  > K t  > Cs' > Na'  > Li' 

K' > Rb' > Cs' > Na' > Li' 

K' > Rb' > Na' > Cs' > Li' 
K +  > Na' > Rb' > Cs' > Li' 
Na'  > K' > Kb' > Cs' > Li' 

N a '  > K '  > Rb* > Li '  > Cs' 

Na' > K' > Li' > Rb' > Cs* 
Na* > Li' 1 K' > Rb' > Cs* 
Li* > N a '  > K' > Rb' > Cs' 

Strong-ficld-strength site 

From Eiaenman (1962) 

spherical anion in a vacuum. From Coulomb's law, the energy (per mole) of 
interaction between the site and a naked, bound cation C depends inversely on 
the sum of the radii of the anionic site r,,,, and the cation rC:12 

Consider two extreme cases, If rsit, is very large, Usit, is small for all cations, so 
that the ion-exchange equilibrium is dominated by the dehydration energies. 
Cesium ion would then be most favored, as it is the most easily dehydrated, and 
L i t ,  the least favored, as it is the least easily dehydrated. The entire binding 
sequence for this "weak site" is Eisenman sequence 1: CsC > Rb' > K ' > Na+ 
> Li'. 

At the other extreme, if r,,,, were very small, Usit, would be negative and 
large for all cations, but considerably favoring the smallest ones, which can draw 
closest to the attracting negative charge. The energy differences for different 
cations at the site would exceed the energy differences for dehydration of the 
cations, so the binding sequence for the "strong" site would be Eisenman 
sequence XI: Li + > Na + > K + > Rb + > Cs+. This approach seems to capture 
some essence of the problem since if the radius of the binding site is 
decreased, the theory correctly predicts not only sequences I and XI, but also the 
nine intermediate, nonrnonotonic sequences (Eisenman, 1962). 

"For practical calculations the equation reduces to U,, = 322z,,&C/~(r.,, + r,) A (kcaVmol), so 
that for unit charges separated by 2 A in a vacuum the energy is - 166 kcaYmol. 
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The importance of Eisenman's theory is not in the specific calculations, 
which like calculations of hydration energy might be many kcaVmol off, but 
rather in the principle they illustrate: Equilibrium selectivity will arise whenever 
hydration energy and site-interaction energy depend differently on the ionic 
radius. Generally, the interaction with water or dipolar or charged "sites" is 
maximal for the smallest cations, but when one function is subtracted from the 
other, one can get selectivity favoring any one of the alkali cations, a s  in Table 6. 
The same 11 selectivity sequences can be predicted from a variety of different 
electrostatic models for the binding site-see Eisenman and Krasne (1975) for 
examples. Other sequences can be predicted by assuming highly polarizable 
sites (Reuter and Stevens, 1980; Lauger, 1982; see also Eisenman and Horn, 
1983). 

Recapitulation of indqardmce 
A major theme of this chapter has been the degree of independence of the 
actions of ionic particles. The properties of homogeneous, very dilute solutions 
can be predicted simply by summing the independent contributions of each 
ionic species. Independence breaks down in more concentrated solutions. There 
the activity of each ion depends on the ionic strength of the whole solution. 
Similarly, independence breaks down when a molecule in solution bears a high 
density of fixed charge. Some counterions are then forced to form an ion 
atmosphere, and the local potential near the fixed charge can depend strongly 
on the ionic content of the solution. Finally, independence breaks down when 
salts diffuse in a concentration gradient, because differing mobilities of anions 
and cations set up  an electric field that influences the further motions of both. In 
this sense, the permeation of different ions across cell membranes is not inde- 
pendent. In excitable membranes, the flux of Na* ions in Na channels makes 
membrane potential changes that influence the flux of K' ions in K channels. 
This kind of interaction is removed when one uses the voltage clamp to control 
the membrane potential. 

Armed now with knowledge of the nature of ions, we can return to mem- 
brane pores. 



Chapter 11 

ELEMENTARY PROPERTIES OF PORES 

Only since the 1970s have biophysicists accepted universally that ionic channels 
art? pores. Nevertheless, the pore hypothesis for biological membranes has been 
discussed since 1843. This chapter reviews briefly the origins of the pore concept 
and considers simple calculations of the expected properties of ions in pores of 
molecular dimensions. The calculations are confirmed by comparison with a 
s~mple model pore, the gran~icidin channel. Finally, enzyme- and carrier-based 
systems are shown to be much slower than pores. 

Etrrly yore tl~ronj 
Nineteenth-century pore theory is easily traced to Ernst Brucke, an influential 
physiologist rarely renlembered today. By the first half of that century, investi- 
gations of "diffusion" across animal membranes, such as pig bladders, had 
described the phenomena of osmosis (see Reid, 1898). Briicke (1843) himself did 
experiments with bladder membranes and proposed an explanation for how a 
significant stream of water might flow down its concentration gradient (osmosis) 
while only a small stream of solute flows in the opposite direction. He suggested 
that microscopic, fluid-filled spaces in the membrane could be thought of as 
forming a "system of capillary tubes" across it. He imagined arbitrarily that 
water molecules have a special affinity for the "pore walls" and would form a 
mobile boundary layer of plire water lining the walls. Then a pure water stream 
would flow if the "channels [Katlalej are so narrow that inside them three water 
molecules cannot be imagined [to fit] in a row next [abreast] to each other," that 
is, if there is room only for the boundary layer of water molecules lining the 
walls. In this theory, a pore that is three or more water molecules in diameter 
would have room for the solute solution down the center, and so  would show 
some solute permeability. 

Brucke's is probably the first clear proposal of aqueous pores whose molecu- 
lar selectivity depends on their molecular dimensions. It was proposed at a time 
when the very existence of molecules was still being questioned and their sizes 
were unknown. Pore theory quickly became a standard basis for discussions of 
osmosis and secretion. Thus at this time, Carl Ludwig was formulating the 
theory that urine is formed ("secreted) as an ultrafiltrate of blood serum, forced 
by the blood pressure through porous capillary walls of the glomerulus. A few 
years later he advanced a similar theory for the formation of lymph. In his 
famous textbook of physiology, Ludwig (1852, 1856) describes Briicke's ideas for 
osmosis and then, in the section on secretion, suggests that pores are essential. 
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Future experiments, he writes, will have to characterize the "diameter and 
length of the Kanalr, . . . the number per unit surface area, . . . and finally the 
special chemical properties of the inner pore wall and influences that may 
change them" (Ludwig, 1856). His list is equally valid 130 years later. Adolf Fick 
also used "Briicke's pore theory." The entire last half of his 1855 paper propos- 
ing the diffusion equation is an attempt to write flux equations for pores with a 
mobile boundary layer of water.' 

With such a strong beginning, pore theory became core material in mecha- 
nistically oriented textbooks. W.  Reid's (1898) chapter on diffusion, osmosis, 
and filtration in Schafer's Text-Book of Pllysiology presents perhaps one of the last 
textbook accounts specifically about the Briicke-Ludwig-Fick papers. Reid says, 
"to Briicke we owe a theory of 'pore diffusion'," and goes on to describe the mo- 
lecular pore model as a possible explanation for semipermeability and osmosis. 

In his Prirlciyles of Gmenzl Plrysiology, Bayliss (1918) covers similar ground, but 
Briicke is gone. Bayliss's hero is the chemist Moritz Traube, who in the period 
1861-1867 developed colloidal precipitation membranes as "semipermeable" 
model systems and called them "molecular sieves." With this idea, Bayliss says: 
"If one k n  be larger than the other, there might be only a small number of pores 
permeable to the larger ion, so for a considerable time an electromotive force 
might exist." He furthe: discusses the mobility of ions in aqueous solution and 
points out that the striking inverse relation between atomic number and friction 
for Li+, Na', and K +  means that Li+ is the most hydrated, and by carrying 
more waters has greater friction. Like the physical chemists of the time, Bayliss 
treats hydration as if it were some specific stoichiometric combination of ion and 
waters. He also suggests "that electrical forces play a part in [membrane per- 
meability]. . . . Suppose that a membrane has a negative charge, it would to a 
certain extent, oppose the passage of electronegative ions." Thus, students 
reading this exceptionally influential textbook learned about pore size, electrical 
interactions, and hydration as factors in ionic permeability. 

These factors were further endorsed by Michaelis (1925), who measured 
diffusion potentials across membranes of collodion, parchment, and apple skin 
and found again the least hydrated ion to be the most mobile. Michaelis sup- 
posed that the membranes have charged "capillary canals" that distinguish ions 
on the basis of "friction with the water envelope dragged along by the ion." In 
addition, he repeats the idea that "the difference of [the permeability to] the 
cations and the anions may be attributed to the electric charge of the walls of the 

' Carl Ludwig (18161895) was Fick's teacher. Ludwig and three other great physiologists, Emil 
Du Bois-Reymond (111l&ltlYb), Hermann von tlelmhollz (1821-18W), and Ernst von Brucke 
(1819-1892), have been called "the biophysics movement of 11147" (see Cranefield, 1957). Their 
manifesto, to relate all vital processes to laws of physics and chemistry, led them to investigate 
physically quantifiable processes such as diffusion, filtration, osmosis, secretion, vision, hearing, 
muscle contraction, heat production, metabolism, and electrical signaling. Before they were W years 
old, Du Bois-Reymond had discovered the action current of nerve, Helmholtz had measured the 
conduction velocity of the impulse and postulated the law of conservation of energy, Briicke-had 
explained osmosis by molecular pores, and Ludwig had explained urine formation as mechanical 
ulhafiltration-a heroic period of biophysics indeed. 
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canal." Although his work was no more definitive than the similar studies on 
living cells, it was often cited in the following 20 years as a theoretical basis for 
biological pore theories. For example, in their famous proposal for the structure 
of protoplasmic membranes, Danielli and Davson (1935) refer to "the pore 
theory of Michaelis." 

A strictly mechanical view relating pore size and hydrated radius became 
crystallized in the work of Boyle and conway (1941). They were considering the 
permeability of frog muscle membranes to cations and anions: 

Assuming that the ions with their associated water molecules can be treated 
as spheres, then from the equation of Stokes, the velocities will be inversely 
proportional to the radii. . . . The explanation of the permeability . . . ap- 
pears obvious therefore from the theory of a molecular sieve. If the solute . . . 
yields a cation with a diameter of about 1.2 or less (referred to [hydrated] 
potassium as unity) or an anion with diameter of about 1.4 or less, the . . . 
salt will enter. . . . The similarity of [cutoffj level here of anion and cation 
diameters for diffusion through the membrane, suggests the view that the 
same molecular pore exists for both and that this is probably not charged. 

This idea that K +  and C1- are smaller ions than Na and that their per- 
meability is consistent with a small-pore theory is repeated in Krogh's encyclo- 
pedic Croonian lecture (1946) and in an identical manner in Hodgkin and Katz's 
pivotal paper (1949) on the sodium hypothesis for action potentials in squid 
axons. Both papers, however, conclude mistakenly that cases of selective Na+ 
permeability could not be explained by pores, "which would require a definitely 
higher diffusion rate for K than for Na" (Krogh, 1946). We understand now that 
errors in this thinking lie in the long-held misconception that the hydrated 
particle is a defined and rigid ion-water complex and-in the failure to include 
interaction energies in addition to mechanical size in predicting what ions would 
be permeant. Indeed, for this reason pore theory itself may have been an 
intellectual barrier retarding both the firs; and the later acceptance of 
the sodium hypothesis for axons. 

A modification of the traditional pore theory was offered by Mullins (1959a,b, 
1961). He recognized that the barrier to movement of a heavily hydrated ion into 
a narrow pore is the rrlrrgy required to dehydrate the ion. Mullins (1959a) argued 
that the energy barrier wbuldbe eliminated if, as waters are shed from the ion, 
they are replaced by "solvation of similar magnitude obtained from the pore 
wall." This idea prevails today. Mullins viewed hydrated ions as normally 
comprising at least three concentric spherical $hells of H 2 0  molecules centered 
around the ion. The solvating pore would be permeable to an ion if the pore 
diameter exactly matched the diameter of any one of these spherical shells. To 
illustrate his idea, Mullins suggested cylindrical pores of 3.65 A radius for Na+ 
and 4.05 A for K+, sizes equal to the crystal radius of Naf  (0.93 A) and K +  (1.33 
A) ions plus the diameter of one water molecule (2.72 A). Thus the ions shed all 
but an innermost layer of water molecules on entering the pore: and the pore 
walls fit closely, thereby providing solvation. Ions not fitting closely are not 
sufficiently solvated and therefore cannot enter the pore. Mullins did not offer 
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any mechanistic or molecular suggestions regarding the solvation provided by 
the pore walr. In his theory, Na* acts as a smaller ion than K +  in accordance 
with its smaller crystal radius, and pores could be designed to account for 
selectivity favoring any one ion. Friction plays no part. 

Our brief excursion into history shows that membrane biologists have 
thought about pores for a long time. The successive restatements of the princi- 
ples changed very little, adding primarily the ideas of charge on the pore and of 
water of hydration on the ion as these concepts became recognized. Even the 
earliest statements, such as Ludwig's (1856) list of quantities needing measure- 
ment, seem amazingly clear and "modern." Nevertheless, until at least 1950, 
pore theory had to be treated as a hypothesis. It always shared the stage with 
other possibilities. Bayliss (1918) states the different views clearly: 

Membranes may also be looked at from [the] point of view . . . of their 
structure. This may be of the nature of a sieve, so that different membranes 
have different sizes of holes. Or a n~embrane may allow certain substances to 
pass through it because of their solubility in the substance of which the 
membrane is composed. Or, thirdly, they may possibly form reversible 
chemical compounds with the substances to which they are permeable. 

The third statement closely resembles the earlier one of Reid (1898): "In many 
cases some interaction 6f a chemical nature takes place between the membrane 
and the substances to which it is permeable." How can these long-recognized 
possibilities be distinguished? How many are actually correct? 

Only after the introduction of radioactive tracers and the voltage clamp could 
fluxes be measured with the reliability required to ask about mechanism. We 
now feel that all the mechanisms cited by Bayliss coexist in the membrane, and 
we envision a mosaic of different "pore" and "carrier" transport sites inserted 
into a lipid matrix. Despite major advances in membrane biochemistry, our 
mechanistic knowledge is still based primarily on flux measurements. The 
remainder of this chapter is devoted to describing simple expected transport 
properties of pores, and the following two chapters return to the experimental 
evidence that biological channels do in fact have these properties. 

Ohm's law sets limits on the channel cotrdiictrrnce 
One of the most useful criteria in arguing that ionic channels are pores has been 
their high single-channel permeabilities and their high ionic throughput rates. It 
is instructive, therefore, to try to predict from physical laws how permeable an 
optimal pore could be. The following sections present calculations (Ifille, 196%; 
Hille, 196%) using Ohm's law and the diffusion equation. Since these are 
macroscopic laws and we will apply them to a pore of atomic dimensions, the 
results cannot be considered exact. Nevertheless, like the macroscopic S tokes  
Einstein equation (Chapter lo), they provide a sense of the order of magnitude 
of molecular events. Readers not wanting to follow the methods of calculation' 
could skip to the summary after the next section. 
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Consider a hypothetical cylindrical pore (Figure 1A) chosen to be only a 
couole of atomic diameters wide. so it will have a chance to feel and identifv 
each passing ion, and only a couple of atomic diameters long, so it will have the 
maximum permeability (Hille, 196%; Hille, 1968a). The assumed radius, a, is 3 
(0.3 nm) and the length, 1, is only 5 A. The rest of the channel would have to 
provide wide aqueous vestibulesin front and back in order not to compromise 
the high permeability of the short pore. The pore is bathed in a solution of 
resistivity p = 100 ll . cm, containing 120 mM salt (c = 1.2 x moUcm3) with 
a diffusion coefficient D = 1.5 x 105cm2/s ,  a medium chosen to resemble frog 
finger's solution at 20°C. 

Now we can calculate the resistance of the pore from Ohm's law. The 
resistance of a conducting structure is equal to the integral of the resistance 
along the path of current flow, which for a cylinder is (Equation 1-2) 

(C) DIFFUSION LIMIT 
I 

I ELEMENTAKY I'KOPER?'IES OF A SllOKT POKE 

(A) Georrletry of the hy otheticdl short porc used in the text for ~d l cu ld -  P .  tions, shown with a K ton and an t120 molecule drawn to the same 
scale as the pore. (B) Three components of the effective electrical 
resistance of the pore: resistance within the pore itself, and, two compo- 
nents of access resistance of the current paths converging to the pore. 
(C) The diffusion limit of  a chemical reaction is the rate at which 
reacting molecules can diffuse to within the reaction radius of another. 
For a channel, the diffusion limit is the rate of diffusiori to the mouth. 
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In addition to resistance within the pore, any measurement includes the access 
resistance on both sides, that is, the resistance along the convergent paths from 
the bulk medium to the mouths of the pore (Figure 1B). This is approxirnately 
equal to the integral resistance from infinity to a hemispherical shell of radius 
equal to the pore radius, multiplied by 2 because there are two sides. That 
integral is easily done, giving a resistance of pI2m on each side. A more precise 
result requires the difficult integral from infinity to the disk-like mouth of the 
pore and gives a resistance of pi411 on each side (Jeans, 1925; Hall, 1975). The total 
resistance of the channel is then the sum of Rpnre and the access resistances. 

Evidently, including the access resistance is equivalent to making the pore -1112, 
or roughly 0.8 diameter, longer. For the dimensions chosen, Rchdnnel becomes 
3.4 GR, and the single-channel conductance, y, is 290 pS. 

The d i f u s i o  equation also sets litnits 
on the maximum current 
The limit set by Ohm's law should hold when the test potential is small. 
However, if the test potential is large, the current in the pore might demand 
more ions than the neighboring solution can provide. Neglecting any potential 
gradients in the solution, we can estimate from Fick's law of diffusion the rate of 
arrival of new ions at the mouth of the pore. The problem is exactly analogous to 
calculating the rate of encounter-controlled (diffusion-limited) chemical reac- 
tions, for which a method was proposed by Smoluchowski (1916). He solved the 
diffusion equation for a spherical sink of radius a in an infinite medium of 
molecules at concentration c, using the boundary condition that any molecules 
striking the sink vanish, so that c = 0 there (Figure 1C), The desired quantity is 
the flux 4 of molecules into the sink. The time-dependent solution, starting with 
a uniform distribution of molecules, is (Moore and Pearson, 1981) 

There is a large instantaneous flux as molecules in the immediate neighborhood 
of the sink enter, but after 100 ns (assuming that u = 3 A) the flux falls to within 
1% of the steady-state value: 

The derivation and limitations of this equation have been discussed repeatedly 
in the literature of chemical kinetics. Some papers consider the effects of water 
structure, of crowding of the sinks, and of attractive and repulsive forces 
between the particles (see, e.g., Noyes, 1960). If the sink has a single negative 

i charge, the limiting flux of univalent positive ions is approximately doubled 
; (Moore and Pearson, 1981). 

1% 
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The steady-state solution can be used for the hypothetical pore if we assume 
that there is a hemispherlal sink capturing ions at  one mouth of the pore: 

$pore mouth = 2'hTaDc (11-4) 

= 3.4 x 10-l6 molls 

= 2.0 x 108 ionsls 

If all ions flowed in one direction, they would produce an electric current of 33 
PA. From Ohm's law, an electrical driving force of 114 mV would be needed to 
force 33 pA of current through a 290-pS pore. Hence biological ionic channels, 
most of which have far less than 290 pS of conductance, are not likely to reach 
their diffusion-limited rate with the 100-mV driving forces typical in physiology. 

Consider now a pore without any applied membrane potential. Suppose that 
2 x 108 ions were delivered each second to the mouth of the pore. Would they 
all actually go through the channel? In other words, can an ion be processed in 
less than 5 ns? Let us consider free diffusion in the pore. In the absence of an 
electrical driving force, the ions might move independently by a random walk, 
for which Einstein (1905) showed that an average time of d2/2D is required to 
diffuse a distance d (Equation 10-3). If we assume that the ion is as mobile in the 
pore as in free solution, the random walk is remarkably fast. In only 0.4 ns, the 
ion could move an average of 10 A, which could carry it safely through our short 
pore. 

We can try the diffusion equation itself in the pore. Let us assume tentatively 
that diffusion to the pore is much faster than diffusion in the pore and that the 
concentration of a certain ion is 120 mM on one side and 0 mM on the other. Then 
the flux through the pore would be 

= 1.0 x 10-l6 molls = 6 x lo7 ionsls 

Hence not every ion arriving at the pore mouth will pass through the pore itself. 
Comparison of the calculated values of +yre and of +pore mouth shows that the 

diffusional resistance of the pore and the diffusional resistance of the medium 
are similar. Therefore, if we want to determine the diffusional resistance of the 
entire channel, we must consider both together. Closer inspection of the mathe- 
matics shows that the problem of +pore and $I~, mouth is formally identical to the 
problem Rpore and R,,,,,,. The mathematics turns out to be the same. By analogy 
we can state that the "diffusional access resistance" on both sides of the mem- 
brane has an effect equivalent to making the pore nu12 longer. Therefore, the 
unidirectional flux without an electrical driving force would be (cf. Equation 
11-1) 
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m2Dc 
$channel = 1 + na/2 

= 5 x 10-l7 molls = 3.1 x lo7 ionsis 

which is equivalent to a current of only 5 PA. 

Summary of litnits from nzacroscopic laws 
To summarize, by considering a short electrolyte-filled pore, we have estimated 
the maximum flux and conductance that an ionic channel might be expected to 
have. The calculations hinge on using Ohm's law and Fick's law on an atomic 
scale and assume that ionic mobilities in the pore are the same as in free 
solution. In round numbers, the limits in 120 mM salt solution are a maximum of 
33 pA of current at 0 mV, and a conductance of 300 P S . ~  As we shall see in 
Chapter 12, the performance of several real channels reaches these limits. 
Readers interested in a more careful theoretical treatment that considers the 
simultaneous effects of diffusion and electrical gradients, using the Nernst- 
Planck equations, can consult Lauger (1976) and Gates et al. (1990). 

One can imagine many factors other than free-solution mobility that could be 
rate limiting for passage across a biological membrane. Such a list would include 
mechanical interactionzwith water molecules in the pore, electrostatic repulsion 
by other ions in the pore, possible "sticky" or attractive spots where the ion 
might pause in passage, a need to remove some 1I2O molecules from the inner 
hydration shell at a narrow place, or even a need for the channel itself to 
undergo small changes during the transit of each ion. In addition, the local 
dielectric constant and the local electrostatic potential from nearby charges and 
dipoles could have a significant effect on the local concentration of permeant 
ions. All of these factorsmicroscopic factors-will be considered further in 
later sections. 

Dehydration rates can reduce nrobilitrj 
in narrow pores 
The preceding calculations lead to the surprising conclusion that access re- 
sistance in the solution outside the pore is almost as large as resistance within the 
pore itself. In that case, free diffusion in the bulk solution would be partially rate 
limiting. However, such a conclusion cannot be correct for highly ,on-selective 
pores, since free diffusion has little ionic selectivity. In selective channels the 
majority of the resistance has to be in the pore rather than in the bathing 
solution. The channel determines which ions are permeant. Therefore, we must 
consider factors that lower the mobil~ty in the pore. 

Classically, there was much discuss~on of pores as molecular sieves. Mole- 
cuIes larger than the pore opening must be irnpermeant. Molecules smaller than 

For comparison with enzyme reactions later in thischapter, we note that these calculated limits 
; wit1 vary in proportion to the assumed ionic concentration near the pore. The maximum flux can be 
' expressed more generally as a second-order rate constant of 1.9 x LOY ions sK1 M-'. 
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the pore can be permeant. Their mobility in the pore would be inversely related 
to their molecular friction and to other possible barriers to motions of the other 
snlall molecules in the pore. We start with ligand-substitution rates. 

If a pore has a width of three atomic diameters, it would be conceivable, as 
Mullins (1959a,b, 1961) suggested, that an ion could slide through without even 
losing its inner shell of hydration. However, if the pore has a width of only one 
or two atomic diameters, as we believe that Na and K channels do (Chapter 13), 
then the inner water on at least one side of the ion would have to be replaced by 
groups belonging to the pore, acting as surrogate water molecules. Even in the 
shortest pore, such a substitution has to occur twice, once to replace an H 2 0  
molecule with the pore and again to regain a water molecule as the ion exits. 
More realistically, it may happen five to ten times, as several H 2 0  molecules are 
removed and the ion moves stepwise from group to group along a short pore. 

The rate constants for such ligand exchanges are on the order of lo9 s-' for 
Na+,  K + ,  and CaZ+ ions (Figure 5 in Chapter lo), so one step could take 1 ns. 
Hence 5 to 10 ns might be required for a complete transit instead of the 0.4 ns 
estimated from the Einstein equation. Ions like Ni2+, Mg2+, Co2+, and Mn2+, 
which require as much as 200 ns to 100 ps to substitute in their inner shell, 
should have extremely low mobilities in a narrow pore. Thus the time course of 
ligand substitutions can act as a major barrier retarding permeation. On the 
other hand, as ionic channels are catalysts designed to speed the transit of ions, 
we might eventually find that slow hydration-dehydration reactions are faster in 
channels than in free solution. Nevertheless, the removal of water molecules at a 
narrow region of the pore is probably the rate-limiting step that gives some ionic 
channels their high ionic selectivity. 

There is one ion, the proton, whose aqueous conductance is unique. We 
have already seen (Table 1 in Chapter 10) that H +  ions carry current seven times 
more easily than Naf ions in free solution. This is because the mechanism of 
conduction is qualitatively different (Eisenberg and Kauzmann, 1969). Consider 
that hydronium ions, H 3 0 + ,  and H 2 0  molecules form a continuous hydrogen- 
bonded network in solution. At one moment the proton might be associated 
with one H 2 0  molecule (H20H-OH2), and at the next moment, with another 
(H20.-.HOH2). Any one of the three protons on the H,O+ ion can be relayed to 
another water molecule, a process that can take only 1 ps. As long as a pore 
contains a continuous chain of water molecules, such a relay mechanism should 
be possible. Therefore, in a narrow aqueous pore where the mobility of other 
ions is reduced by slow ligand exchanges, the mobility of protons could remain 
high. 

Single-file water movemetzts can lower mobility 
Another factor expected to reduce effective mobility results, again from the 
crowded conditions in a narrow pore. It can be called FLUX COUPLING. Consider a 
pore that is only one atomic diameter wide and n diameters long (Figure 2). It 
would have space within it for n H 2 0  molecules lined up  in single file. The 
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2 A LONG, SINGLE-FILE PORE 

Eight mobile particles are shown within a hypothetical pore. The parti- 
cles are too wide to pass in the pure so, for example, i f  the shaded 
particle is to escape on the right, tive other particles must leave first. 
The resulting correlations of the diffusional motions lead to a constella- 
tion of properties callcd the "long-pore" effect. 

motions of all these molecules are coupled by the single-file geometry. Before 
one n~olecule can move to the right, all the molecules ahead of it have to move to 
the right to make room. This coupling reduces the effective mobility of each 
molecule to l / r l  of the mobility it would have if no other molecules were in the 
pore (Hodgkin and Keynes, 1955b; Levitt and Subramanian, 1974). This is an 
extreme example, but illustrates how the motions of diffusing molecules lose 
their independence in a restricted space. In general, then, the permeability of a 
pore to any molecule depends on what else is in the pore. 

The presence of water in ionic channels leads to cross coupling between ion 
flows and water movements. If the pore can be regarded as filled with a single 
file of water molecules, then: (1) An ion in the channel can move no faster than 
the column of water. (2) Water in a channel occupied by an ion can move no 
faster than the ion. (3) If water is forced to flow by hydrostatic or osmotic 
pressure differences, it will drag ions too and create an electrical potential 
difference (streaming potential). (4) If current is forced to flow by an applied 
voltage, the ions will drag water along too (electro-osmosis). Even pores wide 
enough to allow molecules to slip by each other will show these effects, although 
to a milder degree. 

Ionic fluxes may saturate 
So far we have considered flux coupling and loss of independence as due only to 
H20 molecules inside ionic channels. However, the biophysical literature actu- 
ally uses these words more commonly to describe effects due to other iotls in the 
pore. Much of the thinking can be traced to tests of Hodgkin and Huxley's 
(1952a) INDEPENDENCE PIUNCIPLB. By their definition, independence is obeyed if 
"the chance that any individual ion will cross the membrane in a specified time 
interval is independent of the other ions which are present." 

An important test of independence is to determine if ionic flux is exactly 
proportional to the ionic concentration, that is, if each ion in solution makes an 
independent contribution to flux. Now, since a channel takes some time to 
process one ion, it could happen that a second ion, attempting to cross, finds the 
channel busy and unavailable. Either mutual repulsion between ions with like 
charge or simply mechanical factors could prevent the second ion from entering. 
Since the probability of such interference increases as the ionic concentration is 



Elementary Properties of Pores 301 

raised, the flux<oncentration curve would resemble a saturating function, as in 
Figure 3, rather than a straight line. Ionic fluxes in ionic channels do indeed 
show saturation, but usually not until the permeant ion concentration is raised 
above the physiological level (see Chapter 14). 

In the Michaelis-Menten model of enzyme kinetics, the velocity of reaction 
reaches a saturating value (V,,,,) at high substrate concentration because sub- 
strate ~nolecules compete for binding to active sites and each enzyme takes a 
finite time to convert the bound substrate into products and to release them. 
Similarly, ionic channels can be regarded as catalysts with a limited number of 
binding sites and as taking a finite time to process their substrates. 

Long pores wzay have ionic flux coupling 
Some long pores may contain more than one ion at a time. They may show 
deviations from independence not only by simple exclusion but also by flux 
coupling between ionic fluxes. The movement of one ion can sweep other ions 
with it, much as the flow of a river sweeps water molecules along. Although the 
concept of ionic flux coupling is simple, the theory is relatively complex. 

H. H. Ussing (1949) proposed an important test, the FLUX-IuTIo CIIITERION, 
that reveals such flux coupling. Operationally, it requires measuring with a 
tracer &n the unidirectional flux across the mzmbrane from the left side to the 
right, 9 ,  and that from the right to the left, 4 .  With passive diffusion and no 
flux coupling, the ratio of these unidirectional fluxes should equal the ratio of 
electrochemical activities of the ion in the two solutions. In equation form: 

2 

+ S  [Sli ZSFE - - = -. exp (=) 
4 s [SI" 

or equivalently in terms of the electrochemical driving force E - Es: 

L 

where 4 is considered an efflux anci an influx. For example, if ion S is five 
times more concentrated inside a cell than outside, the efflux at 0 mV should be 
five times the influx. This commol~sensical result also follows naturally for 
diffusing ions obeying the independence principle (Hodgkin and ~ u . x l e ~ ,  
1952a). 

Several common kinds of flux coupling produce deviations from Equation 
11-7 in biological membranes. One simple example is "exchange diffusion," 
where a carrier mechanism makes an obligate, stoichiometric exchahge of an 
equal number of ions. Then the flux ratio is always unity. Another is cotransport 
or countertransport, coupled mechanisms that involve other diffusible species, 
such as Na+-sugar cotransport. Another is any active transport device. Perhaps 
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Initial slope = P 
I 

Relative concentration ([SIJKs) 

3 FLUX IN A SATURATING PORE 

As the concentration of permeant ions on both sides of the pore is 
increased, the ionic flux rises asymptotically to a maxlmum value. The 
curve drawn is the Mjchaelis-Mcnten function, E~luation 14-1, with 
concentrations given in units of K,. Only at very low concentrations 
does the flux-concentration relation follow the straight line expected 
from independence. 

the least obvious is the correlated flow of ions in long pores that contain several 
ions at a ~ ~ ~ ~ - - M U L T I - I O N  POI~ES (Hodgkin and Keynes, 1955b; tleckmann, 
1965a,b, 1968, 1972; Hille and Schwarz, 1978). 

Consider the movement of labeled ions in a three-ion pore (Figure 4). Al- 
though the ions are drawn small enough to pass each other in the pore, we 
assume that electrostatic repulsion drives them apart so that they cannot do SO. 
Given that there is a 5:l gradient of concentratiGn from one side to the other, 
what is the flux ratio at 0 mV? Theoretically, it may be much larger than 5:1, 
because the steady outwardly directed stream of ions sweeps inwardly directed 
ions out of the pore, preventing their entrance. As ~ o d g k i n  and Keynes (1955b) 
first showed, the flux ratio in a long pore is better described by the electrochemi- 
cal activity ratio raised to a power: 

or equivalently in terms of the electrochemical driving force E - Es:  

Depending on the rules for ionic movements in the pore, the flux-ratio expo- 
nent, n', can take on values between 1 and n, where n is the maximum number 
of ions interacting in the pore. Hence in the problem above, rr' could be 3 and 
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0 

Outside 

4 IONIC FLUX COUPLlNG IN A PORE 

Three cations are shown in a long pore. Although they are small 
enough to pass each other, they will not do so because mutual repul- 
sion keeps them apart. Therefore their motions are coupled and they 
move in single file, subject to the long-pore effect. 

with a 5:l concentration gradient the flux ratio at 0 mV could rise as high as 
125:l. The ions are flowing in a stream instead of moving independently. We 
will learn more about multi-ion pores in Chapter 14. 

lotrs nrlrst overcome electrostatic barriers 
Small ions do not spontaneously partition from water (e = 80) into a vacuum 
( E  = 1) because of the approximately 100 kcaUmol energy barrier of dehydration 
(Table 4 in Chapter 10). According to the Born equation (Equation 10-18), the 
energy barrier for partitioning from water into lipid, with r = 2, is about half 
that for partitioning into a vacuum with E = 1. This is still a prohibitively large 
energy and explains the lack of ionic permeability in pure lipid bilayers. Small 
ions can permeate only where they would be surrounded by at least a shell of 
more polar material as they pass through the lipid. Ionic channels provide these 
conditions. 

Electrostatic calculations for the energy of a charge in a pore are difficult but 
instructive. The predicted energy depends on the values assumed for the di- 
electric constant and geometry (Parsegian, 1969; Levitt, 1978; Jordan, 1982) and, 
in more elaborate calculations, on assumed surface dipoles and fixed charges as 
well as the ionic strength of the medium (Jordan, 1983, 1984; Jordan et al., 1989; 
Cai and Jordan, 1990). Figure 5 shows calculated energy profiles for ions in a 
simple cylindrical pore 25 A long. When only one ion is present (n = I), the 
potential energy of the ion rises gradually as the distance from the bulk water 
increases and reaches a maximum in the center of the membrane. In the litera- 
ture, the forces underlying such a potential barrier are often called IMAGE FORCES 

after a mathematical trick used to calculate them. Here we call them instead 
DIELECI'KIC FORCES to remind us that they arise from dielectric constant differ- 
ences. As Born (1920) showed, an ion in a low dielectric constant has higher self- 
energy than one in a high dielectric constant. Near the boundary of two di- 
electrics there is naturally a transition zone where the self-energy graduaIly 
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Position of mobile 111n ( A )  
5 IONIC POTENTIAL ENERGIES IN A PORE 
Total electrostatic energy required to move one, two, or three ions from 
the bulk solution into a pore represented as a cylindrical hole in a 
dielectric. The calculation takes into account the dielectric work re- 
quired to bring the ion near the low-dielectric-constant material of the 
membrane and the electrostatic work to bring like-charged ions into the 
same pore. The 3-A-radius pore has the dielectric constant of water (e 
= 80), and the 25-A membrane, the dielectric constant oi oil (e = 2). 
When two ions are in the pore, one of them is always at site A, I A in 
from the bulk solution. When there are three ions, one is at site A and 
another at site 8.  [From Levitt, 1978.1 

changes from one limiting value to the other, and the gradient of this energy is 
the force. The force arises because the polarization of the medium around the 
ion is asymmetric: The high-dielectric-constant region on one side is more 
polarized than the low-dielectric-constant region on the other, so the ion is 
attracted toward the region of higher dielectric constant. Nevertheless, because 
the pore contains a plug of high-dielectric-constant material and because the 
membrane is thin, the total potential energy in the pore is much less than the 100 
kcaUmol needed to dehydrate an ion fully. 

Adding another ion of the same charge to the pore (n = 2) raises the potential 
energy through mutual repulsion of the charges. The calculation in Figure 5 
assumes that one ion is at the position marked A in the channel. As the second 
ion approaches A, the total energy rises much higher than twice the value for a 
single ion. With three ions (11 = 3), one at A, one at 8, and the third free to 
move, the total energy rises to almost 20 times thermal energy. Therefore, if 
there were no other factors lowering the energy barriers, this dielectric channel 
could hold one ion, which could jump acrossthe central barrier occasionally; it 
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rnight infrequently hold two ions, if they remained near the opposite ends; and 
it would not accept a third ion.3 

The calculation in Figure 5 shows that dielectric forces and electrostatic 
repulsion could severely depress entry and passage of ions through pores. 
However, the model exaggerates the difficulty since biological channels conduct 
much better than this pore would. They must have lower energy barriers. 
Factors that would help include adding attractive dipoles and charged groups to 
the pure wall (Jordan, 1983; Jordan et a]., 1989; Cai and Jordan, 1990) and 
shortening the narrow part of the pore by adding wide vestibules to either side. 

Iotrs colrld have to overcorne mechanical bam0ers 
Although we have thought of the open channel as a water-filled pore providing 
an avenue wide enough for acceptable ions to flow, one could alternatively 
imagine that part of an open channel is normally too narrow to pass ions. 
Thermal agtation and polarization forces from the ion might cause fluctuations 
of the wall that occasionally let the ion proceed in a kind of "vacancy diffusion" 
mechanism (Lauger et al., 1980; Lauger, 1987). Such is the mode of entry of the 
oxygen molecule into the "heme pocket" of hemoglobin. Between the external 
medium and the heme there is no opening, but O2 moves easily through nearly 
liquid regions of agitated amino acid side chains to reach its destination (MC- 
Carnmon and Karplus, 1980). A mechanism like this might be distinguished 
from aqueous pores by several criteria. (1) If there is no continuous chain of 
hydrogen-bonded water, the proton mobility might not be high. (2) If the 
deformation energies to make a passage are larger than about 5 kcallmol, the 
temperature coefficient for fluxes would exceed the Q," = 1.3 typical of aqueous 
diffusion. (3) If the rates of the necessary structural transitions are low, the flux 
could be much lower than expected from an open pore and could have several of 
the features normally associated with "carrier" mechanisms (Lauger et al., 1980; 
Lauger, 1987). 

Gramicidin A is the best-studied tnodel pore 
We might be more hesitant to apply our simple physical rules to the discussion 
of ionic channels if we did not have model pores to test them. This section shows 
that model pores illustrate neatly many of the transport ideas that we have 
discussed. The results are exciting because they give us hope that similar details 
can be known for the channels of nerve, muscle, and synapse. 

An ideal model pore would have a precisely defined structure, it would 
exhibit some functional similarities to natural ionic channels, and it would be 
rugged enough to withstand a wide range of measurement conditions. Such a 
pore is formed by the antibiotic gramicidin A in lipid bilayer membranes. This 

Boltzmann's Equation 1-7 tells us that the probability at having three ions in this dielectric pore 
is on the order of e c m ,  which is only 2 x lo-'. 
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area of investigation was pioneered by Paul Mueller and Donald Ruiiin. They 
developed practical ways to make planar bilayer membranes in the laboratory4 
and discovered that a wide range of antibiotic substances and other molecules 
would make the bilayers permeable to ions (Mueller et al., 1962; Mueller and 
Rudin, 1969; Montal and Mueller, 1972). Subsequent research showed that some 
molecules act as carriers or "ionophores" (valinomycin, nigericin, nonactin, and 
others) and some as pores (gramicidin A, amphotericin 8, alamethicin, mon- 
azomycin, and others). 'They have been a rich source of information on transport 
mechanisms (Finkelstein and Andersen, 1981; Latorre and Alvarez, 1981; Lauger 
et al., 1981; Hladky and Haydon, 1984; Andersen, 1984; Pullman et al., 1988). 
Gramicidin is the best characterized molecular pore. 

Gramicidin A is a linear pentadecapeptide with alternating D- and [.-amino 
acids: HCO-~-va~-g~y-r.-a~a-~-~eu-~.-a~a-~-va~-~.-va~-~-va~-~-trp-~-~eu-~-trp-~-~eu-~- 
t r p -~ l eu -~ - t rp -NHCH~cH~oH.  Because its amino acid residues are hydro- 
phobic and the end groups are blocked, the molecule has no free charges and is 
very poorly soluble in water. Hladky and Haydon (1970) discovered that gram- 
icidin induces small stepwise conductance increases in lipid bildyers (Figure h )  
In 100 mM RbCl the unitary conductance step is about 30 pS (Neher et al., 1978), 
a value characteristic for a pore but well below the 300 pS limit that we calculated 
before. Each step increase of conductance is interpreted as the formation of one 
pore, and each decrease, as the breakdown of one pore. Depending on the 
bathing solutions and on the lipids used to form the bilayer, the lifetime of one 
open event varies from 30 rns to 60 s (Hladky and Haydon, 1972). Although 
almost every event shows the same unitary conductance, occasional events of 
smaller conductance occur in all experiments. 

Kinetic and chemical experiments show that the conducting pore comprises 
two gramicidin peptides linked transiently head-to-head by hydrogen bonds 
between their formyl end groups, as proposed by Urry (1971; Urry et al., 1971). 
In this hypothesis, each peptide chain is wound in a P helix to form a half 
channel with a hole down the middle (reviewed by Wallace, 1990). The helix is 
stabilized by -NH-0- hydrogen bonds extending parallel to the pore axis 
from one turn of the helix to the next (Figure 7). The hydrogen-bonded peptide 
backbone lines an aqueous pore 4 A in diameter and about 25 A long, in the 
dimer. All amino acid side chains extend away from the axis, into the membrane 
lipid. Thus the gramicidin pore is narrower a i d  much longer than the idealized 
pore whose properties we calculated before5 and differs from the known signal- 
ing channels (Chapter 9) in being formed by peptide chain that spirals around the 
diffusion pathway. 

Planar bilayers or "black lipid membranes" are easily made from pure lipids or lipids mixed 
with inert solvents such as decane. The membrane is formed across a small hole in a Teflon or plastic 
barrier separating two compartments. The compartments can be perfused with solutions and voltage 
clamped to study the ionic permeability of the membrane. 

Repeating our calculations using the dimensions of grarnicidin A gives a predicted 44-pS 
limiting conductance for 120 mM salt. 
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Gramicidin A 

6 UNITARY CURRENTS FROM GRAMIClDlN A POKES 

Cunent steps recorded in a lipid bilayer exposed to a minute amount of 
gramkidin A. The dioleoyll~ithin-11-dccane mernbrdne is batllrd on 
both sides by 1 M NaCl and polarized by an applied potential of 90 mV. 
The mean single-channel conductance i~ndcr these conditions is y 12 
pS (T = 25°C). The conductance has a Q,,, of 1.4 to 1.5 and varies with 
the species of pernleant ion and with the lipid used to form the men- 
brane. [Frorn Barnberg and I.huger, 1974.) 

Gramicidin channels are cation selective. When there is a gradient of mono- 
valent chloride sdlt across the bilayer membra~le, the zero-current potential 
equals the Nernst potential for the cation, showing that the permeability of the 
pore to C I  is negligible (hlyers and Etay~ion, 1972). When the membrane is 
bathed with different salts on the two sides, the biionic potentials correspond to 
a permeability sequence H ' > Nt I, + > Cs + > Rb 2 K ' > Na + > Li + ('Table 
1). When the membrane is bathed in symmetrical salt solutions, the conduc- 
tances decrease in the sequence Fi + > Csi = Rb > NH, + > TI' > Na * > L i t .  
The order is close to the mobility sequence for the ions in aqueous solution. 

The gramicidin channel behaves like a water-filled pore. The temperature 
coefficient of the single-channel conductance is Q,, = 1.35, corresponding to an 
activation energy of 5 kcaVrno1, like aqueous diffusion (Hladky and Haydon, 
1972). Protoils are the most mobile ion, as they should be if the channel has a 
continuous column of hydrogen-bonded water molecules. Gramicidin channels 
also increase the tracer flux of water molecules across bilayers. A single channel 
passes a diffusion flux of about 108 H20 molecules per second in each direction 
a t  low ionic strength (Finkelstein and Andersen, 1981; Dani and Levitt, 1981b). 
The water permeability may be lowered when an ion enters the channel (Dani 
and Levitt, 1981a). Further, a streaming potential develops when nonelectrolyte 
is added to the salt solution on one side to make an osmotic gradient, and an 
electro-osmotic volume flow occurs when an ionic current is passed across the 
membrane (Rosenberg and Finkelstein, 1978; Levitt e t  a]., 1978). The conclQsion 
from all these observations is that an ion moving across the gramicidin channel 
drags with it a long column of six to nine water molecules in single file. Using 
space-filling models, one can readily fit 11 H 2 0  molecules into a 4 A x 25 A 
cylinder. Since water molecules are 2.8 A in diameter, they would not slip past 
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~1 SPACE-FILLING MODEL 

7 HELICAL STRUCTURE OF GRAMICIDIN A PORE 

Proposed n(~,u) helix of gramicidin A in a membrane viewed down the 
axis of the helical pore. With a n  alternating L,D peptide, this helical 
structure permits hydrogen bonds between C-0 and NH2 groups six 
residues apart, with these polar groups lining a central pore of 4 A 
diameter and  the side-chain groups pointing away from the pore into 
the membrane. In gramicidin A, none of the side chains are polar. 
[From Urry, 1971.1 

TABLE 1. PERMEABILITY AND 
CONDUCTANCE RATIOS FOR 
MONOVALENT CATIONS IN 
GRAMICIDIN A CHANNELS 

Permeability ratio, Conductance ratio. 
Test ion, S p s l f i ~  YS/XN. 

H' 43 14 

NH4' 6.3 2.4 

Cs' 4.6 2.9 

Rb' 3.6 2.9 

TI * -60 2.1 

K * 3.5 1.8 

Na*  1.00 1.00 

Li ' 0.29 0.23 

Lipid bilayer formed from glycerylmonooleatr-decane at 
20 to 23' C. Permeability ratios calculated from biionic po- 
tentials with 1W m,Lc salt solutions using Equation 1-13 
(Myers and Haydon, 1972; Urban et dl . ,  1980). Singlr- 
channel conductance ratios measured at 100 mV with 500 
m M  symmetrical salt solutions (Hladky and Haydon. 1972; 
Nehrr, Sandblom and Eisenman, 1978). 
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each other unless the channel could bulge to a 5.6-A diameter. Apparently such 
a bulge is very unlikely since urea molecules, which have a diameter of 5.0 A, are 
not measurably permeant in gramicidin pores. 

Ionic fluxes in gramicidin A channels show clear deviations from indepen- 
dence. As the concentration of the bathing salt solutions is raised (Figure 8), the 
single-channel conductance rises to a saturating value and, for some salts, even 
begins to decline again (Hladky and Haydon, 1972; Neher et al., 1978; Urban et 
al., 1980; Finkelstein and Andersen, 1981). Each salt gives a different maximum 
conductance. There is also ionic flux coupling (Schagina et al., 1978, 1983; J. 
Procopio, H. Haspel, and 0. Anderson, personal communication). With some 
salt solutions the bnidirectional tracer fluxes of cations do not satisfy the Ussing 
(1949) tlux-ratio relationship (Equation 11-7). Instead, one must use Equation 
11-8 of Hodgkin and Keynes (1955b) with a power n' larger than 1.0 (Figure 9). 
The flux-ratio exponent n' depends on the species and concentration of cation. 
The highest exponent so far reported is n' = 1.99 for 100 mM RbCl solutions and 
ox brain lipid plus cholesterol membranes (Schagina et al., 1978, 1983). 

The observation of saturation and flux cuupling are consistent with a single- 
file pore that can hold up to two ions at a time. It is generally believed that at salt 
concentrations below 1 rnM most of the gramicidin channels contain no ions, 
while at high concentrations (100 mM to 3 G )  most are loaded up  with one or two 

Na' activity (molal) 

8 SATURATION IN THE GRAMICIDIN A PORE 
Single-channel conductance (points) versus the aqueous Na + activity 
for a phosphatidylethanolamine/n-decane bilayer membrane with sym- 
metrical solutions. The curve is drawn from Equation 14-lb with a half- 
saturating activity K N ,  = 0.31 molal and a maximum conductance y,, 
= 14.6 pS. T = 23°C. [From Finkelstein and Anderken, 1981.1 
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9 IONIC FLUX COUPLING IN GRAMlCIDlN A 

Unidirvctional tracer fluxes of Cst ions were measured on gr~rnicidin- 
doped diphytanoylphosphatidyl cholineiri-decane membranes. The 
flux-ratio exponent, ti' (Equation 11-8), rises above the value expected 
in free diffusion, tr' = 1. The curve is calculated from a model fitted to 
the observations and assuming that two ions can be in the pore at a 
time but cannot pass each other. [From Finkelstein and Andersen, 
19Sl.l 

ions. These conclusions are surprising since gramicidin is a completely neutral, 
and relatively small, molecule. Evidently, a thin helix of peptide groups is polar 
enough to substitute for most of the waters of hydration of a cation and provides 
enough energy of stabilization to overcome dielectric forces and even to counter- 
act the strong repulsion between two cations in the channel (Figure 10). Gram- 
icidin actually attracts ions to it: When it is bathed in a 1 M salt solution, which 
contains 55 water molecules per cation, the channel contains one or two cations 
dissolved in only 8 to 10 water molecules. Again, the channel walls can be 
regarded as equivalent to a large number of water molecules. Undoubtedly, 
when two cations are in the pore at once, they would tend to lie near opposite 
ends of it, separated by several water molecules. 

Despite the long, narrow geometry of the gramicidin pore, its maximum 
transport properties are impressive. The highest conductance so far reported 
with an aIkali cation is 107 pS at 23'C with 3 M RbCl solutions and a neutral 
membrane made from glycerylmonooleate-hexadecane mixtures (Neher et al., 
1978)~ Attempts have been made to increase this number by adding negative 
fixed charges to attract cations more strongly. However, neither making the 
membrane from negative lipids nor adding a triply charged moiety to the 

With 5 M HCI solutions the conductance (to protons) reaches lBOO pS (Eisenman et al., 1980). 
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10 IONIC ENERGY PROFILE IN GRAMlClDIN A PORE 

Schematic diagram of a cation passing through a narrow pore similar to 
gramicidin A. (A) Thc potential-energy profile W is the sum of repul- 
sive dielectric work WE (as in Figure 5) and mostly attractive energy 
W,,,, of interaction between the cation and the polar groups of the 
pore wall. (6) Five steps involved in crossing the membrane. [After 
Andersen and Procopio, 1980.1 

ethanolamine group at the mouth of the channel affects the maximum conduc- 
tance (Apell eta]., 1977, 1979). Both modifications do profoundly lower the bulk 
ion concentrations needed to saturate the channel. Thus with negatively 
charged diphytanoylserine membranes, the conductance is already above 50 pS 
in 1 mM CsCl (cf. Figure 8). Evidently, the negative lipid head groups attract Cs+ 
ions strongly and increase the local cation concentration at the mouth of the 
channel (see Chapters I0 and 17). 

Experimenters have not deliberately designed tests to determine how high a 
current the gramicidin channel can pass. The highest current I have found 
reported is 30 pA at 21°C with 1 M CsCl solutions and a 300-mV applied potential 
(Urban et al., 1980). As the slope of the current-voltage relation in that paper is 
still steep at 300 mV, one imagines that had the membrane been able to with- 
stand a larger applied voltage, the current could have been made larger. The 30- 
pA current indicates that Cs + ions can be stripped down to only two inner-shell 
water molecules (one in front and one in back), relayed past the 30 peptide 
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TABLE 2. TURNOVER NUMBERS FOR VERY FAST ENZYhlES 
A N D  FOR CARRIERS 

Substrdlr 
Enzvrnr turnover Is - ' )  T I"C) 

- ~ 

Catalascl 

Carbonic anhydmse  C' 

A5-3-Krtosteroid isomcrase3 

Acetylcholinesterase4 
- 

Carrier 
Substrate 

SubhLrate turnover (s -  I) T ("C) 

Rb' 

Na-K-A'Tl'asen Na '  5 x 102 37 

CIICI exchange lU CI - 5 x 10' 3R 

Glucose transpc~rtcr" Clucusc 0.1-1.3 x 1U4 38 

Abbreviation. DTFU. 5.h,-~l1cl1lorrr-2-tI~oro1nctl1ylben~i1n1~i~1~1~le. 
Itck'n~nccs: ' Nlchc~lls a i rd  Scl~onb,lunl (1963). Kllalifah (Ii)71), ' Batzold et al 
(1977). ' Roscnbcrry (1975). B e n ~  .ind Lauger (1476). a L.~pointr and Laprade 
(1'982). Cohcn et al. (1977), Jurgenscn (1975). ' hlzlcnnon and I lulldnd (1975), 
l o  Drahm (1977). 1 1  Brahln (1'183). 

dipolar groups of the pore, and rehydrated, all in less than 5.3 ns (1.9 x 10' ions 
per second). Undoubtedly, the intense applied electric field helps to speed the 
ligand exchanges by tearing the ion away from each coordination group during 
transit. 

Even this brief overview of the vast literature on grarnicidin A channels 
should show the power of a model system. The system is chemically pure and 
fantastically manipulable. Many physiochemical questions can be addressed 
directly and to a degree hardly imaginable before 1970. The results with gram- 
icidin and other pore-forming antibiotics give the first definitive proof of the 
existence of aqueous pores with molecular dimensions. The hypothesis is con- 
firmed from so many directions that it must be regarded as fact. By extension, 
these approaches finally provide methods to prove, after 130 years of hypothe- 
sis, that there are indeed natural molecular pores in biological membranes as 
well. 

A high turnover number is good evidence for a pore 
So far we have seen from theory and from gramicidin channels that molecular 
pores can have conductances in the picosiemens range and pass currents in the 
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picoampere range, moving millions of ions per second. Now we ask if enzymes 
and carrier systems can also perform that fast. The answer is that a couple of 
enzymes and no known carriers approach such speed. Therefore, a measure- 
ment of speed alone can serve as major evidence that biological ionic channels 
are pores. 

In enzymology the concept of turnover number is defined as the maximum 
number ot substrate molecules processed per active site per second. It is a 
measure of the maximum catalytic capacity of an enzyme. Table 2 lists measured 
turnover numbers for some of the faster known enzymes. By far the fastest is 
catalase, which converts its simple substrate, HOOH (hydrogen peroxide), to 0, 
and H 2 0  in 200 ns with the help of a protoheme-Fe3+ group at the active site. 
The next is carbonic anhydrasc, which adds water to C 0 2  to give H,C03 in 
under 700 ns with the help of a Zn2 ' ion at the active site. Although no lengthy 
compilation of turnover numbers has been published, these two enzymes are 
generally agreed to be at the top of the list. The next fastest that I could find is 
3-ketosteroidisomerase, which takes 10 ps to catalyze the transfer of a proton 
between two carbon atoms. Acetylcholinesterase is also an unusually fast en- 
zyme. By far the majority of enzymes seem to have turnover numbers, in the 
range 20 to 10" substrate molecules per second. The Q,, of enzymatic catalysis is 
typically 3.0, corresponding to activation energies of 18 kcaUmol. 

Turnover numbers for various carriers (Table 2) in no case even remotely 
approach the capabilities of an aqueous pore. The first two examples are small, 
uncharged antibiotics that carry alkali metals by surrounding them with a cage 
of oxygen ligands. The next is a weak-acid uncoupler of mitochondria1 oxidative 
phosphorylation that carries protons as a neutral HA complex. When a net 
current flows, each of these three carriers acts in a cycle, moving one way as a 
neutral particle, and the other, as a charged particle. The movement of the 
neutral form becomes the rate-limiting step in the cycle, as  it is not accelerated 
by applied electric fields. The similarity of the turnover numbers for these three 
carriers is therefore merely an expression of the similarity of the transmembrane 
diffusion of their neutral forms (see Lauger et al., 1981, for still more, similar 
carriers). 

The remaining "carriers" on the list are physiologically important devices of 
mammalian cell membranes. By now many have been studied. They are gly- 
coprotein macromolecules whose transport properties are well described, but 
whose molecular mechanisms are unknown today. Many authors suggest that 
such carriers comprise a transn~embrane pore closed at one end by a molecular 
machine that accomplishes the coupled translocation steps over a short distance 
(Lauger, 1987, 1991). It is no longer believed that these macromolecules diffuse 
back and forth across the membrane while carrying their burden, as the proteins 
are too large and already extend fully across the membrane. 

Parenthetically, one might wonder if something fundamental prevents en- 
zymatic reactions from achieving higher speed. ~nz~mologists 'feel that a large 
number of enzymes have already reached a state of "evolutionary perfection" 
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given the conditions prevailing in a cell. Consider the kinetic equations of the 
Michaelis-Menten mechanism with a reversible substrate binding followed by a 
catalytic step producing products: 

Evolutionary perfection has been defined as having a second-order forward rate 
constant, k,, close to the diffusion liniit and a Michaelis constant, Ks, for the 
substrate that is somewhat higher than the mean physiological substrate concen- 
tration (Fersht, 1974; Cleland, 1975; Albery and Knowles, 1976). With these 
kinetic constants, the reaction proceeds at the diffusion-limited rate at all con- 
centrations up to the physiological one, and only then becomes rate limited by 
the catalytic step or the dissociation step. Evolution will not have speeded these 
later steps further, since they are not rate limiting in real life. That means that 
evolution will stop increasing the maximum velocity of an enzyme reaction 
when V,,, = kl x (mean substrate concentration). Like our idealized short 
pore, many enzymes achieve forward rate constants k, of 5 x 1 0 " ~ ' s ' .  If 
their substrates are typically lo-' M in concentration, their perfected V,,, need 
be no higher than 5 x 104 s -  '. Therefore, the "slowness" of enzyme reactions 
may reflect a relaxation of evolutionary pressure during a history of low subs- 
trate concentrations rather than the absolute limit of the catalytic potential of 
protein molecules. 

Recapitulation of pore theory 
Pore theory was postulated in the first half of the nineteenth century to explain 
phenomena of osmosis. It was also quickly adopted to explain the formation of 
lymph and urine from the blood. From the first, the pores were assumed to be 
only a few water molecules wide, and as physical chemistry advanced, concepts 
of molecular sieving, charged walls, and hydrated ions were added. Although 
they remained hypothetical for 130 years, these ideas were taught to every 
generation of biologist. 

Theoretical calculations show that a small pore could pass millions of ions per 
second. Model systems that have been proven to be pores confirm the calcula- 
tions. Enzyme and carrier systems seem, with a couple of exceptions, to be 
limited to lower turnover rates. Therefore, ionic turnover measurements on 
ionic channels could provide evidence that channels are pores. The next chapter 
concerns such measurements. 
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COUNTING CHANNELS 

Since the ionic flux in a pore can be high and not many ions have to move to 
make a physiologically relevant electrical signal, we do not expect to find a high 
density of ionic channels in excitable membranes. This chapter describes mea- 
surements of channel densities and of ionic turnover numbers in channels. The 
results confirm that most channels have the very high ionic turnover numbers 
expected from molecular pores and that channels are usually a trace component 
of membranes. Only in highly specialized membrane areas, such as the post- 
synaptic membrane, the node of Ranvier, or junctional complexes of muscle 
transverse tubules, are channels a significant fraction of the membrane protein. 

Three principal strategies have been used to count the number of channels in 
a membrane. The first uses neurotoxins like tetrodotoxin (TTX) or a-bungaro- 
toxin as  labels to count the number of drug-binding sites on the membrane 
(Chapter 3). The interpretation requires knowing the specificity and stoichiome- 
try of binding. A second strategy, which is useful only for steeply voltage- 
dependent channels, starts with gating-current measurements (Chapters 2 
and 8). The interpretation requires isolating the gating current for one type of 
channel and knowing how many gating charges to attribute to each channel 
molecule. A final strategy requires measurements of single-channel conduc- 
tance, y ,  either by patch clamping or by fluctuation methods. The channel 
density is then determined by dividing y into the macroscopic peak conductance 
per unit area determined by a conventional voltage clamp. The interpretation 
requires knowing what fraction of the channels are open at the peak. 

The numbers obtained by the three methods are not identical both because 
they are all subject to experimental errors and because they may not reflect 
identical populations of channels. For example, channel precursors may bind 
toxins without being electrically functional, and some channel molecules may 
have mobile gating charges in the voltage sensor, but no open states. By 
convention, biophysicists express the density of channels as the number per 
square micrometer of membrane area. Recall that a typical peak Na current 
density in a giant axon or vertebrate twitch muscle might be 4 mA/cm2 (Figure 13 
in Chapter 3). This amounts to 40 pA/(Lm2. Since typical channels pass at most a 
few picoamperes, we require tens of channels per square micrometer to account 
for the total current.' 

' Often whule-cell gigaseal recordings are normalized to the membrane capacitance, an electrical 
measure of membrane surhce area. As the membrane specific capacitance is I pF/cm2 010.01 pF/prn2, 
a current density of 40 pA/pm2 would be 4,000 pA/pF. 



316 Chapter Twelve 

Neurotoxins count toxin receptors 
Chapter 3 describes how high-affinity toxins can be used in binding studies to 
count the number of receptors in a tissue (B,,,, Equation 3-4). Natural toxins 
have been refined by evolutionary pressures to interact specifically with physi- 
ologically essentinl devices in the target organism. Two popular target devices are 
the voltage-gated Na channel and the nACh of the motor endplate, but many 
other channels are also vulnerable. Much progress in the study of channels has 
been made by exploiting exotic natural toxins, and this continues to be a 
promising strategy for new work. 

Binding studies with TTX and STX began soon after the toxic mechanism was 
described (Moore et al., 1967; reviewed by Ritchie and Rogart, 1977~; Catterall, 
1980). Table 1 shows that, except for nodes of Ranvier, the receptor densities 
range from 35 to 533 sites per square micrometer, with the larger values being 
associated with the larger cells. For muscle, the numbers are referred to the 
outer cylinder surface of each muscle fiber, neglecting the infoldings and trans- 
verse tubular membranes. Although the tubular membranes represent an area 3 
to 10 times that of the outer surface, they are thought to have no more than half 
the Na channels (Adrian and Peachey, 1973; jaimovich eta]., 1976). The density 
of STX binding sites on nodes of Ranvier is reported to be far higher than for the 

TABLE 1. STX AND I T X  RECEPTOR DENSITIES OF NERVE AND 
MUSCLE 

Dissociation Receptor Receptor 
constant "concentrat~on," density 

Tissue Kd (nhr) R (nmdlkg wet) fpm2 rnm1Lranr)-' 

Rabbit vagus nerve 1.8 110 110 
(unmyelinated)' 

Garfish olfactory nerve1 9.8 377 35 

Lobster walking leg nerve1 8.5 94 90 

Squid giant axon2.3 4.3 - 166533 

Rabbit myelinated nerve4 3.4 20 (23.000) 

Neuroblastoma cells (N18)5 3.9 3.1" 78 

Rat diaphragm, soleus, 3.8-5.1 2 4 5 7  209-557b 
a n d  EDL rnusdr"7 

Frog sartorius m ~ s c l e 6 , 8 , ~  3-5 15-35 195-380b 

a Calculated assuming 4.6 kg wetlkg protein. 
In all tables in this chapter the area of a muscle tiber is taken as the cylindrical external 

surface, neglecting infoldings and the transverse tubular membranes. 
Abbreviation: EDL, extensor digitorurn longus. 
References: ' Ritchie et al. (1976). Levinson and Meves (1975), 3 SMchartz et al., (1979). 
* Ritchie and Rogart (1977a), Catterall and Morrow (1978). 6 Ritchir and Rogart (1977b). ' Hansen Bay and Strichartz (1980), Almers and Levinson (1975), Jaimovich et al. 
(1976). 
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other membranes (Table 1). Indeed, electrical measurements to be discussed 
confirm that the number of functional Na channels is high but not as high as in 
Table 1. The electrical measurements on isolated nodes are unambiguous and 
more direct than calculations based on binding studies in a whole, mixed nerve. 
Electrically silent Na channels could contribute to the discrepancy, but most of it 
probably arises from TTX-binding Na channels on the glial cells of mammalian 
nerve (reviewed by Barres et al., 1990),' which would artifically inflate estimates 
that are calculated as if all binding were to nodes. Throughout this chapter, 
measurements on nodes of Ranvier are normalized assuming that the nodal area 
is 50 p n ~ 2  in large frog nodes and 30 pm2 in large mammalian nodes. 

Dose-response and kinetic experiments with STX and TTX suggest that there 
is one toxin binding site per Na channel (Chapter 15). On this basis, the site 
densities in Table 1 are the average densities of Na channels in the membrane. 
The data do not say if all of these channels are electrically functional ones. One 
surprising observation on neuroblastoma cells shows that the density of binding 
sites for scorpion toxin, another Na channel toxin, is only one-third the density 
of STX binding sites (Catterall and Morrow, 1978). If correct, the observation 
means that there are two or more classes of channels. The density of scorpion 
toxin binding sites on frog muscle is about 1701pm2 (Catterall, 1979). 

The nAChR has also been counted in quantitative binding studies. There are 
approximately 3 x lo7 u-bungarotoxin binding sites per endplate in mouse and 
rat diaphragm (summarized in Salpeter and Eldefrawi, 1973). Autoradiographic 
studies on muscles of frog, lizard, and mouse show that the site density in the 
extrajunctional region (away from the endplate) averages 6 to 50 sites/pm2, 
while at the top of the junctional folds opposite the active zones (Figure 2 in 
Chapter 6), it is as high as 20,000/pm2 (Fertuck and Salpeter, 1976; Matthews- 
Bellinger and Salpeter, 1978; Land et al., 1980). Since there are two a-bungaro- 
toxin binding sites per channel (one on each a chain of the ACh receptor 
molecule), such figures should be divided by two to estimate the channel 
density. 

Gating czrrretr t counts nrobile charges 
zilitlritr the tnetnbrane 
The membrane potential sets up a powerful membrane electric field, which in 
turn exerts powerful forces on all polar and charged membrane molecules. If the 
insulating region of the membrane is 40 A (4 nm) thick, then a -80 mV resting 
potential produces an electric field of 200,000 Vlcm. Such electrical forces drive 
the conformational changes of voltage-dependent gating; they move the gating 
charges in the voltage sensors of ionic channels. As we noted in Chapter 2, the 
movement of gating charges within the membrane constitutes a tiny membrane 
current, the gating current, that precedes channel opening. From the steep 

'Much recent work reveals that some glial cells can express large numbcis of voltage-gated and 
ligand-gated channels (reviewed by Barres et al., 1990; Murphy and Pearce, 1987). These discoveries 
call for reevaluation of the classical concept that glia do  not transmit "nervous" signals. 
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voltage dependence of peak sodium conductance, y~,, and the Boltzmann 
equation (Equation 2-21), we estimated that the equivalent of six gating charges 
must be moved across the electric field to open one Na channel (Figure 20 in 
Chapter 2). Therefore, if we could measure the total gating charge per unit area 
attributable to activation of Na channels, we could also calculate the number of 
channels. 

Gating currents are far smaller than typical ionic currents in the same chan- 
nels because voltage sensing moves only a few charges per opening, whereas 
permeation involves fluxes of thousands of ions per millisecond. Therefore, 
ionic fluxes need to be reduced by replacing permeant ions with impermeant 
ones to make gating currents more visible. In addition, channel-blocking drugs 
are useful, provided that they d o  not also affect the gating steps. Despite these 
precautions, much of the current that flows during a voltage-clamp step will still 
be ionic current in "leakage" channels and capacity currents, with only a small 
Ig. These unwanted currents are identified and subtracted from the record by 
making assumptions about their properties and those of I*.  Usually, the un- 
wanted components are assumed to depend linearly on the size of the voltage 
step, as they would in a passive circuit of resistors and capacitors without 
rectification. The charge carried by Ig is assumed to saturate at extreme poten- 
tials, so that when the membrane is sufficiently hyperpolarized, all the channels 
are in some extreme state of their gating, making no voltage-dependent transi- 
tions. The properties of the unwanted linear components can be measured in 
this very negative potential range for subtraction from the total current records 
at more positive potentials. Because of this method of measurement, the cor- 
rected gating current records have been called operationally "asymmetry cur- 
rents"; they reflect the asymmetry of currents obtained under hyperpolarization 
and depolarization. Sometimes they are also called "nonlinear capacity cur- 
rents." Gating currents are best recorded by digital computer so that responses 
to repeated test depolarizations and repeated leak and capacity measurements 
can be averaged together, reducing the recorded noise. 

As we saw in Chapter 8, Schneider and Chandler (1973) pioneered these 
methods and discovered a form of gating current, the charge movement of 
skeletal muscle transverse tubules that is required for excitation-contraction 
coupling. This charge movement is now believed to involve voltage sensors of 
dihydropyridine receptors. For large voltage steps the total mobile charge is 
about 30 nC per microfarad of total muscle membrane capacity (Figure 16 in 
Chapter 8). Taking into account the specific capacitance of membranes and the 
relative areas of T tubules and muscle cylindrical surface, Almers (1978) esti- 
mates that there is 0.6 cm2 of T-tubular membrane per microfarad of muscle 
capacity. Then the saturating charge movement becomes 50 nC/cm2 referred to 
T-tubular membrane alone or, translated into elementary charges, 3,125 r-/pm2. 
If we assume an equivalent gating charge of 6 e- per voltage-sensing dihy- 
dropyridine receptor, the predicted density of receptors averaged through the 
T-tubular system is 520IFm2, in agreement with the number of dihydropyridine 
binding sites (Schwartz et al., 1985) and the number of "feet" seen with the 
electron micrascope (Franzini-Armstrong, 1970; Chapter 8). 
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Gating currents for Na channels were found when these methods were 
applied to squid giant axons (Armstrong and Bezanilla, 1973, 1974; Keynes and 
Rojas, 1974; reviewed by Almers, 1978; Armstrong, 1981). The time courses of IN, 
in normal conditions and of I x  after block of INa are compared in Figure 1. Note 
the ditterence in the current calibrations and time course. During the depolariz- 
ing pulse (Figure lA),  Na channels open with a delay producinga peak inward IN, 
after 1100 ws. On the other hand, gating charge starts moving at once (lJ, and 
only a small amount is still flowing by the time INa reaches a peak. These are the 
properties expected if activation of Na channels has rapid, highly voltage- 
dependent steps preceding the final opening of the channel. If the axon is 
repolarized aiter 700 ps (Figure lB) ,  when nearly the maximum number of Na 
channels is open, a large but rapidly diminishing lNa "tail" current flows, 
showing the quick closure of Na channels. At the same time, there is a decaying 
transient of inward gating charge movement, as the gating charges are restored 
to their original position. For short depolarizing test pulses, the total outward 

fA) "ON" CURRENT (8 )  "OFF CURRENT 

1 GATING CURRENT AND I,, COMPARED 
Gating current (I*) and I,, recorded by adding responses to symmetri- 
cal positive and negative pulses applied to the squid giant axon. lX mea- 
sured in Na-free solutions with TTX to block Na channelsand internal Cs 
to block K channels. Since lx is small, 50 traces had to be averaged in 
the recording computer to reduce the noise. INa is measured in normal 
artificial sea water without I TX .  (A) Depolariwtion from rest elicits an 
outward "on" I that precedes opening of Na channels. (B) Repolariza- 
tion elicits an &ward "off" coinciding with closing ot channels (a 
different axon). T = 2°C. [From ~ r m s t r o n ~  and Bezanilla, 1974.1 
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gating charge movement Q,, during the test pulse equals the total inward 
movement QOff after the test pulse, an equality that reflects the ready revers- 
ibility of the activation gating process. 

Na channel gating current has been measured in several axons and muscles 
(see e.g., Meves, 1990). For large voltage steps, a,, and Qoff reach a saturating 
value, presumably reflecting the movement of all the available mobile charges in 
the membrane. Table 2 summarizes channel densities estimated by dividing the 
maximum observed charge by six r per channel. The number of Na channels 
with mobile gating charges is less than or equal to this figure. The measurements 
are reliable, but they d o  not show if all of the channels can actually open. For 
giant axons and vertebrate skeletal muscle, the estimated densities agree well 
with those from toxin binding (Table 1). For nodes of Ranvier, the numbers are 
much smaller. 

Similar results have been obtained with gating currents for voltage-gated K 
and Ca channels. These channels are harder to study since slower opening 
lunetics go hand in hand with slower sensor movements and hence srnallrr 
gating current. Furthermore, if Na channels are also present, one has to separate 
the total gating charge into components due to each type of channel. This 
requires careful manipulation of voltage steps and some pharmacology. A satu- 
rating gating charge Q,: of 500 e-IFm2 has been attributed to delayed rectifier K 
channels in squid giant axons (White and Bezanilla, 1985), values of 1,500 to 
2,000 to Ca channels of snail (Kostyuk, Krishtal and Pidoplichko, 1981), and 330 
to L-type Ca channels of rat ventricle (Bean and Rios, 1969). 

TABLE 2. Na CHANNEL GATING CHARGE DENSITIES 
OF NERVE AND MUSCLE 

Tissue 
Gating charge, Na channel density 

(charrres/um2) Ichannelslrrrn2) 

Squid giant axon',' 
Myxicola giant axon3 
Crayfish giant axon' 
Frog node of Ranvie? 
Rat node of Ranvier7 
Frog twitch 
Rat ventricle'" 
DOE Purkinje fiher" 

The Na channel density is calculated on the assumption that all tho gating 
charge is used for activating Na channels at a rate of six equivalent chdrges per 
channel. 
References: 'Armstrong and tkzanilla (1974), 'Keynes and Rojas (1974), 3Bullock 
and Schauf (1978), Starkus et al. (1981), 5Nonner et al. (1975), 'Dubois and 
Schneider (1982), 'Chiu (1980), gCollins et al. (1982), YCarnpbell (1983), "Bean 
and Rios (1989), "Hanck el  al. (1990). 
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Fluctuations nieasrrre the size of elenie~rtury evctrts 
Chapter 6 introduced microscopic thinking: Because channels are discrete mole- 
cules, gating stochastically, the number open in any area of membrane fluctu- 
ates, even at equilibrium. We derived there two principles of microscopic statis- 
tical thinking, one concerning the lifetime of an open state and the second 
concerning the time course of relaxation from spontaneous fluctuations. Now 
we need a third microscopic principle, one related to the amplitude of sponta- 
neous fluctuations. Historically, these ideas were first applied to ionic channels 
by A.A. Veween and H.E. Derksen (1969; Derksen, 1965) and by B. Katz and R. 
bfiledi (1970, 1971; see reviews by Stevens, 1972; Neher and Stevens, 1977; 
DeFelice, 1981; Neumcke, 1982). 

In counting radioactive decay or light photons from a steady source, one is 
used to a small variability in the results. For example, successive, 1-s measure- 
ments might give 910, 859, 899, 935, 905 counts, and so on. The usual statistics 
(called I'oisson statistics) say that a measurement of x counts is reproducible 
with a standard deviation of f i  counts. Therefore, the relative error of counting 
( Jx l x  = I /  b) decreases the more counts are taken. Indeed, just by looking at 
the relative error of the measurement, a detective could estimate how many 
counts were originally taken! Similarly, by looking at the variability in a current 
measurement, a biophysicist can calculate how many channels are contributing 
to that current. Readers not interested in the mathematical basis of this state- 
ment may choose to skip the next three paragraphs. 

We wish to describe how much the membrane current varies about its mean 
value as the number of open channels fluctuates with time. The most convenient 
statistic is the variance, d, which is also the square of the standard deviation. 
The variance of a series of observations x,, x2, . . . , x,, is defined as the average 
of the squared deviations from the mean: 

where f is the mean of the observations. The square can be expanded and the 
terms simplified by noting that ox, /n  is equal to E, giving an alternative but 
equivalent expression for the variance: 

Suppose that we have just one channel that opens with probability p to pass a 
current i-we use lowercase i to distinguish the single-channel current (11 from 
the macroscopic current I. If we measure a current record long enough for the 
channel to open many times, the mean current will be ip and the mean-squared 
current will be i2p. Substituting into Equation 12-2 gives, for one channel, 
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where q is the probability that the channel is closed. For N independent and 
identical channels, the variances add, giving 

and 

where I is the mean current. If we substitute Equation 12-5 into 12-4, we obtain a 
practical formula for the single-channel current in terms of measurable quan- 
tities: 

Often measurements are made when the probability of opening is very small 
and q is therefore near 1. Then i is simply the variance divided by the mean 
current, a1211, a result identical to that given earlier for radiation counting. These 
results apply no matter how many kinetic states the channel gating has, pro- 
vided that the current in all of the states has only two possible values, 0 and i ,  
and the different channels gate independently. Later we will note that any 
practical measurement of current variance will be contaminated by noise from 
other sources, which must be subtracted before Equation 12-6 is valid. 

Although we have derived the result we need, let us look at the same 
problem from a slightly different angle. If we could resolve the elementary 
currents in a membrane with N channels, we could make a histogram of the 
frequency of observing different numbers of openings, that is, a probability 
distribution showing the probability of having exactly O,1,2, . . . , or N channels 
open. For any collection of independent two-valued elementary events such as 
open-shut channels, the probability distribution is just the binomial distribution 
(Feller, 1950). The probability of observing exactly k channels open is the 
(k + 1)th term of the polynomial expansion of (q + P ) ~ ,  which is 

N! 
k! (N - k)! 

p q N  -" 
where N! means N factorial. Figure 2 shows binomial distributions for a hypo- 
thetical membrane having 18 identical channels. Whether the open probability is 
assumed to be 0.1, 0.5, or 0.8, the number of open channels seen scatters from 
trial to trial. The means and variances of these distributions obey Equations 12-4 
and 12-5. The variance is maximal when p is 0.5. 

Let us return to actual experimental methods. To apply Equation 12-6 one 
needs to measure the mean current, the variance of the current, and the proba- 
bility of opening (or know that it is small). The variance can be measured in 
either of two ways. For example, if one is studying Na channels, the first way is 
to apply a voltage step and wait at least 100 ms until the transient activation- 
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Nunlber of channels open 

2 BINOMIAL DISTRIBUTION OF CHANNEL OPENINGS 

Percentage of time that 0,1,2, . . . channels will be open if there are 18 
identical channels that open independently. The three distributions are 
binomial distributions (Equation 12-7) assuming that the probability for 
an individual channel to be open is y = 0.1, p = 0.5, or p = 0.8. 

inactivation sequence is over (Figure 3). A few hundred sample points collected 
after IN, reaches its small, steady-state value suffice to calculate the variance by 
Equation 12-1. The mean INa should be measured at the same time. This method 
can be called the method of STATIONARY FLUCTUATIONS. Frequently, the re- 
corded stationary fluctuations are also transformed to a power spectrum or an 
autocorrelation function to obtain information on the time course of the fluctua- 
tions (Chapter 6). 

A second method can measure variance throughout the transient changes of 
gating elicited by a voltage step. It is therefore a method of NONSTATIONARY 

FLUCTUA.I.IONS (Sigworth, 1980a). One measures perhaps 100 INa time courses in 
response to repeated applications of the same voltage step (Figure 4A). The 
records are averaged together to form a single mean time course,'the ENSEMBLE 

AVERAGE. Then the ensemble average is subtracted from each of the original 
records, leaving 100 noisy difference traces fluctuating about zero current (middle 
traces). Finally, a variance (bottom trace) is calculated at  each time point from the 
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3 STATIONARY FLUCTUATION OF Na CHANNEL GATES 

Ionic currents measured at high amplification from a node of Kanvier 
under voltage clamp showing gating fluctuations. The node has 10 mhc 
TEA outside and 10 mM Cs inside to block most K channels. Depolar- 
izations from -75 mV to -51 or -43 mV elicit rapid transient Na 
currents that reach a peak of 2 to 10 nA (far beyond the 500-pA range of 
the picfure) and then decay down to a stationary INa of about 150 pA for 
most of the long depolarizing test pulse. The size of the stationary 
current is the difference between records with and without TTX. Be- 
cause an average of only 150 to 200 Na channels are open during the 
stationary current, fluctuations of the number open make a visible 
excess noise. The noise is absent in TTX or at the holding potential. 
Despite the TEA and Cs, small delayed K currents are visible in the 
traces with TTX. Linear leak currents are already subtracted. T = 13°C. 
[From Conti et a]., 1976a.l 

100 difference records. For example, the 100 points at 2.2 ms are analyzed by 
Equation 12-1 to get a variance, and similarly for each other time point. The 
ensemble-variance method gives a time coirrsr of the variance rather than the 
single value obtained by stationary methods. 

Like the macroscopic current, the measured variance of the current trace 
contains several components. There are the desired open-close fluctuations of 
the channel of intere;t plus unwanted open-close fluctuations of other channels 
and thermal noises from the preparation and instruments. The unavoidable 
thermal noises set the absolute limit of resolution. Transistors and amplifiers are 
now so close to ideal that the major background noise of a recording oiten comes 
from the impedances of the preparation itself. According to statistical physics, 
every resistor a t  equilibrium generates a thermal noise power of 4kTB, where B is 
the bandwidth of the m e a ~ u r e r n e n t . ~  This translates to a n  unavoidable extra 

In practical units, 4kT is 1.62 x watt . second at  20°C. This thermal energy is analogous 
to the 312kT of mean translational kinetic energy assigned to mobile particles in the kinetic theory of 
heat. The noise in a resistor is frequently called Johnson noise and sometimes Nyquist noise, after 
J.B. Johnson, who measured and recognized its properties, and H. Nyquist, who then derived 
Equation 12-8 from first principles. 
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Frog node 
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4 NONSTATIONARY FLUCTUATIONS OF N a  CHANNELS 

klany s~~ccessive I N ,  traces are recorded from a node of Ranvier during 
step depolarizalions to - 5 mV. Tlie records have been corrected for 
linear leak. (A) Six ~.ccorcis of IN,,. (U)  Devi.ltions of individual traces, 
1, about the mean of 12 traces, (1).  (C) Point-hy-point variance of 65 
records, calc~llated by averaging over the ensemble of records the 
squared deviations, (! - ( 1 ) ) 2 ,  at each lime point. 111 this example the 
e~iselnble variance, ui, rcachcs a bioad pcak w h e ~ i  IN, reaches a peak. 
T = 3°C. [From Sigworth, 1980a.j 

current variance, due to a resistor of 

The formula shows that the higher the conductance of membrane, the more 
undesirable current noise it makes. 
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The equilibrium thermal noise is significant. For example, consider recording 
in a frequency range from 1 to 2000 Hz ( B  = 1999 Hz) from an excitable cell with 
a 1-MO membrane resistance. Even with no gating and a perfect amplifier, the 
recorded current will fluctuate with an irreducible variance u12 = 4kT("+%06) 
or 3.2 x A2 at 20"C.Qhe standard deviation, ul, of the current trace would 
be 5.7 pA. Therefore, typical single-channel currents, which rarely exceed a few 
picoamperes, woi~ld be invisible in these conditions. Nevertheless, single- 
channel' currents could be determined by fluctuation analysis using Equation 
12-6. For example, when an average of lo4 channels are conducting, one need 
only resolve fluctuations on the order of 102i to use the method. When the 
background noise is not much smaller than the measured variance, the back- 
ground noise has to be determined independently and subtracted from the 
measurement before one calculates I. 

Although we have now explained how fluctuation studies are done, we defer 
consideration of actual results until after the patch-clamp method is considered. 
Both methods yield single-channel conductances, so the results are conveniently 
discussed together. 

The patch clarnp measzrres sirrgle-channel czrrrerrts 
directly 
The patch-clamp method revolutionized the study of ionic channels and permits 
routine recording of currents in single channels (Figure 5). Two essential ad- 
vances made the techniclue practical: (1) the development by Neher and Sak- 
mann of methods to seal glass pipettes against the membrane of a living cell 
(Hamill et al., 1981; Sakmann and Neher, 1983), and (2) the development by the 
semiconductor industry of field-effect transistors (FETs) with low voltage-noise 
and subpicoampere input currents. Again the fundamental limit on resolution is 
thermal noise, which, according to Equation 12-8, reduces as the resistance of 
the preparation is increased. Thus with a 10-GCl recording resistance provided 
by a gigaseal and a 2-kHz bandwidth, the standard deviation of the current 
record could be made as small as 0.06 PA, a factor of 100 better than with 1 MI]. 

We have seen many examples of single-channel recordings. Our purpose 
here is to extract values for the single-channel conductance y. Typically one plots 
the single-channel currents as a current-voltage relation, fits a line to the points 
that pass through the reversal potential, and takes the slope as y (Figure 6). 
Though conceptually simple, the execution has ambiguities. One is the existence 
of subconductance levels (Figure 12 in Chapter 6). A subjective judgment may be 
needed to decide if they exist and which levels are to be plotted. Another 
ambiguity is flickery opening. If the open state is chopped up by frequent 
closings and shows an extra noisiness, perhaps the limited frequency response 
of the recording is averaging closed and open currents so that the full size of the 

At frequencies above 1 kHz, anolhrr significant noise source adds to thr Johnson noise uf the 
resistance. The additional current variance rises with the square of the frequency and capacitance, 
and depends on the voltage noise of the recording device (Hamill et al., 1981). 
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(8) GRANULE CELL NMDA RECEFTOR 

IC) NEUItOBLASTOMA CELL t UTX 

(D) C1 CHANNEL IN LlPOSOIlE 

5 PATCH-CLAMP RECORDS OF SINGLE CHANNELS 
Current traces showing opening and closing of single channels. Zero 
current is marked by dashed lines. (A) A K channel in human T 
lymphocytes. The channel acts like an inactivating delayed rectifier and 
can be stimulated by phytohemaglutinin. The K current is outward at 
+40 mV. [From DeCoursey et al., 1984.1 (8)  An excitatory amino acid 
channel of the NMDA subtype in rat cerebellar granule neurons. The 
current is inward at -80 mV. [From Traynelis and Cull-Candy, 1991.1 
(C) A neuroblastoma cell Na channel ('ITX-sensitive) whose gating has 
been profoundly altered by the alkaloid, batrachotoxin (see Chapter 
17). Current is inward at -80 mV. [From Quandt and Narahashi, 1982.1 
(D) Fluctuation of a multistate Cl channel between conductances of 0, 
14, and 28 pS. This channel, reconstituted in a lipid vesicle from Torpedo 
electroplax, is believed to have two parallel p o r e s a  double-barreled 
channel. [From Tank et a]., 1982.) 

open state is never resolved. A final difficulty is  a conceptual one. As Figure 6 
shows, the current-voltage relations of real channels are never perfectly linear as  
Ohm's law requires. The curvature reflects factors.discussed in other chapters. 
Asymmetric channel structures and  asymmetric concentrations of bathing ions 
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6 MEASURING SINGLE-CHANNEL CONDUCTANCE 

Current-voliage relations for a single BK K(Ca) channel of a bovine 
chromaffin cell. The excised outside-out patch was bathed in 1M) mhl 
KC1 or NaCl and the patch pipette contained 160 mhl KC[. In symmetri- 
cal K solutions, the slope of the dashed line is y = 265 pS. T = 23°C. 
[From Yellen, 19Nn. l  

mean that ion flow at large positive voltages is different from that at large 
negative voltages. In addition, most channels are subject to voltage-dependent 
partial block by some of the ions in the solution (Chapters 15 and 18). 

Fenwick et al. (1982b) have noted that unitary conductances recorded with 
the patch clamp tend to be up to 40% larger than y values determined by 
fluctuation methods in the same cells. They attribute the discrepancy both to the 
existence of several open conductance levels and to the rapid interruptions of 
open states. All conductance levels and the fast flickerings would be averaged 
together in fluctuation measurements, but in patch-clamp work, one tends to 
select the highest and longest-lasting events for analysis. The patch-clamp 
method is now supplanting fluctuation analysis in all except the few prepara- 
tions where the required high recording resistance cannot be achieved or where 
the single-channel current is so tiny that it cannot be resolved. 

Summary of single-channel corlductance 
measurements 
Now we can consider the results of fluctuation- and unitary-current measure- 
ments. We start with Na channels in Table 3. The single-channel conductances 
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TABLE 3. CONDUCTANCE AND DENSITY OF Na CHANNELS 

y T Channel density 
Preparation Method (pS) ("C) (channelslfirn2) 

Squid giant axon' SF -4 9 330 

Frog node2 SF 7.9 13 1,900 

Frog node3 EV 6 .4  2-5 400-920 
17at node" EV 14.5 20 700 
Mouse skeletal muscle5 UC 23.5 15 65 

Bovine chromaffin cells6 UC 17 21 1.5-10 

Abbrev~ations: SF, stationary fluctuations; EV, ensemble variance; UC, unitary 
currents. 
References: 'Cunti et a1. (1975). 'Conti et al. (1976a), %igworth (1980a), 
'Neunichr arid Stbrnpfli (1982). 5Pat1ak (1988). "Fenwick et d l .  (1982b). 

range from 3 to 23 pS, with the higher values obtained at the higher tempera- 
tures and from unitary currents. In general, channel conductances increase 
weakly as the temperature is raised. A typical Q,o would be 1.3 to 1.6, but values 
from 1.0 to 2.5 have been reported for different channels (Anderson et al., 1977; 
Anderson and Stevens, 1973; Barrett et a]., 1982; Coronado et al., 1980; Dreyer et 
al., 1976; Fukushima, 1982). Since most values are little higher than the Q,o of 1.3 
for aqueous diffusion, the energy barriers (activation energies) for crossing a 
channel must be low. 

The table also shows channel densities. They are obtained by dividing y,, 
into the maximal sodium conductance ha measured conventionally. They agree 
reasonably well with Na-channel densities obtained from toxin binding and 
from gating current (Tables 1 and 2). Probably, therefore, many of the TTX or 
STX binding sites and most mobile gating charges are associated with function- 
ing Na channels. In summary, the Na channel density is 50 to 500/pri2 in rapidly 
conducting systems without myelin and at least 2000/pm2 in nodes of Ranvier. 
The high density at nodes is required to depolarize the vast internodal mem- 
brane rapidly and assure rapid propagation of action potentials from node to 
node. 

Table 4 summarizes microscopic measurements on K channels. In several of 
the studies listed, the external K concentration..was elevated to near 100 mM, 
which increases the y values somewhat. The conductance of delayed rectifier 
channels is apparently similar to that of Na channels, and where it can be 
compared (node, muscle, squid axon), the membrane density is several-fold 
lower than that of Na channels. The remaining K channels in Table 4 fall into 
two conductance classes, one with y near that of delayed rectifier and Na 
channels, and the other with y an order of magnitude higher. Mammalian BK 
K(Ca) channels with conductances of several hundred picosiemens have the 
highest y known for a strongly selective cation channel- 
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TABLE 4. CONDUCTANCE AND DENSITY OF POTASSIUM CHANNELS 
- -- 

Channel 

Y T denb~ty 
Preparation Method ($1 ("'4 (channeldPm2) 

Delayed rectzfier K channel 

Squid giant axon'  SF 12 9 30 

Squid giant axon2 U C  20, (40) 13 18 

Snail neuron3 

Frog node'.5 

Frog node6 

Frog skeletal muscle7 UC 15 22 30 

Inrvard rectifier channel 

Tunicate eggn U C  5 11  0.04 

Frog skeletal muscley UC 26 21 1 .3  

K(Ca) channel 

Snail neuron" UC 19 20 - 

Mammalian BK type1' U C  13G210 22 - 

Transient A dlannel 

Insect, snail, mammal"  UC 5-23 22 - 
- - 

Abbreviations: SF, stationary fluctuations; UC, unitar ~onductance. Y ' References: 'Conti et al. (1975), 21.1ano et al. (1988), Reuter and Stevens (1980), %egenisich and 
Stevens (1975), 5Nt.umckeet al. (1980), 'Vogrl r t ~ l .  (1991), 7Standm r l  al. (1985), %ukushima (1982), 
Qatsuda and Stanfield (1989). 'OLUX ct ill. (1981). "Rrvirwtld by Latorre and bliller (1983). 
"Reviewed by Adams and Nonner (1989). 

Table 5 summarizes single-channel cirrrent measurements in Ca channels. 
They are not translated into conductance values here because often the reversal 
potential is not known and, furthermore, the i-E relation of a single open 
channel does not obey Ohm's law (see Chapter 4).5 As currents in Ca channels 
are normally much smaller than those in Na or K channels, almost all measure- 
ments are done in unphysiological conditions designed to increase i. Barium has 
been a favorite test ion. It blocks K currents very effectively and carries a larger 
current in some Ca channels than Ca2+ ions do. At saturating concentrations of 
Ba2+, i, can exceed 1 pA near 0 mV, but in physiological solutions, ic, is 
probably < 0.1 PA. Hence when a typical macroscopic current of 100 p ~ / c m 2  is 
flowing, approximately 10 Ca channels are open per square micrometer. This 
might suggest that a relatively low membrane density of open Ca channels could 
account for most observations. However, as single-channel records show that 

The Tsien laboratory (Nowycky et al., 1985a) reports y values of 8.13, and 25 pS for T-, N-, and 
L-type channels in 110 ~ I M  barium (Table 1, Chapter 4). These are slopes of the i-E relationship in the 
range - 15 to +20 mV and not conventional chord conductances. 
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TABLE 5. SINGLE-CHANNEL CURRENTS OF Ca CHANNELS 

Ca External 
Channel T divalent 

Preparation type Method i(pA) E(rnV) ("C) ( m ~ )  

Snail neuron' HVA UC 0.47 -20 21 40 Ca 
Bovine chromaffin cell2 HVA UC 0.9 -5 21 95 Ba 

HVA EV 0.09 -12 21 5 Ca 

Chick sensory neuron3 T UC 0.6 -20 21 110 Ba 
N UC 1.2 -20 21 110 Ba 
L UC 2.1 -20 21 110 Ba 

Guinea pig ventricle4 T UC 0.5 -20 21 110 Ba 
L UC 1.8 -20 21 110 Ba 

Abbrev~ations: tIVA, high-voltage activated; T, transient; N, nruronal; L, long lasting; EV, ensemble 
vandncr; UC, unitary currents. 
Rrirrences: 'Brown et al. (1982). 2Fenwicket al. (1982b), Wowycky et al. (198%). 4Nilius et al. (1985). 

the probability of opening is normally low (<0.1) even with strong depolariza- 
tions (Figure 17 in Chapter 4), the membrane may actually need >I00 Ca 
channelsl@m2 to have 1 0 / ~ m 2  open simultaneously. 

Single-channel conductance-measurements are available for virtually all 
known classes of channels. Transmitter-activated channels have conductances 
ranging from 8 to 130 pS (Table 6). Different voltage-sensitive C1 channels have 
conductances of 9, 55, and even 440 pS, the highest y yet reported (Blatz and 
Magleby, 1983; reviewed by Frizzell and Halm, 1990). Transport epithelia have a 
collection of channels with ys similar to those of typical excitable cells: secretory 
C1 channels, 20 to 75 pS; amiloride-sensitive, Na-selective channels, 7 to 12 pS; 
barium-sensitive K channels, 10 to 60 pS; and BK K(Ca) channels, 100 to 300 pS 
(reviewed by Petersen and Gallacher, 1988; Garty and Benos, 1988; Hunter, 
1990). For all these epithelial channels, site densities of 1 to 100i@m2 would 
suffice to explain the observations. 

7'flolcghts on the conductance of channels 
The determination of single-channel conductances filled a big gap in our knowl- 
edge. The most important conclusion to be drawn is that the ionic channels we 
have discussed must be aqueous pores. They can pass at least 1 pA of current, 
which corresponds to a turnover number of 6 x lo6 monovalent ions per 
second. Most can pass much more. No one has tried to set a record, but currents 
of between 17 and 27 pA have been reported in mammalian K(Ca) channels, 
mammalian C1 channels, and locust glutamate-activated channels (Methfessel 
and Boheim, 1982; Blatz and Magleby, 1983; Patlak et al., 1979). These numbers 
are several orders of magnitude larger than the turnover numbers of any known 
carriers and somewhat above the rates of even the very simplest enzyme reac- 



TABLE 6. SINGLE-CHANNEL CONDUCTANCES OF NEUROTRANSMITTER- 
ACTIVATED CHANNELS 

-- 

Preparation Agonist Method Y (PS)  T ("C) 

Cotion-permeable exritatury channels 
Amphibian, reptile, bird, and ACh SF 20110 8-27 

mammalian endplate' 
Rat myotubes4 ACh UC 49 22 

Bovine chromaffin cells5 ACh UC 44 21 

Aplysia ganglion6 ACh SF 8 27 

Rat cerebellar granule neurons7 Glutamate UC 8, 17, 41, 50 21 

Locust muscle" Glutamate UC 130 2 1 

Chludr-pertrreable irlllrhitory chlrrrrlrls 

Lamprey brain stem neuronsy Glycine UC 12, 20, 30, 46 13 

Cultured mouse spinal neurons9 GABA UC 12.19.30.44 22 
Crayfish mu~cle '~  GABA SF 9 23 
- ~ 

-- ~ p~ - - -  -~ ~ - -  -- 

Abbreviations: SF, stationary fluctuations; UC, unitary currents. 
References: 'Reviewed by Neher and Stevens (1977), 'Reviewed by Mathers and Barker (1982), 
3Reviewed by Steinbach (1980), 'Jackson dnd Lecar (1979), 'Fenwick et al. (1982a). 6Aschrr et dl. 
(1978), 7Cull-Candy ct al. (1988), 'Patlak &t al. (1979), *Bormann ut dl.  (1983, "'Dudel et d l .  (1980). 

tions (Table 2 in Chapter 11). The conductances of many channels are summa- 
rized in Figure 7. They cluster within 1.5 orders of magnitude of the 300 pS 
upper limit predicted from macroscopic laws in Chapter 11. Some K(Ca) chan- 
nels and some C1 channels seem to have reached or even exceeded the predic- 
tion. Although a few of the conductance values may be subject to errors as large 
as 50%, the majority are reliable. In the future, additional channels with conduc- 
tances lower than 1 pS will be found, but ion-selective channels with conduc- 
tances higher than 500 pS are unexpected. 

Some channels have tiny conductances under physiological conditions. One 
can see macroscopic currents, but the unitary currents seem to be too small to 
resolve with the patch clamp. If current fluctuations are detectable, they suggest 
conductances in the femtosiemens (10-l5 S) range. It is appropriate in such cases 
to wonder whether there is a channel at all or if the current is carried by another 
kind of electrogenic transporter. Indeed macroscopic currents carried by the 
Na+-K+ pump and other "carrier" devices can be seen with whole-cell clamping 
(reviewed by DeWeer et al., 1988; Apell, 1989; Lauger, 1991). The "unitary 
current" of a Na+-K+ pump exchanging 300 Na+  ions for 200 K f  ions every 
second at saturation would be 0.015 fA! 

Some of the tiny-conductance systems are certainly channels. For example, 
no unitary currents in Ca channels have ever been detected under pl~ysiological 
conditions, although a macroscopic lc, is obvious. Fluctuations suggest unitary 



currents of only 100 fA (Table 5). However, when the  physiological 2 mM Ca is 
replaced with 100 mM Ca or Ba, clear I-pA currents are seen with the patch 
clamp (Figure 13 in Chapter 4). Likewise the cGMP-activated channel of photo- 
receptor outer segments has a unitary current of only 5 fA in physiological 
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7 SUMMARY OF SINGLE-CHANNEL CONDUCTANCES 
Conductances are calculated by fluctuation analysis (open symbols) or 
measured directly from unitary currents (filled symbols). Many of the 
measurements are listed in the tables or text of this chapter. Arrow for 
Ca channels indicates that the physiological conductances are much 
lower than the values measured in high BaZ ' solutions reported here. 
From left to right the columns are: Na channels, delayed rectifier K 
channels, inward rectifiers, transient A-type channels, K(Ca) channels, 
Ca channels, and C1 channels. Then come the ligand-gated channels: 
nACh receptors, excitatory glutamate and inhibitory GABA- and gly- 
cine-activated channels. The maximum expected conductance from the 
simple theorles of Chapter 11 is shown by shading at the top. 
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conditions according to fluctuation analysis (y = 0.1 pS; Bodoia and Detwiler, 
1985), but when studied in the absence of Mg2+ and Ca2+ ions (which block the 
channel), the current may rise to I pA (y = 24 pS; Zimmer~nan and B'iylor, 
1986). Thus the conditions can be important. 

For other low-conductance systems we d o  not yet know the answer. For 
example, intracellular injection of inositol trisphosphate (IP,) induces a highly 
Ca-selective permeability in the plasma membrane of mast cells (Matthews et al., 
1989). No unitary steps or variance increases are associated with this tiny (1 pA) 
whole-cell current. Is this a channel? 

One surprise coming from unitary conductance measurements is the lack of a 
simple pattern. Shouldn't channels of similar function have similar conduc- 
tances? Some of the spread in values comes from different conditions. Thus 
adding a few millimolar tris buffer or Mg2+ ions to the bathing medium can 
reduce the inward current in a nAChR channel by 5UC%. Also, now that amino 
acid sequences are known for many channels, we see that even within one 
organism a multiplicity of functionally similar channels are expressed whose 
sequences differ by as much as 30%. 

Yet shouldn't ionic selectivity be a major determinant of conductance? One 
might expect that all K channels, having the highest known ionic selectivity, 
might cluster around some low y value and that less selective channels would 
have the high y values. Insteadthe various K channels range from near the 
bottom up to the top of the scale. Three rnore examples show that this disparity 
is not unique: The polyene antibiotics Nystatin and Amphotericin B make pores 
in membranes that pass anions and cations and have pore diameter (8 A) large 
enough to give a diffusional water permeability 20 times that of gramicidin A 
and to pass nonelectrolytes like thiourea and glycerol (Holz and Finkelstein, 
1970). Nevertheless, even in 500 mM KC1, the conductance of their channels is 
only 2 pS (Ermishkin et a]., 1976). The second example comes from mutations of 
the nAChR, discussed further in Chapter 16. When the number of negatively 
charged amino acids in the pore mouth is reduced, the conductance of the 
channel can be reduced from 80 to <I0  pS (Imoto et al., 1988). Hence just a 
couple of mutations can have almost an order-of-magnitude effect. Finally, as 
described in Chapter 17, Na channels can be modified transiently by a group of 
lipid-soluble toxins that includes veratridine and batrachotoxin. Among other 
changes, the ionic selectivity decreases so that the permeability of K f  , Rbt , and 
Csf relative to Na+ rises. Despite a loss of selectivity, the unitary conductance 
falls by 65 to 85% as well. 

Channels are not crowded 
Another conclusion to be drawn from counting channels is that they are not a 
major chemical component of most excitable membranes. Let us consider how 
many 330-kDa protein macromolecules could fit into a membrane. Suppose that 
channels are close-packed like bricks, making an entirely lipid-free membrane 
100 A thick. With a specific volume for protein of 0.75 mug, the absolute 
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maximum molecular crowding would be 4 0 , 0 0 0 / ~ m ~ .  A more realistic upper 
limit of crowding in a membrane call be obtained from crystalline arrays of 
membrane proteins in lipid bilayers. Here the macromolecules touch in places, 
but at least 25% of the mentbrane is intercalated lipid. Table 7 gives surface 
densities measured by x-ray diffraction on such lattices. To make a more useful 
comparison to densities of channels, the observed densities in the lattices are 
converted into equivalent densities for hypothetical 330-kDa units in the last 
column of the table. This is done by assuming, for example, that the space taken 
up by three hundred and thirty 100-kDa proteins could equally well hold one 
hundred 330-kDa proteins. These equivalent densities range from 7,000 to 
13,000IFm2. 

By comparison, the site densities of Na channels, K channels, and inward 
rectifier channels on muscle and giant axons are from two to four orders of 
magnitude lower than the maximum. Even at the node of Ranvier, where Na 
channels seem so concentrated, there would be ample room for many other 
membrane proteins. Only in postsynaptic, receptor-rich membranes does the 
density approach the upper limit. The sparsity of ionic channels in most excit- 
able cells makes channels challenging to purify in chemically significant quan- 
tities and has held back structural work such as crystallography, which requires 
large amounts of pure material. 

How do excitable cells make useful signals with so few ionic channels? In 
Chapter 1 we saw that a net monovalent ion transfer of only 1 pmoVcm2 suffices 
to charge the membrane capacity by 100 mV. Translating to  square micrometers, 
this is only 6000 i o n ~ / ~ m ~ .  One channel carrying I pA of current moves that 
many ions in 1 ms. Put another way, the membrane capacity of 1 pF/cm2 
corresponds to only 0.01 pF/pm2, and a single channel per micrometer with 7 = 
20 pS would give an electrical charging time constant T = CM/y = 0.5 ms. Thus 

TABLE 7. SURFACE DENSITY OF MEMBRANE PROTEINS CRYSTALLIZED 
IN LIPID BILAYERS 

Observed density 13ypothetical density 
in membrane Molecular for 330-kDa protein 

(wnl ' )  mass (kDa) ( P n  - ') 

Hnlubt lc trr i~l~t~ rhodopsinl 88,820 26 7, @lo 
E ~ h r r i c l i i u  coli porin Pho EZ 20,713 3 X 37 6,940 

Rabbit Ca ATPase, sarcoplas~nic 32,770 110 10,900 
reticulum3 

Turperiu nAChR4 15,960 268 13,000 

Rat connexons, liver gap 17,780 6 x 32 10.300 
junctions5 

References: 'Henderson et al. (1990), 'Jap et al. (IWO), 3Martonosi et al. (1987), 4Brisson and Unwin 
(1985), 'Unwin and Ennis (1981). 
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because channels are pores with high ionic permeability, very few are required. 
Rather than explain why there are so few, we might have to explain why there 
are so many. More channels would increase the maximum rate of change of 
membrane potential and also would permit a small area of excited membrane to 
generate the additional local circuit currents needed to excite a large, neighbor- 
ing unexcited region. In an interesting argument, Hodgkin (1975) showed that 
more Na channels speed propagation and signaling up to a point, but above this 
optimum, additional channels slow propagation as the mobile charges of their 
voltage sensors add to the effective membrane capacity. 

Having seen the evidence that ionic channels are pores, we can turn back 
now to the question of how these pores achieve their ionic selectivity. 



Chapter 13 

SELECTIVE PERMEABILITY: 
INDEPENDENCE 

lonic channels are highly permeable to some but not to all ions. Thus Na 
channels are very permeable to Na' ions and less permeable to K+, while K 
channels are very permeable to K + ions but not to Na +. Without some ionic 
selectivity, channels would not be able to generate the electromotive forces 
needed for electrical signaling. Electrical excitability, as we know it, would not 
exist. 

This chapter considers a classical view of ionic selectivity. The next chapter 
explores newer ideas. As selectivity is a quantitative concept, we seek its defini- 
tion in theories of ionic permeation and electrodiffusion. Then we apply these 
ideas to measurements on some of the best studied ionic channels to seek clues 
on the structures and forces that account for selectivity. In Chapter 11 we saw 
that even early workers appreciated the possible importance to selectivity of 
ionic radius, hydration, pore radius, charge, and "chemistry." Ultimately, any 
detailed theory would have to take into account the energies of interaction 
between ions, water, and pore and the motions of each of these components. 
This would require full knowledge of the structure of the pore, a stage not yet 
reached. In the meantime, we are forced to work with far more primitive 
theories that lump many microscopic details into a few parameters. 

The chapter has two parts. The first considers the classical theory of mem- 
brane permeation based on the concept of independence. By independence we 
mean the assumption that the movement of one ion is uninfluenced by other 
ions (see the section "lonic fluxes may saturate" in Chapter 11 for a discussion of 
the independence principle). The second part discusses selectivity measure- 
ments that can be interpreted in terms of pore size. Chapter 14 outlines the 
evidence that fluxes d o  not always obey independence and describes how 
deviations from independence can be interpreted mechanistically. 

Partitioning into the membrane can control 
yenneation 
We start with the classical theory of permeation. Ernst Overton (1899) is credited 
for recognizing the correlation between lipid solubility of small nonelectrolyte 
molecules and their ability to enter cells. He perceived that ea'ch time a hydrogen 
atom is replaced by a methyl group, a compound becomes less water soluble, 
more lipid soluble, and more cell permeable. This generalization led him to 
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propose that the boundaries of each cell are impregnated with fatty oils or 
cholesterol and that lipid-soluble molecules cross the boundary layer by "selec- 
tive solubility." 

Overton's oft-repeated observations (e.g., Collander, 1937) remain important 
evidence for the lipid nature of plasma membranes. Indeed, artificial lipid bi- 
layers show the same permeability properties (Finkelstein, 1976; Orbach and 
Finkelstein, 1980). Table 1 gives the permeability P, of phosphatidylcholine bi- 
layers to 10 nonelectrolyte molecules whose hexadecane-water partition coeffi- 
cients Ph, range over four orders of magnitude. The permeabilities vary approx- 
imately in parallel with the partition coefficients into hydrocarbon. 

The SOLUBILITY-DIFFUSION THEORY can be cast into precise form. Consider the 
membrane as a diffusion regime of thickness I with an applied concentration 
gradient Sc between the internal and external bathing solutions (Figure 1A). If S 
is the permeant molecule, the variables we need are: 

Ms (mol/cm2 . s) molar flux density of S 

ps (cmjs) membrane permeability to S 

~3 (dimensionless) water-membrane partition coefficient for S 

D; (cm2/s) - diffusion coefficient for S within the membrane 

TABLE 1. TEST OF THE SOLUBILITY-DIFFUSION THEORY FOR 
NONELECTROLYTES CROSSING LIPID BlLAYERS 

Measured Measured Measured Predicted 
P Pk D P = Dph,i50 A 

Molecule (10.4 c d s )  (10-5) (10'5 cm21s) (lO-hcm/) 

Codeine 1400 4250 0.63 5360 

Butyric acid 640 784 1.0 1570 

Acetarnide 1.7 2.1 1.32 5.5 

Fonnamide 1.03 0.79 1.7 2.7 

Urea 0.04 0.35 1.38 0.97 

Glvcerol 0.054 0.20 1.09 0.44 

Membrane: Egg lecithin-n-decane planar bilayers at 25°C. 
P: Diffusional permeability coefficient defined by Equation 13-1 

Pk: Water-hexadecane partition coefficient. 
D: Diffusion coefficient of test molecule in water. (Technically, the dif- 

fusion coefficients in hydrocarbon should be used, but they have 
not been measured. Because decane and water have nearly the same 
viscosity, the aqueous D should be nearly correct.) 

Data from Orbach and Finkelstein (1980'). 
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Membrane permeability is defined by the empirical flux equation 

Flux equals permeability times the concentration difference. If the partitioning of 
S between water and membrane occurs so rapidly at the two interfaces that it . - 
may be considered at equilibrium, there is a concentration gradient of GcsPE 
witliin the membrane and the flux is determined bv diffusion down this gradient. " 
From Fick's first law (Equation 10-1) the flux is 

and, using Equation 13-1, the permeability becomes 

Hence in this simple view, permeability is governed by the solubility and 
diffusion coefficient of the test molecule in the membrane. 

Equation 13-3 can also be derived using rate equations instead of the diffu- 
sion equation. Danielli (1939, 1941; Davson and Danielli, 1943; Zwolinski et al., 
1919) proposed that nonelectrolytes might see the membrane as a series of 
potential-energy barriers as in Figure 18. Equation 13-3 was obtained when the 
barrier for entry, which he called p, using Arrhenius's terminology, was small 
enough not to be rate limiting. Recall from Chapter 10 that in such models the 
effective diffusion constant, D*, is equal to P h 2  (Eyring, 1936) or P12/n2, where P 
is the unidirectional rate constant for jumping over a single barrier in the 
membrane, A is the distance between energy minima, and n is the number of -- 
jumps needed to cross the membrane. In these terms, the permeability coeffi- 
cient (Equation 13-3) becomes (Woodbury, 1971) 

Figure 1C shows how 4, Pz, and relate to the free-energy profile. The useful 
conclusion for later is that permeability is governed by the energy difference 
between solution and the internal energy PEAKS. The energy difference between 
solution and the internal energy WELLS gives p'; the difference between wells 
and peaks gives k'; and the overall difference between solution and peaks gives 
P'k*. Hence in the solubility-diffusion theory, the depth of the energy wells in 
the membrane cancels out of expressions for permeability or flux. 

Orbach and Finkelstein (1980) have tested the solubility-diffusion theory 
against their permeability measurements in lipid bilayers. The experimental 
permeability values in the first column of Table 1 can be compared with the 
predicted values in the last cdumn, calculated with Equation 13-3, assuming 
that the effective thickness of the bilayer is 50 A (5 nm). The predictions are 
systematically high by a factor scattering around 4, but considering the naive 
approximation of a structured lipid bilayer as a homogeneous sheet of pure 
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(8) ACTIVATION-ENERGY PROFILE 

1 CLASSICAL MODELS OF MEMBRANE PERMEABILITY 

- - - - 

1 
4c = Ll - Cr 

C I  - 

Models representing permeation as diffusion through a sheet of mem- 
brane material. All the diagrams represent a substance less soluble in 
membrane than in water. (A) In solubility-diffusion theories the per- 
meant particles partition into the membrane material and the flux is 
determined by the steepness of the intramembrane concentration gra- 
dient. (8) Danielli (1939) replaced the membrane continuum by a series 
of activation energy barriers including an entry step that could be rate 
limiting. kle was particularly concerned with the temperature depen- 
dence of permeation. [From Danielli, 1939.1 (C) Eyring rate theory is 
concerned with absolute rates and replaces the membrane continuum 
with a series of free-energy barriers. The drawing here shows the equiva- 
lent of a solubility-diffusion theory where permeability is proportional 
to the product of the jump rate P and "partition coefficient" v. Notice 
that p'P also determines the peak height of the barrier profile. The 
constant k, stands for the kTlh term of rate theory. [From Hille, 1975c.j 

C2 

Membrane - - - - - - - - - - - - - - - - -. 
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liquid hydrocarbon, the agreement is remarkable. In essence, this venerable 
theory with no free parameters predicts the absolute magnitude of permeability 
coefficients for molecules as disparate as H20  and codeine. It was not until the 
1940s, however, that equivalent physical ideas for the permeability to ions were 
developed. 

Tlte G o Z d m r r ? - H o k - a k  equations describe 
R partitiorzing-electrodiffirsion model 
By far the most commonly used formalism for describing ionic permeability and 
selectivity of membranes has been the Goldman (1943) and Hodgkin and Katz 
(1949) constant-field theory. The derivation is similar to that for the non- 
electrolyte solubility-diffusion theory. Again the membrane is viewed as a ho- 
mogeneous slab of material into which the permeant particles partition instan- 
taneously from the bulk solution. No reference is made to the concept of pores. 
Because the particles are charged, the flux inside the membrane is determined 
both by the internal concentration gradient and by the electric field according to 
the Nernst-Planck equation (Equation 10-8). Two final important assumptions 
are that ions cross the membrane independently (without interacting with each 
other) and that the electric field in the membrane is constant (the potential drops 
linearly across the membrane), as in Figure 2 in Chapter 10. 

These assumptions lead to two central expressions, the Goldman-Hodgkin- 
Katz (GHK) CURRENT EQUATION and the GHK VOI.TAGE EQUATION.' We start 
with the two equations and their properties and later give their derivations. The 
GHK current equation says that the current carried by ion S is equal to the 
permeability Ps multiplied by a nonlinear function of voltage: 

EF' [S], - [S], exp (-zsFEIRT) 
Is  = Ps 2: 

1 - exp (-zsFE/RT) (13-5) 

where Ps works out in the derivation to be D"P8I1, just as in the solubility- 
diffusion theory. Equation 13-5 allows one to calculate the absolute permeability 
from a current measurement if concentrations and membrane potential are 
known. As thermodynamics requires, the predicted current for a single ion goes 
to zero at the reversal potential for that ion. 

Because Equation 13-5 is derived assuming independence of ionic move- 
ments, ~t can be split into two expressions representing the independent, uni- 
directional efflux and influx of the ions, as fight be measured in experiments 
with tracer ions: 

'The assumptions lead to many relationships among tracer flux, mass flux, conductance, 
current, and potential. which were summarized in an insightful and influential review by Ifodgkin 
(1951). 
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L 

Is = - PszSFvs [SI, exp ( - VS) 

1 - exp (-us) 

Here zsEFIRT has been abbreviated to vs for compactness. The ratio of unidi- 
rectional fluxes is exp (vS) [S],/[S],, identical to the Ussing (1949) flux-ratio 
expression (Equation 8-7) for systems with free diffusion. Also the size of each 
unidirectional flux varies linearly with the driving concentration as is required 
with independence. Both a n d x  are nonlinear functions of membrane potential, 
but for large, favorable driving potentials they become asymptotic to straight 
lines from the origin with slopes proportional to the ion concentration (Figure 
2A). 

A 

Is = PszsFvs [SIi for E >> 0 
L 

IS = PSzSFvS [SIo for E << 0 

The net current-voltage relation (Equation 13-5) also becomes asymptotic to 
these lines (Figure 2A). Hence the GHK current equation also predicts rectifyirlg 
I-E curves whenever the permeant ion concentrations are unequal. The conduc- 
tance is larger when ions flow from the more concentrated side.* However, the 
voltage dependence of this rectification is not steep. In the terms we have used 
to describe the voltage dependence of gating (Equation 2-21), the maximum 
steepness of rectification in the GHK current equation is equivalent to a "gating 
charge" of only zs. As David Goldman (1943) originally noted, such voltage 
independence is far too weak to explain the strong rectification of the steady- 
state I-E relation of a squid giant axon-which we now attribute to steeply 
voltage-dependent opening and closing of K channels. Figure 2B shows how the 
curvature and reversal potential of the I-E relation of an open Na channel should 
depend on external Na+ concentration according to GHK theory. A more ex- 
treme example with a divalent ion was presented earlier (Figure 15 in Chapter 4). 

The second central result of electrodiffusion theory is the GHK voltage equa- 
tion. It gives the membrane potential at which no net current flows, for example 
the resting potential (in a cell without electrogenic pumps). If Na +, K', and CI- 
are the permeant ions, the equation is 

where E,, is called the reversal potential or zero-current potential. Equation 
13-10 allows one to calculate permeability ratios, but not absolute permeabilities, 

The effective resistance of the membrane depends on how many ions are in it to carry current. 
When current flows from the concentrated side, ions are brought into the membrane, raising the 
local concentration and rais~ng the conductance. When current flows from the dilute side, ions are 
swept out of the membrane, lowering the conductance. 
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UNIDIRECTIONAL FL.UXES I -,- 1 1  

2 CURRENT-VOLTAGE CURVES OF GHK THEORY 

Theoretical I-E relations for a homogeneous membrane obeying the 
Goldman (1943) and Hodgkin and Katz (1949) current equation for a 
single permeant, univalent cation. (A) Eightfold rectification with an 
eightfold concenhation gradient, showing how asymptotes extrapolate 
to the origin and showing the underlying unidirectional efflux and 
influx making up the total current. (B) Change of curvature and of 
reversal potential as the external concentration is vafied from 0.5 to 16 
while the internal concentration is kept constant at 1. (Current and 
concentration in arbitrary units.) 
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from measurements of reversal potentials i f  ionic concentrations are known. 
With only one permeant ion, Ere, becomes the Nernst potential for that ion. 
With several permeant ions, Ere, is a weighted mean of all the Nernst potentials. 
If only one permeant ion is on each side of the membrane and both ions have 
the valence 2 ,  E,,, is given by the simple biionic equation discussed in Chapter 1. 

When the ions differ in valence, e.g., Ca2 + outside versus K +  inside, the 
equation becomes (Fatt and Ginsborg, 1958): 

and when the bathing solutions contain permeant monovalent and permeant 
divalent ions together, more complicated expressions result (e.g., Spangler, 
1972; Lewis, 1979). 

The GHK equations are used in most studies of membrane permeability to 
ions. They define ABSOLUTE IONIC PERMEABILIIIES in terms of flux measurements, 
and ionic P E R M E A B I L I ~ R A T I O S  in terms of zero-current potential measurements. 
Originally, they were derived to describe the permeability of the whole metn- 
brune, but now that we are able to separate the contributions of ditferent chan- 
nels, they are used to describe the absolute permeability and the ionic selectivity 
of channels. The equations are so useful because they summarize many measure- 
ments with a single coefficient, Ps. They give explicit account of changes of 
current and reversal potential as ionic concentrations are changed. Because of 
their simple assumptions, however, they give few clues for explaining ionic 
selectivity in molecular terms. Indeed, it is the deviations from GHK theory 
described in Chapter 14 that have stimulated the major advances recently. 

Even in systems where the "instantaneous" I-E curve does not follow the 
GHK current equation exactly'or where E,, does not have the precise concentra- 
tion dependence predicted by the voltage equation, we still use the equations as 
definitions of absolute permeabilities and permeability ratios. The calculated 
values will be voltage dependent or concentration dependent, as the case may 
be. 

One application of the CHK current equation is in making Hodgkin-Huxley 
models for INa and 1, of vertebrate excitable cells. Recall that in the HH model for 
squid giant axons, the "instantaneous" current-voltage relation of an open Na 
channel or K channel is linear-as expected from Ohm's law. By contrast, 
vertebrate open Na and K channels have a small instantaneous rectification of 
the kind predicted by the GHK current equation: current flows more easily from 
the side with a high permeant ion concentration (Dodge and Frankenhaeuser, 
1958; Frankenhaeuser, 1960a,b, 1963; Campbell and Hille, 1976; Chiu et a]., 
1979). Therefore, PNa and PK are better measures of channel opening than g ~ ,  
and g ~ ,  and in HH models for these cells one replaces Ohm's law with the GHK 
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current equation, Equation 13-5. For example, the opening and closing of Na 
and K channels would be described by m3hPN, and u4PK rather than by 
I I I ~ ~ ~ ~ ,  and n"gN, (cf. Equation 2-20). 

Derivation of the Goklnlan-Hodgkin-Kak equations 
The first half of this section may be skipped by readers not interested in the 
derivation of equations. We start with the Nernst-Planck differential equation 
for fluxes in the membrane, using the notation of Chapter 10 and Figure 2 in that 
chapter. The current carried by a n  ion depends on the concentration gradient 
and electric field: 

To assist the integration across the membrane of thickness I, we multiply both 
sides by an integrating factor and simplify. 

Fzscs d$ 
I s  [exp ( z s F $ I R ~ I D ; ]  = -zSFD; [exp (z,F$IRT)ID;] + ) (13-12) 

Now, as in solubility-diffusion theory, let the concentrations just inside the 
edges of the membrane be pj.[S], at x = 0 and PZ[Slo at x = 1 by simple 
equilibrium partitioning. Then integrating Equation 13-12 from 0 to 1 gives 

Is = -zsFPz [sli exp ( v s )  - IS10 
.l-$=o [exp (zsF$lRT)IDz] dx 

where we still have not made any assumptions on how JI and D; vary with 
distance across the membrane. 

Equation 13-13 integrates straightforwardly and gives the GHK current equa- 
tion (Equation 13-5) if one assumes that the membrane is homogeneous with a 
constant value of D; and that the potential drops linearly from x = 0 to x = I. If 
these assumptions are not made, one gets something similar to the GHK equa- 
tion, with a different voltage-dependent factor in the denominator (i.e., with a 
different curvature). As with the GHK equation, the rectification of these expres- 
sions is not steeper than an e-fold change of conductance per RTIzF millivolts. 
Another related current equation is obtained if one assumes that there is an extra 
step of potential at the membrane (i.e., a surface potential) (Frankenhaeuser, 
1960b). 

The GHK zero-current expression (Equation 13-10) is obtained by writing the 
sum of all individual ionic currents and setting it equal to zero. Thus for Na *, 
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K', and C 1  one would write 

I = 0 = + IK + ICI 

0 = 
E F 2  

RT[l - exp ( - EFIR7' ) I  
(P~.[Nali + p ~ [ K l i  + P~~lCl lv  

The current goes to zero when the numerator term in curly brackets equals zero, 
' which happens when 

This is readily rearranged to the GHK voltage equation, Equation 13-10. 
The idea of independent movement of ions is introduced into the derivation 

of the current equation at several points. The first is the use of the Nernst-Planck 
flux equation, which says that fluxes are linearly proportional to concentration- 
no saturation. The next is the constant-field dssumytion, which, among other 
things, must mean that local fields of permeating ions are not seen by other ions. 
The last is the assumption of a constant-diffusion coefficient, which says once 
again that the diffusion of one ion is not slowed or speeded by other ions. 

The derivation of the GHK current equation using the constant-field assump- 
tion follows one given originally by Nevill Mott (1939) for conduction of elec- 
trons in a copper-copper oxide rectifier. Because of its ability to describe rec- 
tification, Goldman introduced the constant-field theory to biology. He also 
derived the expression for zero-current potential. He compared the predicted 
rectification with the I-E curve of the squid axon and the predicted zero-current 
potentials with the potassium dependence of the resting potential. Hodgkin and 
Katz (1949) added the partition coefficient p* to the theory and changed the 
notation to that used today. Especially, they defined DzPyl as the permeability 
Ps and explicitly included PNa, PK, and I-',, in their calculations of resting and 
action potent ials thus beginning the thinking that eventually led to the recog- 
nition of separate, ion-specific channels. 

Although it became the most popular theory for 30 years, the GHK approach 
was not the only one investigated in the formative period, 1940-1950. Another 
class of theories, due primarily to Teorell, Meyer, and Sievers, was based on 
thick, fixed-charge membranes which have large phase-boundary poentials at 
the surface (see review by Teorell, 1953). A third approach used rate theory and 
energy-barrier models. Eyring, Lumry, and Woodbury (1949) derived ionic flux 
equations for an arbitrary profile of energy barriers in a constant field. They 
assumed independence implicitly by letting the rate constants for transitions 
over each barrier be independent of the ion concentration on the near and the far 
side of the barrier. When all barriers are made equal-a homogeneous 
m e m b r a n e a n d  the number of barriers is increased toward infinity, the rate- 
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theory equations become identical to the GHK result, with the permeability 
given by ~ z l / n ~  as in Equation 13-4 (Woodbury, 1971). If the barriers are not 
equal, the theory predicts permeabilities and permeability ratios that vary with 
the membrane potential (e.g., Hille, 1975b,c; Begenisich and Cahalan, 1980a; 
Eisenman and Horn, 1983). 

One might ask why the voltage equation is so hard to derive and so closely 
tied to minute assumptions when the analogous Nernst equation is so simple to 
obtain (Chapter 1) and so general. The contrast is typical of the difference 
between equilibrium and nonequilibrium problems. The Nernst equation de- 
scribes a true equilibrium situation and can therefore be derived from thermo- 
dynamics as a necessary relation between electrical and "concentration" free 
energies with no reference to structure or mechanism. On the other hand, the 
zero-current voltage equation represents a dissipative steady state. Steady, net 
ion fluxes flow across the membrane (e.g., Na+ ions flow in, K C  out, etc.). Only 
the sum of charges moving is zero. The reversal potential is not a thermo- 
dynamic equilibrum potential. Such nonequilibrium problems often can make 
little use of thermodynamics and require empirical relationships closely tied to 
the structure and mechanism of the flow. 

A tttore generally applicable voltage eq~lation 
Having derived the standard definitions of absolute permeability and per- 
meability ratios, we now turn to practical questions. The assumptions made in 
deriving the two GHK equations are logical, simple ones for diffusion in a 
membrane but might seem too rigid to use for ionic channels. Indeed, in 
practical work it is difficult to avoid partial saturation by permeant ions and 
partial block by impermeant ones, and ions in a real channel will experience 
neither a constant electric field nor a constant diffusional resistance. Within the 
channel there are dielectric forces, local dipoles, and local charges that would 
make peaks and valleys in the potential profile. These properties are readily 
noticed as deviations from the I-E relations predicted by the GHK current 
equation. Saturation and block reduce the slope from the expected value, and 
inhomogeneities change the curvature. 

Fortunately, reversal potentials are not so sensitive to deviations from the 
GHK assumptions. Block has no effect. Simple saturation has no effect (see 
Chapter 14 for the conditions). These phenomena reduce the effective number of 
active channels but not their reversal potential. The general GHK reversal 
potential equation is, however, no longer-obeyed if there are inhomogeneities of 
the field or of P* and D*. But even then, a modified form of the equation may 
hold. The two conditions are (1) that we consider only ions with identical charge 
(e.g., Na+ and K + )  and (2) that the inhomogeneities of D' or j3' be similar for the 
ions involved. With these restrictions one obtains a zero-current equation of the 
familiar form 

RT P N ~ [ N ~ ] O  + PK[KIo E,, = - In 
ZF P~a[Na]i + PK[K]~ 
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This follows since inhomogeneities affect the denominators of the expressions 
for INa and lK in the same way, and the denominators cancel when the sums 
analogous to Equations 13-14 are solved for zero current. 

The remainder of the chapter concerns two questions: Which ions go through 
the known channels, and can the distinction between permeant and imper- 
meant ions be explained simply in terms of pore size? The emphasis here is on 
measurements of reversal pnter~tinl with ions of identical charge, using Equation 
13-16. Chapter 14 concerns measurements of ionic current under conditions that 
reveal deviations from the assumption of independence. 

Voltage-gated channels have high ionic selectivity 
To understand which factors are important in ionic selectivity, one must study 
the permeation not only of the physiological ions but also of all the other 
"foreign" ions that might conceivably be permeant. Only with a comprehensive 
list of ions can one actually test hypotheses convincingly. Early workers ob- 
tained many hints of the permeability to foreign cations. For example, Overton 
(1902) showed that a nerve-muscle preparation bathed in sodium-free solutions 
failed to twitch upon stimulation of the motor nerve, but conduction could be 
restored by adding sodium or lithium salts to the solution. Several of his 
contemporaries observed that rubidium or ammonium salts would depolanze 
excitable cells just as effectively as potassium salts (e.g., Hober, 19U5). More 
recent studies showed that a variety of nitrogen-containing cations, such as 
guanidinium and hydroxylammonium, could restore impulse conduction to 
axons in sodium-free solutions (Lorente de No et al., 1957; Liittgau, 1958b; 
Tasaki et a]., 1966). These leads have now been followed up with voltage-clamp 
measurements of reversal potentials. Extensive summaries of the resulting per- 
meability ratios are found in reviews (Hille, 1975c; Edwards, 1982). This section 
emphasizes the actual observations, saving until later the questions of inter- 
pretations. 

Figure 3 shows families of ionic currents in Na channels of a node of Ranvier 
under voltage clamp. The external solutions contain either Na+ or one of several 
organic test cations. At each test pulse potential, the current is either outward or 
inward, corresponding to a net efflux or influx of monovalent cations through 
Na channels. In the Na-Ringer solution, the usual large inward Na currents flow 
at most potentials. The current is outward only for large depolarizations, to +65 
and + 80 mV. When all the Na + is replaced by tetramethylammonium (TMA) 
ion, inward currents are replaced by outward currents. The time course of these 
currents shows that Na channels are still activating and inactivating in the usual 
way, but evidently TMA cannot pass through them. (Parenthetically, we note 
that gating in Na channels depends little on which permeant ions are in the 
medium or on which direction current in the channel is flowing. A few permeant 
ions, including notably Ca2+ and H + ,  are exceptions to this rule as is explained 
in Chapter 17.) By contrast, K+, NH,+, and guanidinium ions give clear inward 
currents at small depolarizations. Separate experiments show that these currents 
can be blocked by tetrodotoxin. Thus these ions pass through Na channels. They 
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3 IONIC SELECTIVITY OF THE Na CHANNEL 

Vtrltage-clamp currents of frog node of Ranvier bathed in Na Ringer's 
and in solutions with all the Na' replaced by other cations. K channels 
are blocked by 6 rnht external TEA, and leak and capacity currents are 
subtracted. The voltage steps range from -65 to +75 mV in 15-mV 
increments. The reversal potential for current in Na channels falls in the 
sequence Na ' > NH, + > guanidinium 1 K TMA. Only TMA gives 
no inward current. Outward currents are carried by K t  ions moving in 
Na channels. T = 5°C. (From Ilille, 1971, 1972.1 

are less perrneant than Na+ ions since they carry smaller currents that reverse at 
more negative potentials than with Nat  . To determine reversal potentials more 
clearly, we replot some of the peak currents of Figure 3 as I-E relations in Figure 
4. For 110 nM Na', NH,+, and guanidiniurn, E,, is at + 58, + 14, and + 8  mV. 

If we knew the exact ionic composition of the nodal axoplasm, we could 
calculate permeability ratios at once using the GHK voltage equation. However, 
although the fiber ends are cut in 120 mM KC!, the axoplasm may not have 
equilibrated perfectly with these solutions, so we avoid the problem by using 
changes of reversal potential rather than absolute reversal potentials. Suppose 
that reversal potentials are measured first with ion A outside and then with ion 
6. Provided that the axoplasmic concentration of permeant ions remains invari- 
ant, the change of reversal potential is given by a simple expression. 

This equation gives permeability ratios PNHJPNa of 0.16 and Pgu,,IPN, of 0.13 in 
Na channels. For TMA no inward current was seen in the  voltage range where 
Na channels open, and PmAIPNa can only be said to be less than 0.04. It could be 
zero. 
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4 I-E RELATIONS WITH Na SUBSTITUTES 

Peak currents in Na channels from the experiment of Figure 3. The 
organic cations are less permeant than Naf ions, giving smaller inward 
currents, lower conductances, and less positive reversal potentials 
(marked with arrows). 

The ionic selectivity of Na channels is well studied (Table 2). As is expected 
for an aqueous pore, protons are the most permeant. For alkali cations, first 
studied systematically by Chandler and Meves (1965), the permeability ratios fall 
with increasing crystal radius, Li + = Na + > K * > Rb* > Cs+,  like Eisenman 
sequence XI or X and unlike free diffusion (see Chapter 10). Potassium ions are 
selected against, but are still quite measurably permeant in Na channels (Figure 
3). Indeed, insertion of the normal intracellular Na+ and K +  concentrations 
(Table 3 in Chapter 1) into the GHK voltage equation with PK/PNa = 1/12 shows 
that internal K +  ions make just as significant a contribution to determining the 
normal reversal potential of Na channels as internal Na+ ions do. For this 
reason, the measured E,,,, which we often call ENd, is significantly less positive 
than the thermodynamic ENa In the experiments of Figure 3, [Nali has been 
reduced artificially below its normal value, and nearly all the visible outward 
current is camed by K+ ions. All together, 14 cations are known to pass through 
Na channels. The largest, aminoguanidinium, is many times larger than a naked 
Na+ ion. Among divalent ions, only Ca2+ is certainly permeant. Permeability 
ratios of Na channels vary only in details among different organisms. Remark- 
ably no methylated cations such as methylamine, acetamidine, methylhy- 
drazine, and methylhydroxylamine cations are measurably permeant in Na 
channels (Hille, 1971), although most of them seem smaller than amino- 
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TABLE 2. IONIC PERMEABILITY RATIOS, PxIPN,, FOR 
Na CHANNELS 

Frog Frog Squid Myxicola 
node' muscle2 axon' axon4 

H '  

Na '  

HONHj  

Li 

H2NNH3+ 

TI* 
NH4 ' 

Formamidinium 

Guanidinium 

Aminoguanidinium 0.06 0.031 - 0.13 

Rb <0.012 - 0.025 - 

Cs' <0.013 - 0.016 - 

Methylammonium <0.007 c0.009 - - 
TMA <0.005 10.008 - - 

Permeability ratios calculated from reversal potentials using Equation 1-13, 113- 
16, or 1 U 7 .  
References: '1We (1971, 1972), except where noted, ZCarnpbell (1976), 3Chandler 
and Meves (1965), except where noted, 4Binstock (1976), except where noted, 
5Morhayeva and Naumov (1983), 6Begenisich and Danko (1983), 'Binstock and 
Lecar (1969), SMeves and Vogel (1973), 9Ebert and Goldman (1976). 

guanidinium. As we shall see, the observations imply that the pore of Na 
channels is only a few atomic diameters wide. 

methylammonium aminoguanidinium 

Similar measurements have been done for several major classes of K chan- 
nels (Table 3). They seem to have remarkably similar permeability properties, 
most of them being appreciably permeable to only four cations: TI+, K+, Rb+ 
and NH4+. Proton permeability has not been studied. There is evidence that 
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TABLE 3. IONIC PERMEABILITY RATIOS, P,lP,, FOR SEVERAL TYPES 
OF K CHANNELS 

Inward Translent BK 
Delayed rect~iler rcctliler A-ly pe I<(CJ) 

- - - 
Frog Frog Sn,~il Starfish Snal RJ t 

Ion node1 muscleZ neuron.' egg4 neuron5 muscleo 

TI+ 
K +  

Rb + 

NH4+ 

Cs + 

Li + 

Na+ 

H2NNFI3+ 

Methylammonium 

Permeability ratios calculated from reversal potentials uslng Ecluat~on 1-13, 13-16, or I L l i  
References: 'Hille (1973). 'Cay and Stanfield (11978), 'Rculer and Stevens (198lI), 'fidg~n.;lra and 'l 'ak~hashi 
(1974a). 'Taylor (1987). 'Blatz and Magleby (1984). 

Ca2+ ions are weakly permeant (Inoue, 1981), and Na+ ions as well, when 
strong electrical driving forces are applied (French and Wells, 1977). This per- 
meability must however be several orders of magnitude lower than that tor K + .  
Unlike Na channels, K channels are not measurably permeable to any nitrogen- 
containing cation other than N H d t .  Potassium channels are among the most 
selective channels known and are ~robablv the n a r r o w e ~ t . ~  

The ionic selectivity of Ca channels presents interesting extremes. Free 
Ca2* ions are outnumbered 100:l by Nat and C1 ions in the extracellular 
space, yet the influx in Ca channels is predominantly Ca2+ ions. This requires 
severe selection agairtst monovalent ions. Indeed there is more than a thou- 
sandfold discrimination against Na+ and KT (Table 4) and no known per- 
meability to anions. How about the reversal potential? Because Kt ions outnum- 
ber free Ca2+ ions by 10b:l in the intracellular space and discrimination against 
K+ ions is only 3,000:1, the reversal potential for current in Ca channels is 
dominated by [K'J, rather than by [Ca"],. According to the Nernst equation, 
the thermodynamic Ec, would be near + 128 mV ('Table 3 in Chapter 1). but the 
observed values and those calculated using permeability ratios from Table 4 are 
closer to +50 mV (Reuter and Scholtz, 1977a; Fenwick et al., 1982b; Lee and 

'One of the amiloride-sens~tive Na channels of transport epithelia may also have very narrow 
selectivity. The measurements are not definitive (Palmer, 1987), but they suggest that Li + and Na' 
may be highly permeant, PK/PNa may be as low as 111000, and NH,', l ib+. and C s t  are not 
measurably permeant. 
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TABLE 4. IONIC PERMEABILITY RATIOS, 
P,P,,, FOR L-TYPE Ca CHANNELS 

Ion PxIPc, Ion Px/pca 

CaZ+ 1.0 Li ' 11424 

St2+ 0.67 Na * 111170 
BaZ+ 0.40 K 113000 

C s +  1/4200 
- 

Cakuldted from reversal potentials in cardiac ventricular 
cells of adult guinea pigs using Equation 1 3 1 1  and 10 mM 
extracellular divalent ion concentrations (fless et a]., 1986; 
Tsicn et al., 1987). 

Tsien, 1982, 1984; Hess et al., 1986). Examples of recorded and theoretical I-E 
relations are seen in Figure 5 of Chapter 12 and Figures 2 and 15 of Chapter 4. 

Three divalent ions, CaZ+, S ? + ,  and ~ a ~ + ,  pass readily through all known 
Ca channels (Table 4; Figure 14 in Chapter 4). Most other divalent ions act as 
blockers of Ca channels, but in isolated cases, inward currents carried by ~ g * + ,  
bin2+,  Cd2+, Zn2+, or Be2+ have been demonstrated (Hagiwara and Byerly, 
1981; Almers and Palade, 1981; see also Hess et al., 1986). 

A remarkable increase in the absolute permeability to monovalent ions oc- 
curs when the external divalent ion concentration is reduced below the micro- 
molar level (Kostyuk and Krishtal, 1977; Kostyuk et al., 1983; Yamamoto and 
Washio, 1979; Almers et al., 1984; Almers and McCleskey, 1984; McCleskey and 
Almers, 1985). The Ca channel then passes monovalent ions easily and with 
little selectivity. Large currents can be carried by all the alkali metal ions, 
hydrazinium, hydroxylammonium, and methylammonium. Even di-, tri-, and 
tetramethylammonium are measurably permeant. The monovalent ion currents 
are blocked by Ca channel blockers, and they are suppressed as soon as a tiny 
quantity of Ca2+ ion is added to the external medium (Chapter 14). 

Other clzn~r~lels have lozu ionic selectivity 
Quite a different picture emerges with other channels that d o  not discriminate 
well among ions. For example, the nicotinic ACh receptor of the endplate does 
exclude anions but is otherwise unselective. If we count only those ions with 
permeability ratios Pdl',, larger than 0.1, we find six monovalent metals, nine 
divalent earths and metals (Mg2+, Ca2+, SP+, BaZ+, ~ n ~ ' ,  Co2+, NiZf , Zn2+, 
and Cd2+), and 41 organic cations (Adams, Dwyer and Hille, 1980; Dwyer et al., 
1980). The channel is even permeable to choline, glycine ethylester, and tris 
buffer cations. Table 5 lists a sampling of the known pe~meability~ratios. For the 
organic cations, we shall discuss later a clear inverse relationship between the 
size of the ion and the permeability ratio. The pore seems much wider than that 
of Na or K channels. 
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TABLE 5. SELECTED PERMEABILITY 
RATIOS FOR ENDPLATE 
CHANNELS 

Ion or molecule Px~PN, 

T1' 2.51 

Guanidinium 1.59 
Cs' 1.42 
Methylammonium 1.34 

Ethylammonium 
K'  

Isopropylammonium 0.82 
Triaminoguanidinium 0.30 
Diethylammonium 0.25 
Urea- 0.13 
Triethylammonium 0.090 
Arginine <0.014 
Tetrakisethanolammonium <0.010 

All values calculated from reversal potentials at the 
frog neuromuscular junction (Dwyer et al., 1980; 
Adams, Dwyer and Hille, 1980; where additional 
measurements can be found) except for urea, which 
is from isotope fluxes in cultured chick muscle 
(Huang et a]., 1978). 

Many cation channels are similar to nAChR channels of the endplate in 
excluding anions and having a nonselective permeability to small monovalent 
and divalent cations. The list includes channels of all excitatory synapses that 
have been studied, including invertebrate and vertebrate glutamate receptors 
(Dekin, 1983; Mayer and Westbrook, 198%; Ascher and Nowak, 1988a), nico- 
tinic ACh receptors (Ascher et al., 1978; Adams, Dwyer, and Hille, 1980), and 
ligand-gated channels responding to ATP or to serotonin (Benham and Tsien, 
1987; Yang, 1990). The sensory transduction channels of mechanoreceptors and 
photoreceptors are also in this group, including those of Limlrlus ventral photo- 
receptors and vertebrate hair cells and rod outer segments (Millechia and 
Mauro, 1969; Corey and Hudspeth, 1979; Ohmod, 1985; McNaughton, 1990; 
Furman and Tanaka, 1990). Some of these channels have a selectivity sequence 
virtually identical to that at the endplate, whereas others favor ca2+ ions with a 
permeability ratio Pc,/PN,, between 2 and 10 rather than near 0.3 as in the 
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nAChR. These Ca2+ -favoring cation channels include transduction channels of 
the hair cell and rod outer segment, the NMDA subtype of glutamate receptors, 
and an ATP-activated channel. All make Ca2+ fluxes large enough to be physi- 
ologically important to the cells expressing them. 

Most anion channels also discriminate poorly among anions (see references 
in Chapters 5 and 6).  Typically, all the halide ions and a few organic acids (even 
benzoate) are permeant, with little distinction but following a sequence called 
the Hofmeister (1890), lyotropic, or chaotropic series (Table 6). These channels 
even accept small catiotls moderately well. Thus a traditional experiment for 
measuring anionqation discrimination uses two concentrations of the same salt, 
and the channel might be tested with 75 mM NaCl on the inside and 300 mM on 
the outside. For a pure permeability to cations, the reversal potential would be 
+36 mV (ENa), and for a pure permeability to anions, -36 mV (Eel). Anion 
channels may actually give - 18 to -24 mV, suggesting a PN,IPa of 0.15 to 0.27 
(Blatz and Magleby, 1985; Franciolini and Nonner, 1987). 

In this section we consider how much of ionic selectivity can be accounted for 
purely from the shupr of the ions and the pore, neglecting the important energy 
changes that accompany permeation. I f  a channel is highly ion selective, the pore 
must be narrow enough to force permeating ions into contact with the wall so 
they can be sensed. Selection rryrlires interaction. Similar ions hiding under a 

TABLE 6. IONIC PERMEABILITY RATIOS, PxIPo 
FOR ANION CHANNELS 

- 

GABA, Secretory Voltage-sens~tive 
receptor, CI chdnnel, CI channel, 

Ion mouse1 dog trachea2 rat neuron3 

SCN - 7.3 2.3 1.44 

1 -  2.8 1.75 1.98 

Benzoate - - 1.86 

NO, - 2.1 1.43 2.35 

Br 1.5 1.22 1.46 

C1 1 .0 . 1.0 1.0 

Acetate 0.08 0.66 

F - 0.02 0.23 0.44 
Propionate 0.017 - 0.05 
K +  - - 0.25 

Permeability ratios calculated from reversal potentials using Equafion 13-10 or 
Equation 13-17. 
References: 'Bormann et al. (1987; permeability ratios for the glycine receptor 
channel are nearly identical), =Li et a]. (1990), 3Franciolini and Nonner (1987). 
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coat of water molecules would be almost impossible to distinguish. Consider 
K+, TI+, and NH4+ ions whose crystal radii differ by at most 12%. In free 
solution their mobility difference is reduced to 2% (Table 1 in Chapter 10). Only 
direct contact with the naked ion could give the degree of selectivity seen in Na 
or K channels. I like to call the narrow, ion-selective region of ionic channels the 
SELECTIVITY FILTER. A selectivity filter one or two atomic diameters wide should 
cut off the permeation of larger particles. No protein is rigid, and we cannot say 
that the selectivity filter has a fixed shape. It must conform to each ion by 
numerous small adjustments that may greatly improve the interaction (Eisen- 
man et al., 1991). Nevertheless it has been productive to imagine for highly 
selective channels that their ability to stretch easily is limited, much as the 
adaptable mouth of a python has practical limits. Let us now attempt to deduce 
this pore size of ionic channels. 

~ & u r e  5 shows silhouettes of the permeant ions for Na and delayed rectifier 
K channels. A water molecule has been drawn with some of the ions to provide 
the scale. The K channel evidently does not pass as large ions as the Na channel 

Potaas~um 

Sod~um channel 
channel 

5 SILHOUETTES OF PERMEANT IONS 

Outline drawings of all known monovalent pcrmednt ions, except H ' , 
for Na channels (A) and K channels (8) of frog nerve. Hydrogen atoms 
are made transparent to suggest the effective size of the permeant 
particle when probed by a hydrogen-bond acceptor. A transparent 
water molecule is drawn next to four of the ions. From left to right and 
bottom to top the ions are (A) Lit, Na', K f ,  TI', formamidinium, 
hydrazinium, hydroxylammonium, ammonium, guanidinium, hl- droxyguanidinium, aminoguanidinium, and (B) K', TI ', Rb+, NH4 . 
[From Hille, 1975c.1 
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does. The largest permeant metal in K channels is Rb + (r = 1.48 A); Cs' (r = 
1.69 A) and methyl groups (r -- 2.0 A) do not pass. A circular selectivity filter 
with a diameter between 2.96 and 3.38 A (Figure 6A) would account both for the 
ions that go through and for those that do not (Bezanilla and Armstrong, 1972; 
Hille, 1973). Recalling that a channel needs to provide oxygen dipoles as surro- 
gate water molecules whenever an ion is stripped of some of its contact waters, 
we can imagine that the selectivity filter of K channels is formed by a ring of 
oxygens provided by the channel subunits. A bracelet of oxygens with centers 
3.0 A from the pore axis would explain the observations. As K(Ca), inward 
rectifier, and A-type K channels have virtually the same selectivity as delayed 
rectifiers (Table 3), this proposal applies to them as well. It is remarkable that 
despite their diverse gating properties these channels must have selectivity 
filters that differ by less than 0.4 A in diameter. A tight and highly conserved 
packing of residues seems required for such reproducibility and narrow selec- 
tivity. 

Can one make a similar, purely steric, hypothesis concerning the selectivity 
filter of Na channels? At first glance it seems difficult, as impermeant methylam- 
monium appears much smaller than permeant arninoguanidine. Nevertheless, 
there is a way. First, we note that guanidine compounds are planar. As with a 
coin, the smallest hole that would pass a guanidine would be a slot as narrow as 
3.2 A. Such a slot would be too narrow for methyl groups to pass. However, can . -  - 
the tetrahedral ammonium and amino groups on many of the permeant ions be 
accommodated? Protonated amino groups -NH3+ are only marginally smaller 
than methyl groups --CH3. The prbblem can be~solved by invoking hydrogen 
bonds between the amino groups and the channel walls. Recall that -NH2, 
-NH3+ and -OH groups are hydrogen bond donors, forming links such as 

3.3 x 3.3 A 3.1 x 5.1 A 6.5 x 6.5 A 
Area = 8.6 A2 Area = 15.8 A* Area = 40.3 A2 ' 

6 DfMENSIONS OF IONIC SELECTIVITY FILTERS 
Outline of minimum pore size that will pass the known permeant ions 
in hog nerve and muscle. Grid marks in l-A steps. Sizes were evalu- 
ated from space-filling models of the permeant and impermeant ions. 
[From Dwyer et al., 1980.) 
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-N-H . . . 0- with other sxygen- or nitrogen-containing groups. In these 
interactions, which take only 10-" s to make or break, the 0 artd N atoms 
readily approach to a center-to-center d~stance of 2.8 A.  Subtracting the standard 
oxygen van der Waals radius of 1.4 A leaves only 1.4 A for the etfective radius of 
the -NH2 or -NH3+ group-when probed by NTZ oxygrn ligatzd. 

We now have the elements needed to propose a limiting geometry for the 
selectivity filter of the Na channel (Figure hB).  A cluster of six oxygens detines a 
hole that is at least 3.2 A wide and 5.2 A high. Expansion to these dimensions 
leaves just enough room for permeant arninoguanidine to pass through, making 
hydrogen bonds with the selectivity filter en passant, while excluding the lmper- 
meant methylated cations and triaminoguanidine (Figure 7). A Na+ ion (r = 
0.95 A) would fit easily into one corner of the filter with a water molecule 

7 FIT OF PERMEANT IONS IN THE Na CHANNEL 

The hyputhetical selectivity filter for the Na channel is viewed face on, 
as in Figure 6, together with the profiles of Na t ,  hydroxylammonium, 
and guanidinium ions (and a water molecule). Where the profiles 
overlap with an oxygen atom of the pore, a hydrogen bond is intended, 
showing how ions can act smaller then their van der Waals size in an 
oxygen-lined pore. (From Hilie, 1971.1 
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standing above it to fill the space. As with K channels, the sharpness of the 
permeability cutoff, which excludes methylated cations, implies that the selec- 
tivity filter is not easily expanded further. Note that the permeability of K 
channels to NH4+ ion implies that hydrogen bonds are made to an oxygen- 
containing selectivity filter there too. 

For Ca channels we know that several small cations can pass: three alkaline 
earths, five alkali metals, hydrazine, and hydroxylamine cations. These results 
require a circular opening at least 3.40 A in diameter (cf. Table 4 in Chapter 10). 
When divalent ions are reduced below micromolar levels, the channel becomes 
permeable even to n~ethylated cations as large as tetramethylammonium. Mc- 
Cleskey and Almers (1985) propose therefore that the selectivity filter has an 
opening equivalent to a 5.5 x 5.5 A square or a 6-A circle. In the next chapter we 
will see that Ca channels must have high-affinity binding sites for permeant 
divalent ions and that high occupancy of these sites by Ca2+ ions gives the Ca 
channel its normal permeability properties. A reasonable interpretation is that 
the inability to bind tightly keeps monovalent ions from passing through Ca 
channels occupied by divalent ions (Chapter 14). Conceivably an enqlty Ca 
channel is flexibly able to accommodate itself to ions of various sizes; however 
occupation particularly by divalent ions may stiffen the structure and influence 
the selectivity in a mechanical way.4 

Finally, what can one say about nonselective cation channels including the 
nAChR? Here there is no need to suppose a narrow selectivity filter where a 
metal ion must be pressed against the wall. In fact, the endplate channel must be 
at least 6.5 8, x 6 . 5  A to accommodate the large ions known to go through 
(Figure 6C). Although still too narrow to fit a K +  ion with a complete inner 
sphere of contact water molecules (r  = 1.33 + 2 x 1.40 = 4.13 A), movement of 
ions should be more like aqueous diffusion in this pore than in the others. This is 
borne out by the dependence of permeability ratios on the size of the test ion 
(Figure 8). With free diffusion we have already seen that the mobility-radius 
relation peaks near a crystal radius of 1.5 A (Figure 7 in Chapter 10). the smallest 
ions moving slowly because of their strong interaction with water. Mobility rises 
with increasing radius for alkali metals and then falls again for larger ions. 
Permeability ratios in endplate channels behave similarly, except that the de- 
crease at large radii is more precipitous than the Stokes-Einstein relation would 
predict. Presumably the steeper fall occurs when the size of the ion begins to 
approach that of the pore. The three lines in the figure represent predictions of 
simple theories based on spherical particles entering a cylindrical hole 7.4 A in 
diameter. The steepest one includes friction in a pore. Like the Stokes-Einstein 
relation, such theories are strictly valid only for the macroscopic world of 
continuum hydrodynamics. Nevertheless, their rough agreement with the ob- 
servations shows that with pores as large as the nAChR channel, simple geomet- , 
ric and frictional effects may dominate the permeability ratios. 

For some K channels, an analogous situation may exist. When all CaZ+ ions are removed from 
the external medium, delayed rectifier and A-type K channels lose their ability to discriminate 
against Na+ ions (Armstrong and Lopez-Fjarneo, 1987; Armstrong and Miller, 1990). 
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Monovalent metals 

o Organic cations 

Alkaline earths 

a Transtion nletals 

Mean diameter (A) 

8 P VERSUS DIAMETER IN ENDPLATE CHANNELS 

For organic cations, relative permeability tends to fall with the mean 
molecular diameter estimated from space-filling models. The three lines 
are the predictions of simple hydrodynamic models of spherical parti- 
cles entering a cylindrical hole of diameter 7.4 A. The two more shallow 
curves give the probability of striking the hole, while the steepest one 
includes hydrodynamic friction with the walls of the cylinder. [From 
Adams, Dwyer, and Hille, 1980.j 

A similar conclusion is reached with anion channels. A plot of permeability 
ratios versus Stokes radius (cf. Chapter 10) for GABAA and glycine receptor 
channels can be fitted with curves assuming cylindrical pores of 5.6 and 5.2-A 
radius (Bormann et al., 1987), in agreement with much earlier classical work 
beginning with J.C. Eccles (Coornbs et al., 1955; Eccles, 1964). On the basis of 
space-filling models, Franciolini and Nonner (1987) suggest a minimum hlter 
size of 5.5 x 6.5 i% for a background anion channel of hippocampal neurons. 

In conclusion, the old idea that ionic channels act as molecular sieves ex- 
plains one striking feature of ionic selectivity: The permeability cuts off at a 
definite ionic size. I assume that this corresponds to the practical size of the 
selectivity filter and provides an estimate of the caliber of the narrowest part of 
the pore. The remainder of the pore may be far wider. On the other hand, pore 
size alone is insufficient to explain the sequence of selectivity among ions small 
enough to enter the pore. Thus, Na, K, and Ca channels are each large enough 
to pass Na+,  K + ,  and Ca2+, but with quite different selectivities. Such problems 
require a discussion of energy changes that is reserved for the next chapter. 

Before leaving the question of pore size, let us note that the size limit should 
also affect the permeation of nonelectrolytes and divalent cations. Water should 
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go through any known channel. The nAChR channel should be permeable to 
many small neutral compounds. The Na channel could also accommodate the 
nonionized forms of hydroxylamine and hydrazine as well as formamide and 
urea, but nothing with a methyl or methylene carbon. Only the nAChR channel 
has been tested convincingly. As expected, it is permeable to tracer-labeled urea, 
formamide, ethylene glycol, thiourea, and glycerol (Huang et al., 1978). Al- 
though their naked ions are small, certain divalent ions whose water molecules 
exchange very slowly should show low permeability in the narrowest pores. In 
Figure 5 of Chapter 10 we noted that ligand exchange around Ni2+, Co2*, and 
big2* is slow. All three are permeant in the large nAChR channel, where ligand 
exchange is not necessary. However, they are probably not permeant in the far 
narrower N a  and K channels, and they are usually not permeant in Ca channels. 
Calcium ions (r  = 0.99 A) are permeant in Na and K channels, and Ba2+ ions 
(r = 1.35 i\) evidently pass through K channels, but so slowly that they 
etfectively block the pore (Arn~strong and Taylor, 1980). 

First recapitrllrztiorr of selective penrieabilihj 
According to theories based on independence, selectivity is governed by two 
factors, partitioning into the membrane and mobility once inside. The product of 
these factors determines a single permeability coefficient, P, which may be 
determined in absolute terms from the sizes of observed currents, and in relative 
terms trom the zero-current potential with ionic gradients. Such simplified 
theoretical assumptions do not correspond closely to the mechanism of permea- 
tion in a pore, but the resulting equations provide useful definitions of absolute 
and relative permeabilities. 

Ionic permeability ratios for many ions have been determined. The findings 
suggest that channels act as pores whose permeability cuts off when the ionic 
crystal size reaches the allowable pore size. Such observations probably tell us 
the dimenaions of the narrowest part of the pore. The ionic channels that are 
used for signaling all seem to have selectivity filters that are only one to three 
atomic diameters wide. 



SELECTIVE PERMEABILITY: 
SATURATION AND BINDING 

The permeability theories of Chapter 13 were predicated on independent move- 
ment of ions. This chapter focuses on deviations from independence and how 
they reveal new properties of the channel as a pore. 

Hodgkin and Huxley (1952a) explicitly considered whether the chance that 
any ion crosses the membrane is independent of other ions. If it were, then 
unidirectional fluxes would increase linearly with permeant ion concentration, 
flux ratios would obey the Ussing (1949) flux-ratio criterion (Chapter ll), and 
fluxes of one ion would not vary as other ions are added or taken away from the 
bathing solutions. We now know that fluxes in most channels do not pass these 
tests. Instead, one can find saturation, competition, and block of ion~c channels 
as the ionic concentrations are changed. Many of these topics have been re- 
viewed (Hille, 1975c; French and Adelman, 1976; Eisenman and Horn, 1983; 
Begenisich, 1987; Tsien et al., 1987; Yellen, 1987). Apparently, some assump- 
tions made in the classical derivation of the GHK c u m i t  and voltage equations 
d o  not apply to real channels. Ions do not diffuse freely through the pore. 
Instead, they pause at various points within the channel while passing through, 
and their presence in the channel has a profound effect on the~passage of other 
ions. In one extreme we may think of permeation as a process of moving from 
bulk water, through a sequence of sites, and back to bulk water. Let us start with 
examples of deviations from independence before developing theoretical formal- 
isms. 

Ionic currents do not obey the predictions 
of independence 
The clearest examples of saturating fluxes come from newer experiments record- 
ing unitary currents as ionic concentrations are raised well above their physio- 
logical levels (Figure 1). Single-channel currents or conductances can be de- 
scribed by Michaelis-Menten curves 
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1 SATURATION OF CONDUCTANCE IN CHANNELS 

Nonlinear activity-conductance relation for two channels showing evi- 
dence for ion-binding sites in the pore. Single-channel measurements 
done with patch clamp or bilayer techniques as the permeant ion 
concentration on both sides of the membrane is raised. Curves drawn 
from Equation 14-lb. (A) Conductance of mouse glycine receptor chan- 
nels (anion-preferring) in solutions Antdining primarily NaCl and sodi- 
um isethionate. Patches excised from spinal neurons. [From Bormann 
et al., 1987.1 (6) Conductance of K-preferring channels of rabbit sar- 
coplasmic reticulum recorded from a lipid bilayer bathed in symmetri- 
cal KC1 or NaCl solutions. [From Coronado et al., 1980.1 

where the concentration for half-maximal y is  Ks. The curves in the figure 
correspond to Ks values of 108 mM C1- for the glycine receptor channel and 54 
mM K+ and 34 mM Na* for the sarcoplasmic reticulum channel. Saturation is 
presumed to arise when the binding-unbinding steps of permeation become 



364 Chapter Fourteen 

rate limiting, which will happen at high ion concentration when the rate of ion 
entry expected from independence approaches the n~aximum rates of the un- 
binding steps. 

The earliest example of saturatingpuxes in a channel came from studies of the 
maximum rate of rise of the Ca spike in barnacle muscle. Using V,,, as an index 
of peak I,-, during the upstroke of the action potential, Hagiwara and Takahashi 

(1967)' recognized that I,-, increases to a saturating value as [Ca], is increased. 
They suggested that Ca2+ ions absorb to a limited number of sites on the outer 
surface of the membrane and that I,-, is proportional to the quantity of Ca2+ ions 
bound there. Their results agree with the binding model using an apparent 
dissociation constant, Kc,, of 20 to 40 mM. Hagiwara and Takahashi also report- 
ed competition among the permeant ions Ca2+,  s$+ ,  and ~ a ? +  for entry, as 
well as competitive block by the blocking ions Zn2 t, CoZ+, Ni2+, and so on. 
They attributed all these effects to competition for binding to surface adsorption 
sites. Today most investigators presume that such sites are actually within the 
pore and that ions must move from one to the next during permeation. 

Hodgkin and Huxley (1952a) considered how to test for independence using 
current measurements when the ionic concentrations were changed arbitrarily. 
With independence, unidirectional flux-concentration relations are line2r. They 
should be described-by forward and backward rate coefficients k and k, which 
are functions of voltage only. Hence changing ionic concentrations from [S], and 
[Sli to [S]: and [S]! would change the net current from Is to 14 such that 

LL 

Hodgkin and I-Iuxley argued that in a linear system the ratio k / k must be equal 
to exp (-vS), where v~ again stands for zsEF/R7'. Othenvise, the net current 
would not go to zero when [S]d[Sj, corresponds to the equilibrium value for the 
membrane potential E. Thus, with independence, the current ratio should be 

This expression, called the INDEPENDENCE RELATION, is well suited to test for 
independence with voltage-clamp measurements. 

Deviations from independence will probably be found for all ionic channels 
at sufficiently high permeant ion concentrations. When Hodgkin and Huxley 
(1952a) reduced the Na+ concentration bathing the squid axon, they thought 
that the changes of peak I,, followed the independence relation. However, 
because they had to apply correction factors for changing degrees of resting 
inactivation of the Na channels, and the external concentrations were not pre- 

'See Equation 1 4 .  V,,, is a con~n>only used abbreviation for the maximum rate of rise, dUdt, uf 
an action potential. 
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cisely known, the resolving power of the test was poor. More recent tests give 
clear deviations in Na channels (Chandler and Meves, 1965; Hille, 1975b,c; 
Begenisich and Cahalan, 1980b; Begenisich, 1987; Carber and Miller, 1987; Green 
et al., 1987a). For example, Figure 2A shows how the peak lNa-E relations of a 
node of Ranvier depend on [Na],. The measured inward currents (circles) 
increase as [Na], is raised, but not as much as the independence relation predicts 
(solid curves). The deviations are reasonably well described if the Na channel is 
assumed to be a saturating pore with KNa, the half-saturating [Na],, equal to 370 
mM at 0 mV (Figure 2B). In the squid giant axon, saturation with external Na+ 
has not been studied; for changes of [NaIi the KNa is 860 mM at +25 mV 
(Begenisich and Cahalan, 1980b). In both examples the half-saturating concen- 
tration is well above the physiological concentration. A voltage is given together 
with each KN, value because, if abinding site is in the pore and partway across 
the electric fieW of the membrane, the loading of the site depends on the 
membrane potential (see Chapter 15). 

The independence relation, Equation 14-2, can be generalized to describe 
currents in a channel with several permeant ions. We need three conditions: (1) 
independence, (2) ions of the same valence, and (3) a system that obeys the 
restricted GHK voltage equation, Equation 13-16. Then if the subscript j denotes 
the ditferent ions, Equations 14-2 and 11-3 become 

and 
1' 1 PI[SI]; - Z Pl[Sl]:, exp ( - v) - - - 
1 2 pllSll, - 2 Pl[Sl], exp ( - v) 

where the sums are taken over all ions. Equation 14-5 is convenient for testing 
for independence using several ions. It can be called the extended independence 
relation. For Na channels, for example, it gives the commonsensical result that 
replacing the external Na+ ion with 114 mM guanidinium (!'puan/PN, = 0.13) 
should be indistinguishable from diluting the external Na* to 15 mM ( =  114 x 
0.13). Comparison of the effect of guanidinium (Figure 4 in Chapter 13) with the 
predicted effect of diluting [Nal, (Figure 2) shows that inward and outward 
currents with external guanidinium are much smaller than expected from inde- 
pendence. Although permeant, guanidinium ions pause in the channel so long 
that they carry only a small current, and currents carried by other ions are 
reduced. Sim~lar cicviations from the extended independence relation have been 
extensively ~iucumented for Na channels (Hille, 1975b,c), K channels (Chandler 
and hleves, 1965; Bezanilla and Armstrong, 1972), and endplate channels (Ad- 
arns et al., 1981; Sdnchez et al., 1986). 

A dramatic deviation from independence in the Na channel occurs with 
protons. According to Table 2 in Chapter 13, the permeability ratio PI JPNa is 
much larger than 1.0; hence one would expect that adding protons to the 
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2 DEVIATION FROM INDEPENDENCE IN Na CHANNELS 

Peak 1-E relations for current in Na channels from a node of Ranvier 
under voltage clamp. The external solutions are twice isotonic (230 m ~ )  
mixtures of NaCl and TMACI. As the Na' concentration is increased 
from 0.5 to 1.0 and to 2.0 times normal, the inward lNa (symbols) grows 
and the reversal potential becomes more positive. (A) The lines show 
how the currents are expected to change if Na' ions passed indepen- 
dently (Equation 14-3). The actual growth of current is less than pre- 
dicted. (8) Lines show the expectation of the saturating four-barrier 
model in Figure 6. The two theories take the measurements at 0.5 times 
normal [Na], as reference values and scale them appropriately for 1.0 
and 2.0 times normal [Na],. [From Hille, 1975b.l 
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external Ringer's solution-lowering pH,-should increase inward currents in 
Na channels. Just the opposite occurs (Figure 3). As pH, is lowered below pH 
6.0, gNa begins to "titrate" away (Hille, 1968b). At pH 4 only 10% of the original 
g~~ remains. A similar depression of flux occurs with K channels (gK in Figure 3; 
Drouin and The, 1969; Hille, 1973) and with endplate channels (Landau et al., 
1981). Such observations might suggest that protons are an impermeant block- 
ing ion. However in Na-free solutions, added protons (to pEl < 4) make a 
measurable inward current in Na channels (Mozhayeva and Naumov, 1983). 
Paradoxically, the currents are tiny, indicating that the absollite permeability Pt4 
is minute, but from the measured reversal potential one can calculate that the 
permeability ratio PkdPN, is high. 

The example of protons in Na channels is an extreme case of a quite common 
finding that absolute permeabilities determined from conductances or sizes of 
currents do not agree with permeability ratios determined from reversal poten- 
tials. Other examples include the sequences of single channel conductances y ~ ,  
> ysr > yea in T-type Ca channels or 7,-I > y~~ > y, Z YSCN in various anion 
channels, both of which are the opposite of the sequences obtained from rever- 
sal potentials (Tables 4 and 6 in Chapter 13). Let us consider how such appar- 
ently contradictory observations can-be accounted for theoretically. 
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3 BLOCK OF Na AND K CHANNELS AT LOW pH 
Titration of the macroscopic peak y,, and gK of frog nodes of Ranvier as 
the pH of the bathing solution is varied. External high pH has little 
effect, while external low pH blocks the channels. The two curves 
represent the theory that Na channels are blocked by protonation of a 
single acid group with a pK, of 5.2, and K channels with a pl(, of 4.4. 
The agreement is only approximate. Conductances were measured for 
large depolarizations to + 35 to + 75 mV. [From. Hille, 1968b, 1973, 
1975c.1 
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Saturating barrier models: 
The theory for one-ion chnrinels 
Deviations from independence and saturation of fluxes are readily explained by 
assuming that (1) ions must bind to certain sites in the pore as part of the 
permeation process, and (2) a site can bind only one ion at a time. ?'he assump- 
tions are fully analogous to those in the derivation of enzyme kinetics. We 
distinguish two classes of saturating models: ONE-ION PORES and MULTI-ION 

I > O R E ~ .  The former may have several internal sites, be permeable to several kinds 
of ions, but can contain only one ion in the pore at a time. The theory and 
properties of one-ion pores are vastly simpler and are explored in the next two 
sections. Saturating pore models were first introduced to biology by Hodgkin 
and Keynes (1955b), and general theoretical methods were developed by 
Heckmann (1965a,b, 1968, 1972) and Lauger (1973). 

Consider the simplest saturable system, a channel with one site, X, and a 
permeating cation, S. If we replace all the subtleties of diffusion to and from the 
site by single rate constants, the steps of permeatiun become2 

where the rate constants are, in general, dependent on voltage. From chemical 
kinetics, the steady-state rate expression for current in the outward direction is 

When ions are present only on the outside, the current simplifies to 

which is identical to the saturating function: 

Since all the rate constants are functions of voltage and of ionic species, I,,, and 
Ks are also. Furthermore, if one repeats the derivation of Equation 14-9 assum- 
ing instead that ions are present only on the irzside, one gets a similar equation 
but different values for I,,,,, and Ks. 

When two kinds of ions, A and B, are present, we get not only saturation but 
also competition. They compete for the binding site X, so that when one ion is 
present at high concentration, the other is excluded. The net current with ions 
on both sides becomes 

' Ikaders familiar with enzyme klnetics will recognize Equations 14-6 through 14-10 as identical 
to the MichaelisMenten mechanism tor a reversible enzyme reaction. Such kinetics have been 
considered typical of "carrier transport" in physiology, but here we are discussing buna fide pores. 
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where the subscripts on I,,, and K show whether the values for internal or 
external ions are meant. For more ions C, D, E, and so on, more identical terms 
can be added to the numerator and denominator. In a real pore, there may be a 
series of binding sites x,, x2, . . . , x,, along which the ion is relayed. The steps of 
permeation of an ion would be represented by a cyclic diagram of occupancy 
states 000, AOO, OAO, and so on (Figure 4), where 0 stands for an unoc- 
cupied site and A for one occupied by an A ion. Nevertheless, provided that 
only one ion is permitted in the pore at a time, Equations 148,  14-9 and 1410 are 
still obtained, a result like that for kinetics of enzymes that bind only one 
substrate molecule at a time: No matter how many intermediate steps there are, 
the overall reaction still follows Michaelis-Menten kinetics. 

Eyring rate theory (Chapters 10 and 13) can be used to summarize the values 
of rate constants in binding models of permeation. For models obeying indepen- 
dence, rate theory is merely an alternative to a continuum approach such as 
Nernst-Planck equations. However, for models with satnrable binding sites, rate 
theory has been the more practical approach. Energy wells can represent bind- 
ing sites, and the occupancy of sites can be specifically included in the rate 
equation for jumps in and out of each site. Equation 10-16 defines the relation 
between the free energy of activation and the jump rate constants. If b _ l  
represents the value of k-, at zero membrane potential (E = 0), then from the 
definitions given for a one-site model in Figure 5A 

OAO 

BOO OOB 

OBO 

4 STATE DIAGRAM FOR FLUX IN A ONE-ION CHANNEL 
The channel has three internal sites but at most only one of them may 
be occupied. Two types of permeant ion, A and B, are present. Succes- 
sive occupancy states, represented by triplets, differ from each other by 
a single ionic jump. The top cycle transports one A ion per revolution, 
and the bottom cycle, one B ion. [From Hille, 1975b.j 
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(A) TWOBARRIER MODEL 

Free 
energy 

(8) MODEL WITH PAIPB < 1 

5 SIMPLE BARRIER MODELS OF PORES 
(A) Definition of quantities needed for a two-barrier, one-site model. 
The fluxes are described by four hopping rate constants, k,. They may 
be calculated from the free-energy barriers of the transitions, which 
have a "chemical" component, G, and an electrical component propor- 
tional to the voltage drop traversed and the ionic valence. Free ener- 
gies, GI,, G,, and Ca are defined relative to the bulk solution. (B) 
Definition of the "constant offset energy" condition where all barriers 
for ion B differ from those for ion A by an additive constant. The 
permeability ratio P,!'P, is equal to exp [(G, - G,)IRTJ. [Aiter Fiille, 
1975b.l 

and so forth. The quantity 6 in the figure represents the fraction of the total 
el~ctrical potential drop, E, between the outside and the site. It is often called the 
ELECTRICAL D ~ A N C E  of the site from the outside. It should not be confused with 
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cal case of a one-ion channel permeable to ions A and B, where A ions enter the 
channel more easily but pause longer at a binding site. We first study extremely 
dilute solutions and reach the conclusion that PA is 10 times higher than PB. We 
obtain this answer by every method, whether we measure conductances, net 
fluxes, tracer fluxes, or reversal potentials. Then we study concentrated solu- 
tions and get apparently divergent results. The permeability ratio PA/PB is still 
10:1, since Ere, = 0 mV with 100 mM A on one side and 1.0 M B on the other. Yet 
the absolute permeabilities seem to be in a ratio 1:10, since the channel conduc- 
tance is only 2 pS with symmetrical 1.0 M A and 20 pS with the same concentra- 
tions of B. The paradox comes at high concentration because the absolute 
penneabilities are measured with two different ionic conditions. Had the abso- 
lute permeabilities been measured by double-label tracer experiments zoitllout 
changitzgsolutions, they too would have been in the ratio 10:1, whether the major 
ion in the solution was A or B. However, if the major ion was 1.0 hl B, the 
absolute permeabilities I-', and PB would both be higher than if the major ion 
was slow-moving A. 

Na chan~rel permeatiorz can be described 
by rate-theonj models 
Let us illustrate the rate-theory method by looking at a specific model of the Na 
channel. Figure 6A shows a proposed energy profile for Na ' ions crossing 
amphibian Na channels (Hille, 1975b). The free-energy levels are marked in RT 
units (units of thermal energy). What are the important features? Approaching 
from the outside, there is first a low barrier and then a well, - 1.0 RT units deep. 
This is the external binding site that produces saturation with a KN, of about 370 
rnM. Then there is a high barrier, the rate-limiting selectivity filter. Its height is 
chosen to give a reasonable single-channel conductance (I I pS) with physiologi- 
cal Na concentrations. Beyond that there are several low inner barriers to make 
the predicted I-E curve more linear. The Na channel was postulated to be a one- 
ion pore in this model, with states of occupancy as in Figure 4. These assump- 
tions lead to a predicted concentration dependence of currents (curves in Figure 
2B) that fits the observations better than the independence relation does (curves 
in Figure 2A). 

The rate-theory model can be made to account for permeability ratios for 
other ions (Table 2 in Chapter 13) if one adjusts empirically the height of the 
selectivity filter, adding 0.1 RT unit for Li, 2.7 for K + ,  and so iorth. Different 
deviations from independence are accounted for if one varies the depth of the 
external binding site: The deeper the well, the stronger the binding and the 
lower the saturating concentration. The model shown is based on experiments 
with myelinated nerve where only the external solution was varied. Hence all 
features on the "axoplasmic side" of the selectivity filter are poorly defined. 
Begenisich and Cahalan (1980a,b) made a careful study of Na channel permea- 
tion in squid giant axons, varying primarily the internal perfusion solution. 
Their three-barrier model is best defined at the axoplasmic end and includes a 
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6 BARRIERS AND BINDING SITES IN Na CHANNELS 

(A) Representation of the diffusion path in a Na channel in terms of 
energy barriers dnd wells. The energy levels relative to bulk solution 
are labeled in multiples of RT with values appropriate for NaC ions. For 
a less permeant ion, like K t ,  rate-limiting energy peak C would be 
higher. For a more firmly bound ion, like TIi or Li', energy well B 
would be deeper. (B) Possible molecular interpretation of the barrier 
model in terms of a hydrated Na + ion moving through positions A, B, 
C, D in the energy diagram. In position C the ion is at the narrow 
selectivity filter with a charged -COO- group below and an oxygen 
above from the channel and one water molecule shown for scale. For 
the remainder of the membrane thickness, the Na channel may be a 
wide pore with little resistance to ion movement. [From Hille, 1975b.l 

relatively high inner barrier and an inner binding site in addition to a high 
barrier at the outside. They also describe concentration-dependent permeability 
ratios, requiring a multi-ion channel instead of a one-ion channel model. 

What could the barrier-model mean in molecular terms? One interpretation is 
shown in Figure 68. The diagram represents molecular events as a Na+ ion 
passes through the narrow part of the pore. The events are intended to corre- 
spond to positions in the energy barrier profile. As a working hypothesis, I have 
proposed that low pH blocks Na channels by protonating an ionized carboxylic 
acid group in the selectivity filter, whose negative charge is needed to stabilize 
permeating cations as they pass through (Hille, 1968b, 1971, 1972; see also 
Chapter 15). This -COO- group is shown in cross section forming the bottom 
edge of the selectivity filter. The hydrated Nat  ion diffuses over the first small 
barrier and is drawn to the negative group, where it must lose a few H 2 0  
molecules. Electrostatic attraction to the site more than compensates for the 
energy required to lose some water. This is a stable binding to the external 
binding site-the energy well. Next the ion needs to squeeze through the 
narrow selectivity filter, retaining at most three HZO molecules, one drawn on 
top, and one in front and one behind the ion as it passes through (not depicted). 
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In the narrow region, the energy of the ion is raised considerably by the loss of 
H,O l i g a n d s t h e  highest energy peak. When the ion emerges into the wider 
inner vestibules, it regains hydration and aqueous energy levels. In this view, 
the important binding and permeation steps occur as the ion moves only a few 
Angstrom units. 

How could ionic selectivity arise in such a picture? Recall that in Eisenman's 
(1962) theory of equilibrium ion exchange, binding selectivity arises from the 
difference between hydration- and site-interaction energies (Chapter 10). Here 
we need to explain why the free energy of a Na+ ion sitting at the highest 
energy point in the selectivity filter is lower than that of a K f  ion. Although it is 
not stably bound there, the ion is partly hydrated and interacts with a negative 
charge. Hence the elements of Eisenman's theory are applicable (Hille, 1975~). 
The negative charge in the filter would have to be equivalent to a high-field- 
strength site so that when Na+ ions approach 0.38 A closer than K t  ions, the 
electrostatic attraction more than compensates for the larger work needed to 
remove some water molecules from the N a + .  Note that we are discussing the 
point of maximum free energy rather than a true bitzding site as in Eisenman's 
original ion-exchange theory. As Bezanilla and Armstrong (1972) pointed out; 
binding does not help an ion to cross a one-ion channel. It  slows permeation. 

A similar idea could be applied to the K channel to explain why Na+ and Lit 
are relatively impermeant. The K channel would have to be equivalent to a 
weak-field-strength site so that neither Na+ nor Li+ would be stabilized enough 
to compensate for the even stronger dehydration required in the narrow K 
channel. These ideas would be difficult to verify by calculations as the energy 
differences required are only a tiny fraction of the hydration energy, and calcula- 
tions of such accuracy have never been made in any system. For example, a 
selectivity ratio of 1000:l requires an energy difference of only 4.2 kcaVmol, 
which is only 1/25 of the hydration energy for Na+ ions (Table 4 in Chapter 10). 

Now we can understand the paradoxes of proton permeability in Na chan- 
nels. If PHIPN, in the node is 250, the energy peak for protons is RT In 250 lower 
than for Na+ ions. If, further, the pK, for protons to bind to the external site is 
5.4 ( K ,  = 4 )IM; Woodhull, 1973) and KNa is 400 mM, then the energy minimum 
at the binding site is RT In lo5 deeper for protons than for N a + .  Therefore, the 
energy step from minimum to maxin~um is RT (In lo5 - In 250) or R7' In 400 
higher for protons, and I,,,, will be 400 times sn~nllrr for protons despite the large 
value of PH/PNa. Each proton that binds prevents many Na+ ions from passing 
through and is 400 times slower to leave. A similar calculation would show 
generally that if &',.,IFB is near 1.0 and A binds significantly stronger than 8, then 
I,,, for A is correspondingly smaller than for B. We return to block of Na 
channels by protons in Chapter 15. 

Some channels must hold more than one ion at a time 
Certain deviations from independence cannot be explained by one-ion models. 
These include deviations from the Ussing (1949) flux-ratio test (Equation 11-7) 
and concentration-dependent permeability ratios. Both properties are shown by 
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delayed rectifier, K(Ca), and inward rectifier K channels. Cooperative, steeply 
voltage-dependent block by small ions is also important. It is discussed in 
Chapter 15. 

Hodgkin and Keynes (1955b) were the first to recognize flux coupling in an 
ionic channel. They measured unidirectional fluxes of 42K in Sepia giant axons 
poisoned with 2,4-dinitrophenol to stop active transport. They varied EK by 
changing [K],, and membrane potential by passing current. Most of the K+ 
fluxes in these conditions would have passed through delayed rectifier K chan- 
nels. Figure 7 shows the ratio of K+ influx to K f  efflux (symbols) plotted against 
the electrochemical driving force. The predictions of the Ussing flux-ratio test 
(dashed line) are clearly not obeyed. The observations are better described by 
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7 FLUX COUPLING IN K CHANNELS OF AXON 
K flux ratios in delayed rectifier channels of Srpia giant axons. Unidi- 
rectional influx and efflux were measured with "K as the axon was 
polarized by electric current away from EK. Measurements were made 
in solutions of different K +  concentration and are .plotted against the 
deviation from E ,  rather than against membrane potential itself. In this 
semilogarithmic plot, the expectation of simple diffusion (Equation 
11-7b) is the dashed line and the expecfation of coupled diffusion in a 
long pore (Equation 11-8b) is a steeper line. The line corresponds to a 
flux-ratio exponent n' = 2.5 and a channel containing more than two 
ions at a time. [From Hodgkin and Keynes, 1955b.l 
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Equation 11-8, using a flux-ratio exponent n' = 2.5 (solid line). Begenisich and 
De Weer (1980) confirmed the Hodgkin-Keynes result on internally perfused 
and voltage-clamped squid giant axons. The exponent, n ' ,  declined with depo- 
larization from n' = 3.3 at -38 mV to 1.5 at -4  mV. Similar deviations are 
found in the inward rectifier of frog muscle and the SK K(Ca) channel of human 
red cells (Horowicz et a]., 1968; Spalding et al., 1981; Vestergaard-Bogind et al., 
1985). For the inward rectifier the exponent, n', is a clear function of [K],, rising 
from 1 at low [K], to 2 at high. For the K(Ca) channel it was near 2.7 in all 
conditions. 

A flux-ratio exponent greater than 1.0 means the diffusing particle acts more 
like several K+ ions moving as a multivalent unit than like a single ion. For 
example, if n K+ ions had to bind to a neutral carrier particle before the entire 
complex could diffuse across the membrane, the probability of forming the 
complex would be proportional to the nth power of [K], and the diffusing 
particle would have a net charge of n. Such a system would have a flux-ratio 
exponent for K* of n (Horowicz et al,, 1968; Adrian, 1969). tiowever, the high 
single-channel conductance of delayed rectifier, inward rectifier, and K(Ca) 
channels rules out any models based on carrier diffusion (Chapter 11). Hodgkin 
and Keynes (1955b) appreciated that flux coupling is also obtained in a long pore 
where several ions are moving simultaneously in single file. The single-file 
requirement imposes a correlation between movements of ions in the channel, 
an idea developed in the next ~ e c t i o n . ~  We believe that the delayed rectifier K 
and K(Ca) channels may hold at least 3 K *  ions simultaneously in single file, 
and the inward rectifier, at least 2. The number would depend on the bathing 
ion concentrations and the membrane potential. 

A second line of evidence for multi-ion channels is concentration-dependent 
permeability ratios. In a multi-ion pore, ions enter, cross, and leave channels 
that are already occupied by other ions. Therefore, absolute permeabilities and 
even ratios depend on what ions happen to be present. Consider 
reversal potential measurements on the inward rectifier of echinoderm eggs 
(Hagiwara and Takahashi, 1974a; Hagiwara et al., 1977; reviewed by Hagiwara, 
1983). In biionic conditions, TI+ ions are regarded as more permeant than K+ 
because with TIN03 outside, the membrane conductance is higher and E,, 
more positive than with KNO, outside (Figure 8). Yet, surprisingly, when TI* 
and K +  solutions are mixed together, the membrane conductance becomes 
smaller and Ere, more negative than with either pure solution outside. Now TI' 
acts less perrneant t h a n k + .  Such behavior, where g or E,, goes through a 
minimum or maximum as a function of the ratio of ionic concentrations, is called 
ANOMALOUS M O L E - F I U n I O N  DEPENDENCE. Reversal potentials 0t delayed reC- 
tifier and K(Ca) channels also show anomalous mole-fraction dependence 
(Eisenman et al., 1986; Wagoner and Oxford, 1987). 

5Similar correlated movements of diffusing ions were already known in soltd-state physics in 
the 1950s and had been worked on by J .  Bardeen, C. Herring, F. Seitz, J .  N. 'Tukey, C. Zencr, and 
others (see papers in Shocklcy et al., 1952). One manifestation in crystals, as in membranes, was that 
the diffusion coefficient measured for equilibrium tracer flux was smaller than that measured for net 
mass flux down an electrochemical gradient. Like the later theories in biology, the explanations were 
based on "vacancy diffusion" mechanisms. 
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8 ANOMALOUS MOLE-FRACTION BEHAVIOR 

Resting potentials and membrane conductance of a starfish egg cell 
bathed in mixtures of K +  and TIf ions. As the mole fraction of TI' 
varies from 0 to 1.0, both properties go through a minimum. The major 
conducting channel in these experiments is the inward rectifier K 
channel. [Fnm Hagiwara et al., 1977.) 

Ca channels have a similar anomaly. The conductance is high with external 
Ca solutions, and it is higher still with Ca-free Ba solutions, yet when Ba2+ ions 
are added to Ca solutions, the conductance is depressed (Almers and Mc- 
Cleskey, 1984; Hess and Tsien, 1984). These observations have been interpreted 
in terms of a Ca channel capable of holding two divalent ions at the same time. 

Another example of concentration-dependent permeability ratios occurs with 
squid axon Na channels (Chandler and Meves, 1965, Cahalan and Begenisich, 
1976; Begenisich and Cahalan, 1980a). The higher the interpal K+ or NH4+ 
concentration, the smaller is PKIPNa and PNHJPNa; the ratios can change four- 
fold. External K* or NH4+ ions d o  not change the permeability ratios. This 
suggests that Na channels can hold at least two ions simultaneously, although at  
physiological concentrations many channels are empty and very few are doubly 
occupied. 
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While concentration-dependent permeability ratios in Na, K, and Ca chan- 
nels have been interpreted in terms of multi-ion models, we should acknowl- 
edge another possibility for completeness. The permeability of a channel could 
be modulated by ions interacting with regions outside the pore. Thus, changing 
the mole fraction of, for example, K f  and TI', might alter the fraction of time 
that the channel exists in conformations of different permeability. However, 
when flux-ratio experiments prove that the pore of a channel is more than singly 
occupied, a multi-ion model requires no additional assumptions. 

The theory of multi-ion models 
Multi-ion pore models can account for a variety of special flux properties listed in 
Table 1. The trick to multi-ion models is to express single-file motions mathe- 
matically. Following the lead of Hodgkin and Keynes (1955b), as simplified by 
Heckmann (1965a,b, 1968, 1972), this can be done with a state diagram of the 
system using chemical kinetics. Supposc that the pore has three sites and one 
kind of permeant ion, A. There are four steps in the calculation of the flux here: 
(1) Write down all distinct states of occupancy of the pore, such as OAO, OAA, 
AAO, and so forth. (2) Write down all permitted elementary transitions as in 
Figure 9. For example, the transition O A A  -+ O A O  means an ion jumps out of 
the pore to the right, and O A A  -+ A O A  means an ion jumps from one position 
in the pore to another. Usually, one assumes that ions can jump only into a 
vacant spot and that the probability of two ions jumping simultaneously is 
negligible. (3) Assign rate constants to all transitions by some systematic means, 
such as rate theory, coupled with appropriate rules for interactions between ions 

TABLE 1. FLUX PROPERTIES OF PORE MODELS 

Flux urouertv Indeuendence One-ion ~n-ion 

Conductance versus 
concentration 

Linear Saturating Up to m - 1 maxima 
and finally self- 
block 

Flu-ratio exponent n' = 1 ~ t '  = 1 1 S n'  6 in 

Dependence of selectivity on None None Potentially strong 
mole fraction and total 
concentration 

Voltage dependence of block O S Z ' S ~  O S Z ' S ~  O S z ' 6 m  

Steepest dependence of block Linear Linear Up to rrrth power 
on blocker concentration 

Change of flux from side with No Decrease Possible increase 
a blocking ion when change 
permeant ion is added to 
trans side 

Table from Hille and Schwarz, 1979. 
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(Full) 
AAA 

AAO - AOA -0AA 

A 0 0  - OAO - 0 0 ~  

9 STATE DIAGRAM FOR A MULTI-ION CHANNEL 
The channel has three internal sites. Each triplet describes one occu- 
pancy state of the channel sites, assuming that only one kind of per- 
meant ion, A, is present. Arrows represent the permissible transitions 
among states as one of the ions moves one step at a time. The diagram 
already has eight states. If a second type of ion, B, were also present, 
there would be 27 distinguishable occupancy states. [From Hille, 
1975b.j 

in the pore. (4) Solve the rate equations analytically or numerically for the 
answer. Except for the simplest, symmetrical two-ion channel (Heckmann, 
1965a,b, 1968, 1972; Urban and Hladky, 1979), or when simplifying limits can be 
taken (Hodgkin and Keynes, 1955b; Chizmadjev et a]., 1971; Aityan et al., 1977; 
Hille and Schwarz, 1978; Schuniaker and MacKinnon, 1990), the numerical 
method proves the most practical (Hille and Schwarz, 1978; Begenisich and 
Cahalan, 1980a; Eisenman et al., 1983). 

Consider properties calculated for a three-barrier, two-ion channel. Figure 10 
shows four different energy profiles (right) differing in relative heights of the 
barriers. They include profiles with a high central barrier, equal barriers, one 
high lateral bamer, and a low central barrier. Figure 10C shows that as the 
activity of bathing ions is raised on both sides of the membrane, the fraction of 
empty channels (Ro) falls, singly occupied channels (R,) appear and then drop 
away, and eventually all channels become doubly occupied (R2). At the same 
time, the conductance rises to a maximum, as in a one-ion channel, then falls off 
(Figure 10A).6 The exact conductance-activity curve depends on the barrier 
profile. Figure 10D shows the effects of ion-ion repulsion, One ion in the 

The conductance decreases because flux depends on the existence of vacant sites for ions 
within the channel to move to. At high concentrations, any vacancy formed by an ion jumping into 
the solution is immediately canceled by another ion coming back from the solution. 
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Log (activity) 

10 PROPERTIES OF MULTI-ION MODELS 
Concentration dependence of conductance, occupancy, and flux-ratio 
exponent n' in a two-site model. Four choices of barrier height are 
drawn to the right corresponding to curves 1, 2,3, and 4 of conductance 
and n'. The high and low energy barriers differ by 1 K7'units in energy. 
The calculations assume that ions in the pore repel each other (right) or 
do not repel each other (left). Occupancy of the channel is described by 
the fraction empty R,,, the fraction singly occupied R , ,  and the fraction 
doubly occupied R2. Occupancy curves apply to all four energy profiles 
since equilibrium occupancy depends only on energy-well depths. 
With an ionic repulsion F = 20, the second site becomes 400 times 
harder to load. [From Hille and Schwarz, 1978.1 

channel is assumed to slow the entry of another 20-fold and to speed the exit by 
20-fold (F = 20). Therefore, a much higher activity is needed to populate the 
doubly occupied state. The conductance-activity relation rises in two stages, 
with leveling between. An interesting result is that the maximum conductance is 
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also increased since repulsion accelerates the rate-limiting exit steps. Therefore, 
despite the extremely high affinity for ions implicit in a multiply occupied 
channel, there can also be a high conductance. 

In summary, the conductance-concentration relation of multi-ion channels is 
complex, but to see all these details, the concentration has to be varied over 
many orders of magnitude. In practical experiments, limited to concentration 
changes of only one or two orders of magnitude, the conductance might appear 
to obey the predictions of independence or of simple one-ion saturation. The 
inward rectifier conductance actually depends on the square root of the external 
K +  concentration (Hagiwara and Takahashi, 1974a; Hagiwara, 1983), a property 
that can also be imitated by multi-ion models (Hille and Schwarz, 1978; see 
Chapter 18). 

Unidirectional flux ratios can also be calculated for barrier models. The state 
diagram is now more complicated than that used to calculate Figure 10A and B 
because we have to label ions coming from the left and right with different 
letters and keep track of two kinds of ions in the pore. Figure 10E and F show the 
results expressed a s  the flux-ratio exponent, n' (Equation 11-8), minus one. 
Recall that n' is 1.0 and n' - 1 is zero in pores with no flux coupling. In multi-ion 
pores, n' must be 1.0 at low concentrations, where the pores are mostly empty. 
At higher concentrations, n' rises to a maximum of almost 2.0 for the model with 
the low central barrier, but it does not even reach 1.01 for the model with the 
high central barrier. Two important generalizations are illustrated by the results 
(Heckmann, 1968). First, the maximum value of n' is never higher than the 
maximum number of ions that may occupy the channel simultaneously. Second, 
this maximum is approached only if each end of the channel has a high barrier so 
that the ions within the pore establish a local equilibrium distribution among the 
available sites. Comparison of the different n'-versus-activity curves with the 
common occupancy-activity curve in each column serves as a warning not to 
identify n' with the actual mean occupancy. 

Multi-ion models have more complicated permeability ratios than those of 
one-ion models. Barrier peak heights, well depths, and ionic concentrations all 
make a contribution (Hille and Schwarz, 1978; Urban and Hladky, 1979). As with 
flux ratios, the state diagram for calculating ionic selectivity must keep track of at 
least two kinds of ions, but the energy profiles for the ions are different. Figure 
11 shows conductance, E,,, and permeability ratios for a three-barrier model 
chosen to exhibit anomalous mole-fraction dependence. The barrier profiles for 
the two permeant ions are shown in the inset as  thick and thin lines. In biionic 
conditions, ion S +  acts more permeant than K + ,  but when K+ is added to the 
"external" solution, the permeability ratio Ps/PK gradually falls below 1.0. The 
result is like that with TI *-K+ mixtures in echinoderm eggs (Figure 8). As with a 
high flux-ratio exponent, the anomalous mole-fraction dependence requires the 
energy profile for at least one of the ions to have a high barrier,at each end of the 
pore. A similar model has been used to describe the change of permeability 
ratios of Na channels with axoplasmic ion concentrations (Begenisich and Ca- 
halan, 198Oa) and in explaining flux properties of Ca channels. 
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11 SIMULATED ANOMALOUS MOLE-FRACTION EFFECT 

(A) Appropriate choices of energy profiles give a minimunl in the 
predicted mole-fraction dependence of conductance and reversal po- 
tential. (B) Permeability ratios l-'dP, calculated from the reversal poten- 
tials change from <1 to >1. The model has two sites with the energy 
profile shown as a thin line for K ' and as a thick line for S t .  Ionic 
repulsion (F = 30) is assumed to make the second site 900 times harder 
to load than without repulsion. The K +  concentration is high enough to 
give a mean occupancy of more than one K +  ion per channel. These 
effects do not occur at low total ion concentration where the occupancy 
is low. [From Hille and Schwarz, 1978.1 

What d o  these calculations show? At the very least they tell u s  that the 
Hodgkin-Keynes (1955) idea of a long pore with several ions moving in single 
file accounts qualitatively for observed f lux ratios and variable permeability 
ratios in several kinds of channels. The calculations show that, like the gram- 
icidin A channel, those of excitable cells bring together enough oriented dipoles 
and negative charges to  concentrate permeant cations in the pore. They show 
that there is room for at  least three K+ ions in the K channel and that back-and- 
forth movement within the channel-across low b a r r i e r s a r e  more rapid than 
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the jumps out of either end-across high barriers. The long middle segment 
need not be as narrow as a K + ion to maintain single-file diffusion, as the ions 
will be kept apart by electrostatic repulsion (Figure 5 in Chapter 11). 

Mztlti-ion pores can select by binding 
The multi-ion theory allows us to reconsider an enigmatic problem of ionic 
selectivity: How do Ca channels succeed in plucking rare Ca2+ ions out of a sea 
of Na+ ions? No sieve could do this, as the crystal radii of Na+ and Ca2+ are the 
same, and the channel passes Ba2+ as well as Ca2+ and Cs+ almost as well as 
Na + despite their larger radii (Table 4 in Chapter 13). The theory of multi-ion 
pores offers a satisfying explanation (Almers and McCleskey, 1984; Hess and 
Tsien, 1984; Friel and Tsien, 1989). 

Anomalous mole-fraction effects are one of the properties of multi-ion pores. 
Ca channels show an anomalous mole-fraction dependence of current when 
extracellular Ba2* is gradually replaced with Ca2 +. Thus a solution with 90% 
Ba2 + and 10% Ca2+ gives lower current than with either cation alone. Evidently 
Ca2+ binds more tightly to the channel than Ba2+, and therefore c a 2 +  domi- 
nates in a competition but passes through (leaves the channel) more slowly. An 
analogous and far more extreme anomaly occurs when Ca2+ is added to 
divalent-free solutions. Figure 12A plots current amplitudes as the free Ca2' 
concentration is gradually increased from 7 nM to 20 mM in solutions containing 
32 mhi Na + .  At the lowest Ca2+ concentrations, all the inward current is carried 
by Na+ ions. Ca channels are highly permeable to monovalent ions when 
divalents are absent. When Ca2+ is added, the current carried by monovalent 
ions seems to titrate away as if Ca2+ ions bind to a blocking site with a 
dissociation constant of 0.7 p ~ .  Only when [Ca2+] rises into the millimolar 
range does much inward current flow again, now carried by Ca2+ rather than by 
N a + .  This result can be explained as an anomalous mole-fraction effect in a 
multi-ion pore. 

consider the two-site energy profiles in Figure 12C. For Na+ ions the energy 
wells and peaks are similar to those in a Na channel (cf. Figure 6) so the Na+ flux 
and saturation behavior would be similar. However for ca2+ ions the wells are 
so deep ( -  14.5 R g  that as little as 0.5 p M  Ca would suffice for half the channels 
to be occupied. Furthermore the energy barrier for exit (10.3 + 14.5 = 24.8 R1) is 
so high that the Ca2+ ion would stay bound in the channel for a few millisec- 
onds at 0 mV before leaving. These properties agree with the observations for 
[Ca2+] up to 0.1 mM. At low [Ca2+] there is a large current carried by Na+ and 
as [Ca2'] is raised the current is blocked by Ca2+ ions occupying the pore. 
Although there is a Ca2+ ion in the pore, the jump rate for leaving is too low to - * 

generate a measurable Ca current. 
This model would seem defective because current carried by Ca2+ ions 

would be vanishingly small. However, recall from Figure 10B that electrostatic 
repulsion greatly speeds ion flow as channels become multiply occupied. In 
Figure 12, repulsion between divalent ions speeds the exit 20,000-fold and 
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External pCa 

12 OCCUPANCY AND FLUX IN Ca CHANNELS 
Gradual switch of permeability properties of Ca channels from a high 
Na* permeability to a high CaZ ' permeability as [Ca2 '1, is increased 
from a negligible value. Symbols are macroscopic peak inward currents 
recorded in frog skeletal muscle fibers with a test pulse to -20 mV. 
[Na ' 1, = [Na ' 1, - 32 mM and [CaZ+ I,, is vaned by almost eight orders 
of magnitude (expressed as pCa = -loglo [Ca2+j). Lines are calcula- 
tions from the two-ion model represented in the inset with energies 
given in RT units. It shows that the Na ' flux occurs in singly occupied 
channels, whereas the Ca2+ flux requires doubly occupied channels 
and depends on  repulsion. The repulsion factor assumed makes a 
channel doubly occupied b CaZ+ 20,000 times less stable than a chan- 
nel singly occupied by CaL. [From Al~ners and McCleskcy, 1984.1 

causes current to rise again as [Ca2+ ] reaches the millimolar range. Significantly, 
flux requires double occupancy. When a second Ca2+ enters an occupied chan- 
nel, thecomplex is so unstable that one of the ions leaves in much less than 1 )LS. 

Now we can explain why Ca channels normally pass no Na'. In physiologi- 
cal conditions most channels will be occupied by one CaZ+ ion (Figure 128). If a 
Na+ ion enters, it sits in a well that is not deep and feels repulsion from the 
Ca2+ ion. The c a 2 +  ion sits in a well that is much deeper and feels the same 
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repulsion from the Na+ ion. This two-ion combination is unstable, and one ion 
quickly dissociates. Because of the energy difference for exit, the N a t  ion is 
thousands of times more likely to return to where it came from than the Calf is 
to move on. Thus high affinity and strong repulsion are the basis of the selective 
permeability for divalent ions in Ca channels. 

Anion harrnels have conzplex transport properties 
Anion channels have received much less attention than cation channels, but we 
can already recognize an interesting constellation of complexities. Anion chan- 
nels pass many polyatomic anions without strong discrimination (Table 4 in 
Chapter 13) and therefore probably have a relatively wide pore. The sequence of 
absolute permeabilities measured by fluxes is often the inverse of the sequence 
of pern~eability ratios measured by reversal potentials, as if there are anion 
binding sites that are highly occupied. In confirmation, the single-channel con- 
ductance is a saturating function of anion activity (e.g., Figure 1A). Further- 
more, when tested with mixtures of C l  and SCN-, the conductance shows 
anomalous mole-fraction dependence that can be described by a multi-ion chan- 
nel model (Hodgkin and I Iorowicz, 1959; Hutter and Padsha, 1959; Hagiwara 
and Takahashi, 1974b; Bormann et a]., 1987). The permeability-ratio sequence 
Br > I > CI- > F -  implies, in Eisenman terms, that the anions interact in the 
channel with a weak dipole or "low-field strength" positive charge. Finally, a 
selectivity paralleling the lyotropic series, with amphipathic molecules like SCN- 
and benzoate being preferred, implies that hydrophobic groups are close to the 
selectivity sitc(s) (see literature on lyotropic series summarized in Dani et al., 
1983). 

Anion channels show paradoxical effects of bathing cations. As we have 
already described in Chapter 13, there is evidence that cations can pass through 
several anion channels. The reversal potential does not follow ECl when tested 
with different concentrations of the same salt (e.g., NaCI) on the two sides of the 
membrane. Typically PNaIPCI or PK/PCl may be 0.2 in this test. Franciolini and 
Nonner (1987) noted that two expected consequences of this cation permeability 
are not observed experimentally in a mildly voltage-sensitive anion channel of 
hippocampal neurons. The first is that, even if the cell contains no CI- at all, so 
that Eel would be -m, an anion channel with 20% cation permeability could not 
have a reversal potential more negative than around -45 mV (because of the 
Na+ and K +  ions of the intracellular and ex'tracellular medium). The physiologi- 
cal reversal potential is, however, much more negatiire; otherwise the abundant 
anion channel of hippocampal neurons would depolarize the cell. The second 
expected consequence is that when this channel is bathed in impermeant anions 
(SO,') there still should be a detectable current carried by cations. There is not. 

Their paradoxical observations led Franciolini and Nonner (1987) to make a 
novel suggestion about the nature of permeation in anion channels (Figure 13). 
They proposed that the channel contains a rregatively charged groupa lmos t  like 
a cation channel-across from a hydrophobic region. Small cations would pair 
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13 SELECTIVITY SITE OF A N  A N l O N  C H A N N E L  

Hypothesis to explain paradoxical cation permeability in a neuronal 
anion~hannel. The dashed negative charge is an acid group of the 
pore. The activated complex for permeation includes an adsorbed cat- 
ion and the permeating anion. (Ions are drawn with crystal radii of Na + 

and CI-.) The dark strip represents a hydrophobic portion of the 
channel wall. [From Francivlini and Nonner, 1987.) 

with the negative charge and form a low-field-strength dipole suitable for 
attracting permeant anions. Most of the time the mobile anions would then pass 
through alone, but sometimes the mobile cation would go along too. Hydro- 
phobic anions would be stabilized by the neighboring hydrophobic strip. If the 
hippocampal channel is found to have anomalous mole-fraction behavior, then 
at least one more site would need to be added. These interesting ideas are 
closely related to a model presented by Borisova et al. (1986) for pores formed by 
the uncharged polyene antibiotic amphotericin B. They found that these anion- 
permeable channels become more cation permeable as the concentration of 
penneant anion is increased and proposed that cations can pass through by 
forming a n  ion pair with anions already in the pore. 

Recapitulation of selective permeatiott 
The classical Goldman-Hodgkin-Katz description of membrane potentials and 
currents is based on the Nernst-Planck electrodiffusion equations and on the 
concept of independent movement of ions in a homogeneous membrane with a 
linear potential drop. The GHK equations should be regarded as defining two 
empirical measures of permeability, which we have called absolute permeability 
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and permeability ratios. In a system satisfying all the assumptions of the deriva- 
tion, these measures are identical and d o  not vary with ionic concentrations or 
membrane potential. In many other systems, including some with saturation, 
the absolute permeability varies widely with test conditions, but permeability 
ratios remain;elatively cbnstant. The GHK theory has the important advantage 
that it summarizes measurements in terms of a single parameter, absolute 
permeability or permeability ratios. 

No perfectly selective channel is known. All seem to be measurably perme- 
able to several ions, while still being selective enough to generate the emf 
needed for signaling. Several potassium channels pass at least 4 kinds of ions, 
Na channels pass at least 14, Ca channels pass at least 8, and endplate channels 
more than 50. Permeability cuts off completely when the diameter of the test ion 
exceeds a certain value, as it would for a sieve. Apparently, the different 
excitable ionic channels narrow somewhere along their lengths to diameters 
ranging between 3 and 7 A.  The rest of the pore may be much wider. The 
permeability sequences in the wide synaptic channels gated by ACh, GABA, 
and glycine are largely accounted for by the relation of ionic radius to friction in a 
hole. The sequence in narrower channels, such as the Na and K channels, 
cannot be explained that way. For example, the sequence is PNa > PK in one and 
P, > P,, in the other. Such selectivity must depend on the balance between the 
energy of removing water from the ion and the energy of allowing the partly 
dehydrated ion to interact with stabilizing charges and dipoles of the selectivity 
filter. 

When concentrations are raised sufficiently, all channels show saturation, 
competition, and block by small ions. These phenomena cannot be described by 
theories based on ionic independence. Instead, they may be modeled by assum- 
ing that ions hop between discrete, saturable sites in the pore as they cross the 
membrane. While one ion pauses at a site, other ions have to wait their turn. 
Some channels exhibit flux coupling, which shows that several ions are in the 
channel at the same time. These phenomena could be modeled by carrier 
theories, but that approach is ruled out, as we know that channels are pores. 

What do pen~reatiotl models mean? 
Chapter 2 has a cautionary discussion about taking gating models literally, a 
discussion that continues in Chapter 18. Similar thoughts apply to permeation 
models. Sorne of the interesting flux properties of channels are nicely described 
by the models presented here. The models seem satisfying. How right are they? 
And if, as is likely, when any one of these models is pushed, it begins to fail, 
should everything be rejected? The answers to such questions are difficult. 
Neither is a model right because it predicts correct answers, nor are the ideas 
behind a model wrong because some details d o  not come out exactjy right. The 
challenge is to deduce those features that should have enduring significance 
however future models are constructed. These must include ideas that a pore is 
narrow, that it can contain more than one ion at a time, that the permeation of 
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one ion depends on other ions in the pore, and that ions of like charge have 
difficulty passing each other in the pore. 

We should recognize the difference between such enduring mechanistic 
conclusions and the style of the mathematical approaches used to represent 
them. Eyring rate theory and Nernst-Planck equations are empirical tools for 
representing movements of i o n s m u c h  like Ohm's law, but with more parame- 
ters. They are approximations with limited application. Dani and Levitt (1990) 
give a critical discussion of their relative merits and deficiencies. The derivation 
of rate theory assumes that a "reactant" remains long enough at each energy 
minimum to reach equilibrium with respect to its surroundings and that the 
distance along the "reaction coordinate" from energy minimum to the next 
maximum is small in comparison to the mean-free path. Since diffusion is 
actually rapid and the reaction coordinate in channels is measured in i\ngstroms 
rather than picometers, Dani and Levitt (1990) conclude that energy profiles 
deduced in such modeling (especially models with only a few wells) could not 
correctly represent the structure of the channel. Continuum diffusion theory on 
the other hand has difficulty dealing with saturation and correlated ionic interac- 
tions, and it lumps many local interactions into a parameter for "friction." Both 
kinds of theory usually assume that the channel is not fluctuating and that the 
process of diffusion can be reduced to a one-dimensional coordinate that sum- 
marizes the variety of trajectories that are possible through the cross-section 
pore. Neither kind of theory expresses the complex dances that water molecules 
have to make to get out of the way or move along with the ions. 

Nevertheless, we use these formalisms. Though defective, they enable us to 
express important ideas in a tractable form. They can be solved and adjusted in 
the laboratory without the use of supercomputers or the aid of a chemical 
physicist. They offer basic insights into a complex problem. They embody the 
clean and simplistic spirit of classical biophysics. 

Eventually, descriptions of permeation might take into account the known 
chemistry and motions of the channel macromolecule and will need to include 
the coupling to motions of water molecules. There are no vacancies in a fluid 
medium. Solvent and solute particles remain in contact like a sack full of 
marbles, grinding along as the outside is kneaded. The barriers in the present 
descriptions have to be thought of as representing the combined effect of all of 
these factors averaged over the period required for an ion to move from one 
major energy minimum to the next (Lauger et al., 1980), and the discreteness of 
binding sites can be regarded as an exaggeration of convenience rather than a 
fact. Lauger (1982) has given one method for calculating effective barriers from 
microscopic force constants and intermolecular potentials. Levitt (1985, 1987) 
has introduced hybrid continuum-barrier models. 

The most powerful and ambitious technique for describing permeation is 
molecular dynamics simulation. This procedure represents all the atoms of 
system and calculates the time course of their motions by integrating Newton's 
laws of motion, given the masses of the particles and the forces acting between 
them. There are no longer concepts of friction, activation energy, or dielectric 
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constant and no separation of diffusing particles from the "medium." Inter- 
atomic forces are represented explicitly. Time advances at a snail's pace through 
the calculation in steps of 1 fs (10-l5 s), and the computer can draw a time-lapse 
movie of every atomic vibration. Calculating 100 ps of the life of a rnacro- 
molecule takes nearly a day of supercomputer time. Molecular dynamics simula- 
tion has given good insight into the structure and motions of water (Rahman 
and Stillinger, 1971; Stillinger, 1980) and of biological macromolecules (Karplus 
and Petsko, 1990). Before one can apply this method to specific channels, the 
exact three-dimensional atomic structure must be known. Therefore calculations 
so far have been limited to gramicidin-like channels, but already they help us  
to visualize the motions of permeation better (e.g., Chiu et al., 1989; Poly- 
meropoulos and Brickmann, 1985). 
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MECHANISMS OF BLOCK 

For thousands of years human beings have been aware of herbs, venoms, and 
food poisons that affect the nervous system. Agents causing pain, paralysis, 
cardiac arrest, convulsions, numbness, dizziness, and hallucinations have inter- 
ested physicians of all cultures. Many of these agents act on ionic channels. 

In Chapter 3 we saw the importance of pharmacological studies with te- 
trodotoxin (TTX) and tetraethylammonium ion (TEA) in demonstrating that Na 
channels and K channels are separate molecular entities. Indeed, much of our 
present knowledge of the functional architecture of ionic channels comes from 
pharmacological experiments. Specific, high-affinity ligands such as TI'X, saxi- 
toxin (STX), and a-bungarotoxin are invaluable tools to follow channel macro- 
molecules during purification (Chapter 9) and to map their expression and 
cellular localization. - 

Drug effects on excitable cells can be classified in many ways. Before the 
voltage clamp, drugs were cataloged as stabilizing if they reduced excitability, 
and labilizing if they promoted it (Lillie, 1923; Shanes, 1958). This scheme, which 
put Ca2+ ions and local anesthetics in one category, and TEA, DDT, and 
veratridine in the other, was useful for predicting the overall physiological effect 
of a treatment. Other systems classify drugs by their origin-animal, plant, 
synthetic--or by their chemistry-metal ion, alkaloid, peptide--or by the chan- 
nel they affect. In this chapter and the next two our primary interest is in the 
microscopic mechanism of drug effects, which are described in terms of such 
categories as channel block, gating modification, and shift of voltage depen- 
dence. Typical drugs in each class are local anesthetics, batrachotoxin (BTX), and 
Ca2+ ions. Another major mechanism, agonist or antagonist action at neuro- 
transmitter receptors (Chapter 6), is not considered further. It has been the 
subject of major pharmacological treatises. 

This chapter is devoted to mechanisms of channel block. As a reminder, 
Table 1 lists agents found to block ionic channels. Here we consider in order: 
protons, TEA, local anesthetics, small metal cations, and TTX. The discussion 
emphasizes studies done with the voltage-clamp method. The objective is to 
illustrate how pharmacology enhances our understanding of ionic channels 
rather than to cover all interesting effects that have been found. Two classes of 
theories vie to explain block. One is binding within the pore itself, which blocks 
the flow of ions much as a cork stoppers a bottle. The other is an allosteric 
mechanism. Binding of the blocker to a site somewhere on the macromolecule 
stabilizes closed conformational states of the pore so that opening is less hkely. 
Both mechanisms seem to be used and it is difficult to distinguish them unam- 
biguously. 

390 
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TABLE 1. REVERSIBLE BLOCKING AGENTS FOR DIFFERENT CHANNELS 

Acting from Acting from 
Channel outside inside Membrane-permeant 

Na lTX, STX QX-314 Local anesthetics 
H '  Pancuronium Strychnine 

Thionin dyes Diphenylhydantoin 
Ca Mn2', Ni2', Co2' Quaternary D-600 D-600, veraparnil, 

nifedipine, 
diltiazern 

Delayed TEA TEA and QA 4-Aminopyridine 
rectifier Cs ' ,H '  Cs', Na', Li' Strychnine 

Ba2' Ba2* Quinidine 
Inward TEA H' ? 

rectifier Cs', Rb*, Na' 
Ba2'. Sr2' 

Endplate QX-314 and many ? 
other quaternary 
or charred drurs 

Anthracene-9- 
carboxylic acid 

Local anesthetics 

Addillondl blocking agents for various potassium channels are listed in Table 2 of Chapter 5. 

Affinity and time scale of the drug-receptor reaction 
Mechanistic pharmacology is organized around the concept of RECEPTOR (Chap- 
ter 3). To every drug corresponds at least one receptor. The receptor is the 
sensor and binding site for the drug and consists of chemical groups whose 
interaction with drug molecules leads to the pharmacological effect. In this 
sense, there are TTX receptors, local anesthetic receptors, TEA receptors, and so 
on. For each drug, we want to define through physiological experiments the 
elementary observable effect. With dose-response experiments and binding 
assays, we want to determine the kinetics and stoichiometry of the drug- 
receptor reaction and deduce the location and nature of the receptor. Finally, we 
want to understand how the pharmacological effect is produced. It may result 
from simple competitive exclusion of physiological small molecules like ions or 
agonists from space that they normally enter. However, binding of the drug 
often distorts the binding site and induces conformational changes extending 
some distance away, much as binding of two ACh molecules can open distant 
gates on the endplate channel. Analysis of such mechanisms helps us under- 
stand the structure and function of channels. 

Before discussing specific drug effects, we should remind 'ourselves of the 
equilibrium and kinetic properties of simple binding reactions (Chapters 3 and 
6). For a one-to-one binding of drug molecules, T, to a single class of indepen- 
dent receptor sites, R, the kinetic equation is 
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where kl is the second-order rate constant for binding ( M - '  s-'), the first- 
order rate constant for unbinding (s-'), and Kd the equilibrium dissociation 
constant (M) of the drug-receptor complex. At equilibrium, the fractional occu- 
pancy, y, of receptors is a saturating function of the drug concentration, [TI: 

When [TI is equal to Kd, 50% of the receptors will be occupied at equilibrium. 
Occupancy will relax exponentially to its new equilibrium value with an expo- 
nential time constant, T = ll(kk, + [Tlk,), if the drug concentration is abruptly 
changed (see the derivation of Equation 6-7). The relaxation is slowest, with a 
time constant, T = when [TI is reduced to zero and drug molecules are 
only leaving the receptor. The relaxation becomes faster as [TI is raised 

The time scale of a drug-receptor reaction is set by the mean liietinle oi  a 
single drug-receptor complex.   his residency time or-dwell time of one drug 
molecule is equal to llk-, for the scheme of Equation 3-1, independent of the 
drug concentration (see the discussion of microscopic kinetics in Chapter 6). For 
example, the residency time of a proton on acetic acid (K, = 20 p ~ )  is 1.2 ps at 
25°C (Moore and Pearson, 1981), whereas the residency time of T T X  on an 
axonal Na channel (Kd = 3 n ~ )  is 70 s at 20°C (Schwarz et al., 1973). In general, 
the higher the affinity of a drug for its receptor, the longer the residency time. 
The forward rate constant k, f i r  most drug binding reactions is no faster than 
lo8 M-' s-'. Therefore, as a useful rule of thumb we can estimate the lower limit 
of the residency time for any drug if we know the equilibrium dissociation 
constant. using Equation 3-l~gives 

1 1 M S 
Residency time = - = - 2- (15-1) 

k - ,  klKd Kd 
Suppose that we study three channel-blocking drugs, B, C, and D, by 

applying them to a patch-clamped membrane at their half-blocking concentra- 
tion, and we know that the mean lifetimes of the drug-receptor complexes are 
100 s, 1 ms, and 1 PS, respectively. Figure 1 shows diagrammatically how the 
measurements might look, assuming that the patch has two channels opening 
and closing stochastically as in part A. With "very slow" drug 8, one channel 
remains blocked through the whole measured trace and the other conducts 
normally. With "intermediate" drug C, both channels are functioning, but their 
conductance flickers as the drug blocks and unblocks. A new kinetic time 
constant is present in the record from the drug-receptor reaction. With "very 
fast" drug D, the channels appear to be gating normally, but they exhibit only 
half their normal conductance. Of course, here too the conductance flickers 
between its n ~ r m a l  value and zero, but so rapidly that individual openings are 
blurred out by the limited bandwidth of the patch-clamp amplifier and are seen 
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(A) 

Channel 1 

Channel 2 

Sum 

Time (ms) 

IC) 

"lntermedl~te" drug 

(D) '  

"Very fast" drug 

1 THREE TIME SCALES OF CHANNEL BLOCK 
Hypothetical single-channel recordings with blocking drugs that come 
and go from their receptor on three different time scales. The mem- 
brane contains two channels whose gating is assumed not to be affected 
by the drugs. (A) Time course of opening of each channel and the 
expected recording (sum) in the absence of drug. (B) With a slowly 
dissociating drug, channel 2 happens to remain blocked for the 40 rns of 
the record and only channel 1 is seen. (C) With a drug that dissociates 
in a couple of milliseconds, the current from each channel is inter- 
rupted several times in each opening, making a large amount of on-off 
flickering. (D) With a very rapidly dissociating drug, the underlying 
flickering is too fast to record and the conductance of each channel 
appears lowered. 

only as extra "noise" and a lowered conductance. We encounter drugs operating 
in each of these three time scales. 

Binding in the pore can make 
voltage-dependent block: Protons 
We saw in Figure 3 of Chapter 14 that the peak PNa of the node of Ranvier falls at 
low external pH, as if protonation of an important acid group is enough to block 
a Na channel (Hille, 1968b). The smooth curve there is the predicted titration 
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curve for an acid with an acid dissociation constant, pK,,, of 5.2. Investigators 
agree that peak PNa near 0 mV is halved by lowering pH, to 4.6 to 5.4 in 
amphibian nodes of Ranvier, skeletal muscle, Myxicola giant axons, and squid 
giant axons (Begenisich and Danko, 1983; Campbell, 1982a; Campbell and Hille, 
1976; Drouin and Neumcke, 1974; Mozhayeva et al., 1981, 1982; Schauf and 
Davis, 1976; Woodhull, 1973). Since all protonation-deprotonation reactions in 
this pH range are rapid ones, hydrogen ions are expected to be an agent acting 
on the "very fast" time scale. 

Investigators do not agree on why acid solutions lower peak PNa Existing 
theories consider three effects. First, low pH might not affect the channel 
conductance at all, but might instead alter the gating kinetics so that even for 
large depolarization fewer channels are open at the peak-the gating theory. 
Second, low pH niight lower the single-channel conductance y,, in a graded 
way by titrating large numbers of diffusely distributed negative charges that 
normally attract an ion atmosphere of ~ a +  -ions to the mouth of the pore-the 
surface-potential theory. Third, low pH might lower yNa by titrating an essential 
acid group within the pore itself-the acid-group theory. 

The gating theory seems largely eliminated by ~igworth's (1980b) demonstrar 
tion, using fluctuation analysis, that y ~ .  does fall (to 40% of control) at pH, = 5. 
The two titration theories may be partially correct. The existence of a negative 
local potential near channels is virtually certain since most membrane proteins, 
including the Na channel and AC~-receptor channel, have a high density of acid 
groups attached to their extracellular face (see Chapter 9). Shifts of the voltage 
dependence of gating caused by changes in ionic strength, divalent ion concen- 
tration, and pH, are all partially attributable to interactions with surface negative 
charges (see Chapter 17). Finally, the presence of an essential acid group wit l~ i t~  
the Na channel is made plausible by the explanation it provides for apparent 
binding and flux saturation with many permeant cations (including protons), 
and for ionic selectivity following Eisenman's (1962) high-field strength se- 
quence XI (Chapters 10 and 13). We now discuss additional evidence provided 
by Woodhull (1973). 

At pH, = 7, the peak PN,-E relation measured in a node of Ranvier shows 
that the activation of Na channels occurs over the voltage range - 65 to -20 mV 
(Figure 2). Peak PNa is nearly constant for depolarizationsbeyond -10 mV, 
presumably because the maximum number of Na channels is activated. At 
pH, = 5, there are at least three differences. (1) The voltage range for activation 
of channels has shifted by 20 to 30 mV in the depolarizing direction, as is 
discussed in the next chapter. (2) PNa is reduced, even at large potentials. This is 
the depression of IN, by protons. (3) The peak P,,-E curve no longer becomes 
flat at high voltages. This residual upward slope in Figure 2 suggested to 
Woodhull (1973) that block of Na channels by protons is relieved by depolariza- 
tion. A similar upward slope at low pH, is reported for frog muscle and squid 
pan t  axon (Begenisich and Danko, 1983; Campbell, 1982a; Campbell and Hille, 
1976; Wanke et al., 1980)' 

' Campbell (1982a) suggests that the slope is not voltage dependence of block, but rather a new 
voltage dependence of gating kinetics. The question will require comparisons of y~~ for large and 
small depolarizations in acid media. 
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2 VOLTAGE-DEPENDENT BLOCK BY PROTONS 

Peak sodium permeability of a node of Ranvier bathed by a neutral 
solution and an acid solution. PNa is reduced at low pH in a voltage- 
dependent manner. The smooth curve for pH, = 5 is derived by 
shifting the voltage dependence of the pH, = 7 measurements by +23 
mV and then applying a voltage-dependent block of Na channels 
according to Equations 15-2 and 15-3. The assumed parameters are 6 = 
0.26 and pK,(O mV) = 5.6. [From Woodhull, 1973.1 

How could block be voltage dependent? Woodhull's explanation is that the 
proton binding site is within the pore and partway across the electric field of the 
membrane. Because the proton needs to move through the electric field to get to 
the site, the rate constants for binding and unbinding are voltage dependent. 
This idea can be represented by the two-barrier model for proton movements 
shown in Figure 3A. We are already familiar with solving this barrier model with 
rate theory (Chapter 14). The rate constants are given by Equation 14-12. If Na 
channels do not conduct when occupied by a proton, INa will be proportional to 
the probability, p, that a channel has no proton.Suppose proton movements are 
so rapid that p can be assumed to reach steady state within the 5-ks response 
time of the best voltage clamp; then 

where we have neglected any significant occupancy by ions other than protons. 
As each of the rate constants is voltage dependent (Equation 14-12), the steady- 
state block is voltage dependent too. 

When the inner barrier is harder for protons to cross than the outer one 
(b-,I b, < l), the probability p rises with depolarization (Figure 38). The channels 
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(A) WOODHULL MODEL 
b2 - 

Site 

(8 )  VOLTAGE DEPENDENCE ( C )  STEEPNESS 

3 TWO-BARRIER MODEL FOR PROTON BLOCK 

Voltage-dependent block by charged blocking agents can be under- 
stood if the blocker moves into the electric field of the pore. (A) Proton 
binding site in the Na channel represented as a free-energy well within 
the channel. Protons are permeant and can reach the site from the 
extracellular or intracellular medium. (8) and (C) Influence of barrier 
heights and well position on the voltage-dependent probability p that 
no proton is on the blocking site. The direction of the voltage depen- 
dence reverses as the barriers are changed from highest on the inside 
( b , / b ,  < 1) to highest on the outside (6 2/bl > 1). With a high internal 
barrier, the voltage dependence steepens as the site is moved further 
from the outside. The calculations assume pH, = 5 and pH; = 7. [From 
Woodhull, 1973.1 

are occupied and nonconductive at negative potentials, where external protons 
are pulled to the site, and the channels are free and conducting at positive 
potentials, where protons are propelled back into the external solution. In the 
extreme of a n  infinitely high inner barrier, intracellular protons could not reach the 
binding site at  all, and the apparent pK, for titration from the outside becomes 
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where pK, (0 mV) is the pK, at zero membrane potential. Since the protons are 
assumed not to pass through the channel, Equation 15-3 describes a Boltzmann 
equilibrium distribution of protons under a potential difference of E. The steep- 
ness of the voltage dependence of block increases with increasing electrical 
distance 6 of the binding site from the outside (Figure 3C). 

If the outer barrier is the higher one, external protons would have little access 
to the site and the apparent pK, for titration from the inside becomes 

where 0 is the electrical distance from the i r~side (6 = 1 - 8). The voltage 
dependence has the opposite sign from that with a high inner barrier, as is 
shown by the trace with bkzlb,  :- 10 in Figure 38. When the two barriers are 
equal (LJ , = b,), block of channels first increases with depolarization to 0 mV, 
and then decreases with further depolarization. Now protons are permeant, 
there is no equilibrium, and the complex voltage dependence reflects the interac- 
tion of entry and leaving steps. 

Woodhull (1973) concluded that the Na channel acts like a system with a 
proton binding site of pK,(O mV) = 5.2 to 5.6, at 6 = 0.26 from the outside, and 
with a large barrier on the axoplasmic side. Her model predicts the smooth line 
drawn through the PN,-E values at pH, = 5 (Figure 2). Since the original work, 
evidence has heen obtained that protons can pass completely through Na 
channels and that several other acid groups in the Na channel also influence 
Na+ ion permeation (Begenisich and Danko, 1983; Mozhayeva et al., 1981,1982; 
Sigworth and Spalding, 1980; Wanke et al., 1980). Another common physiolog- 
ical ion, Ca2+, gives voltage-dependent block of Na channels again at a site 
about 6 = 0.25 from the outside (Woodhull, 1973; Hille, Woodhull, and Shapiro, 
1975; Taylor et al., 1976; Yamamoto et al., 1984; Worley et al., 1986). In physi- 
ological conditions, this block reduces the apparent conductance Y N =  of Na 
channels by 20 to 40% at the resting potential. 

The major physical implication of the Woodhull model is that the blocking 
particle passes partway through the electric field of the membrane. The impor- 
tance of the model is that it provides a formal description of data and a definite 
prediction starting from a plausible, simple mechanism. An alternative hypothe- 
sis states that the site is not in the electric field, perhaps not even in the pore, but 
that the electric field acts on the channel macromolecule, and on the other ions 
in it, to alter the affinity or availability of a site. This would again produce 
voltage dependence. We believe today that many voltage-dependent drug ac- 
tions involve actions of the electric field both on the charged drug molecule and 
the affinity and availability of the receptor. A clear example where the availabili- 
ty of the receptor is voltage dependent follows. 

Some blocking ions must wait for gates to open: 
Internal TEA 
All delayed rectifier K channels investigated so far can be blocked by a few 
millimolar tetraethylammonium ion (TEA) applied to the intracellular side. In a 
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pivotal series of experiments, Clay Armstrong (1966, 1969, 1971; Armstrong and 
Binstock, 1965) showed that the internal TEA receptor (1) lies in the pore, (2) is 
accessible to axoplasmic drug only when the channel is opened by a depolariz- 
ing pulse, and (3) binds other, more hydrophobic QuA.rERNARY AMMONIUM IONS 

(QA) even better than it binds TEA. TEA and QA are examples of drugs acting 
on the intermediate time scale, where the time course of the drug-receptor 
reaction adds additional kinetic time constants to the current record. The squid 
axon experiments have been reviewed by Armstrong (1975), and work on many 
cells, by Stanfield (1983). 

What is the evidence that the QA receptor is actually within the pore? In their 
original paper, Armstrong and Binstock (1965) remarked that internal TEA 
blocks outward IK better than inward lK (Figure 4). An axon is first depolarized 
by being bathed in a 440 mM KCl. Then the IK-E curve is measured with short 
(200 ps) voltage steps away from the depolarized resting potential. Before TEA 
treatment (open symbols and dashed curve), 1, is nearly a linear function of E- 

I K  (mNcm2) 

Control 

4 VOLTAGE-DEPENDENT BLOCK WITH TEA 

Current-voltage relation for K currents in a K-depolarized squid giant 
axon. The external solution contains 440 mu K. The 1,E relation is 
nearly linear in the control, but after TEA is injected into the axon, it 
becomes sharply nonlinear. Internal TEA blocks outward IK much more 
than inward I , .  [From Armstrong and Binstock, 1965.1 
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nearly "ohmic," as in the HH model. After TEA is injected into the axon (filled 
symbols), outward IK is reduced severely and inward IK only slightly. The IrE 
relation of the delayed rectifier K channels now curves like that of inward 
rectifier channels (cf. Figure 11 in Chapter 5). In subsequent experiments, 
Armstrong (1971) found that external K +  ions speed the rate of dissociation of 
drug from receptor, especially at membrane potentials that would normally elicit 
inward K currents. The only place where K +  ions from the outside and QA ions 
from the inside might meet is in the pore. He concluded that Kf ions entering 
the pore from the outside acquire extra energy from the membrane field and 

(A) K CURRENTS IN TTX 

(8)  BLOCK BY INTERNAL Cy 

Time (rns) 

5 TIME COURSE OF K-CHANNEL BLOCK BY C, 
Families of potassium currents from a squid axon treated with TIX to 
block Na channels. (A) Normal currents in delayed-rectifier K channels 
during depolarizing voltage steps. (B) Currents in a different axon 
containing 0.11 mM injected nonyltriethylammonium (G). K channels 
become blocked within a few milliseconds after they open. T E 10°C. 
[From Armstrong, 1971.1 
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physically expel TEA ions from a binding site near the axoplasmic end of the 
pore. Thus inward K currents lead to a reduction of the block-in Armstrong's 
terminology, entering K ' ions "clear the occluding QA ion from the channel," 
hence the new rectification. 

The forward rate of the blocking reaction is best studied with the more 
hydrophobic TEA analogs, such as nonyltriethylammonium (Cy) or tetrapen- 
tylammonium (TPeA), which act at lower concentrations. Figure 5 shows fami- 
lies of IK recorded from voltage-clamped squid giant axons treated with l T X  to 
block Na channels. In the control axon, iK rises with a sigmoid time course to a 
new steady level after a depolarizing voltage step is applied. As Hodgkin and 
Huxley (1952b,d) described, K channels activate with a delay during depolariza- 
tions. In the axon injected with 0.11 mM C,, lK acquires a qualitatively new time 
course. Channels appear to activate as usual, but then quickly inactivate. Here is 
a blocking reaction that progresses during the depolarizing pulse. The effect is 
graded with QA concentration. Figure 6A shows lK time courses recorded 
during depolarizing steps to + 120 mV, as increasing concentrations of TPeA are 
perfused inside. The block is like that with C9. The rate and depth of the induced 
inactivation increase with increasing drug concentration. 

Note in Figure 6A that the initial rate of rise of 1, is unaffected by the applied 
drug. Apparently, K channels are not blocked in the closed, resting state. 
Armstrong (1966, 1969) proposed that quaternary ammonium ions could reach 
their receptor only when K channels are open--ol~~N CHANNEL BLOCK. He wrote 
a kinetic diagram: 

The development of block in TPeA is nicely described by this model using rate 
constants kl = 1.1 x lo6 M '  s ' and k-, = 10 s '  (Figure 6B), implying a drug 
dissociation constant K ,  = 9.1 FM at + 120 mV. For TEA the off-reaction is 
30 to 60 times faster and Kd is near 1 mM (Armstrong, 1966; French and Shouk- 
imas, 1981). Therefore, block with TEA (at 1 to 5 mM concentration) occurs 
almost as fast as the gates can open and does not produce the remarkable 
s e c o n d a j  "inactivation" seen with Cy or TPeA at micromolar concentrations. 
The differences between actions of TEA and other compounds exemplify the 
general finding that QA compounds with hydrophobic tails dissociate more 
slowly from the QA receptor. Evidently, the receptor has a hydrophobic pocket 
large enough to accept at least a nonyl group or several pentyl groups. 

Consider the dissociation kinetics in more detail (Armstrong, 1969, 1971; 
Armstrong and Hille, 1972). If the QA-containing axon is rested long enough at a 
negative holding potential between pulses, all channels become unblocked. The 
equilibrium favors dissociation at negative potentials. However, if too short an 
interval is allowed before applying a second depolarizing pulse, some of the 
channels will still be occluded by QA ions remaining from the first pulse, and 
the peak IK will be smaller. The situation is quite analogous to recovery from 
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Time course of block of K channels kith different internal concentra- 
tions of tetrapentylammonium ion. (A) Voltage-clamp experiment with 
an internally perfused squid giant axon stepped to + 120 mV. T = 
8°C. [From French and Shoukimas, 1981.1 (8) Time course of IK pre- 
dicted from a kinetic model with channels going from closed (C) to 
open (0) to blocked (B] states. The sequence C-C-C-C-0 simulates 
the Hod kin Huxley n kinetics with an openingfrate constant a,,= gi - 0.56 ms- and uses a formalism explained in Figure 9 of Chapter 18. 
The last step is a first-order blocking step with rate constants given in 
the text. The agreement shows that block is a first-order process. 
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normal inactivation in Na channels (cf. Figure 15 in Chapter Z), and the same 
two-pulse protocol can be used to assay how rapidly QA ions leave the K 
channel at rest. We summarize by saying that recovery from block by QA occurs 
in two kinetically distinct phases. The initial, rapid phase correlates with the 
short period following the pulse before the gates of K channels become closed. 
The subsequent, slow phase may take seconds to remove the last occluding QA 
ions. 'The first phase is accelerated, and the second vastly slowed, by holding the 
membrane at a hyperpolarized potential instead of at rest. 

Armstrong (1971) interprets the first phase of recovery as a rapid clearing of 
open-but-blocked channels by inflowing K ' ions. However, some channels will 
close before the clearing occurs. Any bound QA will then be trapped on the 
receptor, and cannot return to the axoplasm until the channel opens .~g.~in--thc 
slow phase. This idea is summarized by the general kinetic diagram ill 1;iglrrc 
7A, where 0 stands for open channels, R for "resting" closed channels, and the 
asterisks for drug molecules or states with drug molecules bound. We will be 
using such diagrams many times and must remember that they are a shorthand 
and oversimplified. For example, the known sigmoid activation kinetics of K 
channels are abbreviated by a single arrow: R -, 0. 

Armstrong's observations and bold hypotheses made major contributions to 
the study of ionic channels. First, they described a new general pharmacological 
consequence of gating: The conformational changes underlying gating are so 
extensive that, in principle, each state of a channel might have different drug- 
binding properties. This idea has been essential in understanding the phar- 
macology of many drugs. Second, they show that permeant ions can alter drug- 

(A) KINETIC MODEL (B) CLEARING BY K* IONS 

0- 

Out 

7 ARMSTRONG'S HYPOTHESIS FOR BLOCK BY QA 

(A) Kinetic description of K-channel states. The resting channel (R) may 
open (0) and then be blocked by a quaternary ammonium ion (*). The 
blocked channel can have open (0') or closed gates (R'). Drug may 
come and go only when the gates are open. (8)  Cartoon showing K t  
ions entering from the extracellular side and repelling a Q A  ion from its 
receptor when the gate is open. 
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receptor kinetics. Such interactions seem most likely for multi-ion pores, like the 
K channel. where ion occupancy is high and where a s~nall drug ion might 
occupy one of the siles normally used by perineating ions. This can give rise to 
voltage-dependent binding even when the binding site is outside the membrane 
electric field. Third, the kinetic hypothesis of Figure 7A suggests topological 
properties of the channel (Arrnstrong 1971, 1975; Armstrong and Hille, 1972). If - 
the receptor is within the pore, accessible to axof>l.is~iiic drug only wl~eri gates 
are open yet able to hold drug when thc gales arc closcd, then the channel must 
have the topology diagrammed in Figure 711. 0 1 1  tlie axoplasmic side is the 
physical gale, followed by a wide inner 1110111l1 ( ~ 1 0  A wide), which iticlu~lcs 
tiydrc)phobic regions and tlie rci.cl>tor, followeil cvcrltr~.~lly by 11111~itle I.Ic~II); 
selectivity hlter so II.I~I.OW (. :I.;) A wille) tIi,~t CVCII the I I I L ! I I I ~ I  grottj) 1ttet11- 
yl.i~n~noniur~i C ~ I ~ I I ~ I ~  ~ , I S S .  I f ,  a:. Arll~strot~g S ~ I O ~ ) O S C ~ ,  I I I C  rci.c~)Ior in  tot i l l  tlic 
t~iernt~r.~~ic electric field, l l ~ c  pliysic,rl gdtc is 11ol ctllier. 'l'lic gate w t ~ ~ l d  be 
coritrulled by voltage sensors deeper in the mcn~brane. 

before leaving TEA, wc nccd lo ~ n e ~ ~ t i o l r  tlte rxtcrtrrrl 'I'EA receptor, which is 
clearly distinct from the internal one descr~bed by Armstrong. The delayed 
rectifier of vertebrate nerve and niusclo is blocked rapidly and reversibly by 
externally applied TEA (Hille, 1967a,b,c; Koppenhofer, 1967, Stanfield, 1970a, 
1973, 1983; Vierhaus and Ulbricht, 1971). In the frog node of Ranvier, half block 
of IK requires 0.4 mM external TEA; larger Q A  ions act only at higher concentra- 
tion; block is Little affected by membrane ~otent ial ,  gating, or external K*;  the 
kinetics of lK are relatively unchanged; and in fast-flow experiments, the block 
takes less than 100 ms to develop after the external solution is applied. These 
properties distinguish the external TEA receptor from the internal one, which in 
these myelinated nerve fibers has about the same properties as that in squid 
(Koppenhofer and Vogel, 1969; Armstrong and Hille, 1972). The TEA-affinity of 
the external TEA receptors varies anlong tissues and among animals (Chapter 3). 
Indeed it is one of the characteristics that varies among the many cloned 
mammalian K channels, and it has therefore been possible to identify some of 
the amino acid residues that contribute to the binding site (Chapter 16). 

Whether QA ions are made to interact with the internal or external receptor, 
the net effect on electrical activity is to lengthen action potentials and often to 
promote repetitive firing (Armstrong and Binstock, 1965; Bergman et al., 1968; 
Schmidt and Stampfli, 1966; Tasaki and Hagiwara, 1957). External QA ions also 
have many pharmacological actions at cholinergic junctions. Indeed, this is their 
major action when administered to a whole animal. 

Local anesthetics give use-dependent block 
Local anesthetics (LA), such as procaine and lidocaine (Figure 8), block propa- 
gated action potentials by blocking Na channels (Weidmann, 1955; Taylor, 1959; 
Hille, 1966). The clinically useful LAs range widely in chemical structure and are 
all so lipid soluble that they cross nerve sheaths and cell membranes to reach 
their site of action. They are nearly all amine compounds whose net charge 
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8 LOCAL ANESTHETICS AND RELATED DRUGS 

Lidocaine, procaine, and tetracaine are ionizable arnine LAs and benzo- 
caine is permanently uncharged. The other compounds are not clinical 
LAs but have interesting actions at the same receptor. QX-314, QX-222, 
pancuroniurn, and N-methylstrychnine are membrane-imperrneant quat- 
ernary ammonium compounds. 



Mechanisms of Block 405 

changes from zero at pH > 8.5 to + I  at pH < 6 as the amine group becomes 
protonated. The uncharged base form is the lipid-soluble one. It is in rapid 
equilibrium with the protonated form (T = 300 ps  at pH 7). These rapidly 
diffusing and interconverting clinical LAs have been difficult to understand with - 
biophysical experiments. Nevertheless, what we have learned does include 
interesting pharmacological mechanisms and has helped us understand the 
structure of Na channels. 

A major breakthrough came from studies of quaternary derivatives of LAs, 
compounds such as QX-314, which bear a permanent positive charge and cannot 
cross cell membranes easily. These drugs are not anesthetics in the clinic and are 
ineffectual when applied outside an axon. However, they do block Na channels 
when applied inside the cell (Frazier et al., 1970). Strichartz (1973) found a close 
analogy between Q X  block of Na channels and QA block of K channels: The 
drug-receptor reaction requires open gates. Thus after QX-314 is applied inside a 
myelinated nerve fiber, the first voltage-clamp test pulse elicits a nearly full- 
sized IN,, showing that little block has developed at  rest. Subsequent pulses, 
given once a second, elicit smaller and smaller currents, showing that the drug 
binds cumulatively in small increments during each depolarizing pulse and does 
not unbind appreciably at rest. The accumulation of inhibition with repetitive 
stimuli has been called USE-D~I>ENDEN.I. BI.OCK (Courtney, 1975) or phasic block. 

Use-dependent block with QX-314 requires open channels. It develops only 
when the depolarizing pulses are large enough to open Na channels. The rate of 
block is proportional to the number of channels opened. Hence, for a given 
pulse size, the initial rate of block per pulse may be increased by a hyperpolariz- 
ing prepulse before each test pulse, and decreased by a small depolarizing 
prepulse. These prepulses change the fraction of channels opening in each pulse 
by changing the degree of Na inactivation (Figure 14 in Chapter 2). 

Block has an additional voltage dependence beyond that arising from gating 
(Strichartz, 1973). Repetitive stimulation with pulses to f 7 0  mV gives far more 
steady-state block than with pulses to 0 or -40 mV. Indeed pulses to -40 mV 
give use-dependent urrblockir~y, whose rate again is increased by using irepulses 
that would normally remove Na inactivation. These are properties expected of a 
positively charged drug molecule that has to cross part of the membrane electric 
field trorn the Insilk to reach a binding site in the channel. 

Strichartz reached three conclusions (Figure 9A): (1) Blocking and unblocking 
require open channels. (2) The steady state of block can be described by a 
Woodhull model (Equation 15-4) in which the drug moves through an electrical 
distance 6 = 0.6 from the inside to reach the receptor. (3) Even when drug is 
bound, the activation and inactivation gating processes continue to function, - - 

governing whether the drug can unbind. 
If the receptor is in the pore and part way across the membrane, and if the 

bound drug can be trapped by closed gates, the topology of the Na channel is 
like that of the K channel. On the axoplasmic end of the pore is'the physical 
gate@), followed by a relatively wide veitibule with a hydrophobic LA receptor, 
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9 HYPOTHESIS FOR BLOCK BY LOCAL ANESTHETICS 

(A) Na-channel states and transitions with charged drug molecules. 
Charged (hydrophilic) drug may come and go only while the gate is 
open. (B) Neutral (hydrophobic) drug can bind and unbind even when 
the gate is closed. (C) Two pathways exist for drug to reach its receptor 
in the pore. The hydrophilic pathway is closed when the gate is clos-d. 
Extracellular Na+ and ti' ions can reach bound drug molecules 
through the selectivity filter. [After Schwarz et al., 1977,l 

and finally at an electrical distance O larger than 0.6 from the inside, a narrower 
region including the selectivity filter (Figure 9C). 

When the block with quaternary LA derivatives seemed understandable, i t  
was time to reconsider the block with the parent amine compounds. Courtney 
(1975) began with the unusually hydrophilic lidocaine analog, GEA-968. It too 
exhibits use-dependent block and unblock, except, unlike QX-314, extra accu- 
mulated block wears off spontaneously at rest in less than a minute. Evidently, 
amine drug can slowly "leak" out of a closed channel. Experiments with a 
variety of LA compounds (e.g., Figure 10) led to the hypothesis that there are 
hydrophobic and hydrophilic pathways for the drug-receptor reaction (Hille, 
1977a,b; Hondeghem and Katzung, 1977; Schwarz et al., 1977). The hydrophilic 
pathway would be the one we have described through open Na channels (Figure 
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9A). It is used by quaternary drugs, by amine drugs in their protonated, charged 
form, and by unusually hydrophilic amine drugs (GEA-968) even in the neutral 
form. The presumed hydrophobic pathway is used only by hydrophobic drug 
forms, which seem to be able to bind and unbind even from closed channels 
(Figure 98). It may be a route through the lipid andlor through the channel wall 
to the receptor (Figure 9C). At pH, = 7, GEA-968 leaves by this pathway in tens 
of seconds, as measured by the time to recover from use-dependent block. More 
hydrophobic lidocaine leaves in a few hundred milliseconds, and permanently 
neutral benzocaine, in under 20 ms. Hence to see a build up of use-dependent 
block with a molecule like lidocaine requires short intervals between the depo- 
larizing events (Figure 10). 

The action of ionizable, amine LAs combines the effects of the interconvert- 
ing charged and neutral forms. When the pH is low and most molecules are in 
the charged form, their action resembles that of QX-314; when the pH is high 
and most molecules are neutral, their action resembles that of benzocaine 
(Khodorov et al., 1976; Hille 1977a,b; Schwarz et al., 1977). Surprisingly, it is low 
extrrrlul pH that slows leakage of drug from closed channels, while low internal 
pH has little effect. Apparently, external protons have easy access to bound drug 
molecules at rest, while internal protons do not. This observation agrees with a 

0.5 r n ~  lidocaine pH, 7.6 

Seconds of stirnulat~on 

10 USE-DEPENDENT BLOCK WITH LIDOCAINE 

Enhancement of anesthetic action by repetitive depolarizing pulses to 
-20 mV in a frog node of Ranvier equilibrated with 0.5 ~ I M  lidocaine, 
pH = 7.6. Accumulation of block from pulse to pulse is frequency 
dependent. Points are normalized relative to the already reduced PNa of 
the fiber in lidocaine. The dashed line represents the deduced time 
course of recovery from the extra block that is induced by the first 
depolarizing pulse. T = 10°C. [From Hille, Courtney, and Durn, 19751. 
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receptor site lying in the pore between an internal gate and an external selec- 
tivity filter permeable to protons. Similar evidence comes from the ability of 
extcrnul Na+ ions to drive quaternary drugs off the receptor when the channel is 
open: The traction of channels blocked by a fixed drug concentration is increased 
by lowering the external sodium concentration or by blocking the channel from 
the outside with tetrodotoxin (Cahalan and Almers, 1979a,b; Shapiro, 1977). 

Local anesthetics alter gating kinetics 
One more idea is needed to discuss block of Na channels by local anesthetics. 
We have seen that gating of Na channels modulates access of the drug to the 
receptor. We now show that bound drug alters gating kinetics, and gating 
modulates the affinity of drug for its receptor. 

In the presence of LA, axons and muscle fibers behave as if normal Na 
inactivation is intensified, so  that hyperpolarization of the membrane may 
greatly relieve the anesthetic block (Takeuchi and Tasaki, 1942; Posternak and 
Arnold, 1954; Weidmann, 1955; Khodorov and Beljaev, 1964; Khodorov et al., 
1974, 1976; Courtney, 1975; Hille, 1977a,b). The voltage dependence of inactiva- 
tion measured by the usual prepulse-test-pulse method (Figure 14 in Chapter 2) 
is shifted to more negative potentials, and the rate of recovery from inactivation 
measured with the double-pulse method (Figure 15 in Chapter 2) is considerably 
slowed. All these phenomena are qualitatively explained by assuming that drug 
binds more tightly to the inactivated form of thechannel than to the resting or 
activated form. In terms of the diagram in Figure 9, the extra binding energy 
gives the I' form extra stability and thus shifts the inactivation equilibrium, 
R*-0'-I*, to the right. The result is that the Irinacti;ration gate" is more likely to 
be shut while local anesthetic is bound, and a larger hyperpolarization is needed 
to open it. If the inactivation gate does open, drug binding is loosened and the 
drug may dissociate ea-sier. 

The original literature needs to be consulted to appreciate the complex 
interactions between inactivation and drug binding, which are neither fully 
understood nor agreed on (Hille, 197%; Cahalan, 1978; Cahalan and Almers, 
197Ya,b; Yeh, 1979; Khodorov, 1979, 1981; reviewed by Butterworth and 
Strichartz, 1990). The blocking kinetics are so complex that some authors postu- 
late the existence of several LA receptor sites with different properties on each 
Na channel and additional slow inactivated states of the channel (Khodorov et 
al., 1976). In my view (Hille, 197%), there is a primary binding site for both 
neutral and charged drug forms that lies between the gates and-the selectivity 
filter and whose occupancy stops ion flow and promotes the Na inactivation 
gating process. While occupying this site, most of the LA molecule will be lying 
in a hydrophobic pocket that can be reached both from the aqueous pore and via 
the hydrophobic pathway. Probably only a small part of the bound molecule 
remains protruding into the pore. 

The hypothesis that the LA receptor of the Na channel has at least three 
major states differing in their binding affinities and rate constants is called the 
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MODULATED RECEPTOR MODEL for local anesthetic action (Hille, 197%). The idea 
has its roots in Armstrong's earlier description of K-channel block by TEA and 
other quaternary ammonium ions and is formally the same as the conformation- 
dependent binding affinities of allosteric enzymes (Monod et al., 1963). 

Once the blocking mechanism of intracellular quaternary LA derivatives had 
been described, other large, polycyclic cations were found to block Na channels 
in a related way (Shapiro, 1977; Yeh and Narahashi, 1977; Cahalan and Almers, 
1979b; Armstrong and Croop, 1982). This structurally diverse group of com- 
pounds includes N-methylstrychnine, pancuronium, and thiazin dyes (Figure 
8).' Their blocking reaction can be summarized by the state diagram where the 
drug-blocked channel can neither close by inactivation nor by deactivation (i.e., 
the states R* and I* do not exist). This model requires open gates for drug to 
bind, but the gates are stuck open until the drug leaves. 

Evidence for the scheme of Equation 15-6 is shown in Figure 11. Part A shows 
that internal N-methylstrychnine (NMS) causes INa to decay faster than usual, 
almost as if Na inactivation had been speeded up. However, the record is 
interpreted instead to show that NMS enters channels soon after they open, 
blocking them before Na inactivation has a chance to d o  its work. 

As long as NMS blocks the pore, the normal gating processes are frozen. The 
experiment in part 6 focuses o n  the amplitude and time course of the brief 
"tails" of INa following step repolarizations from the depolarizing test pulse. 
When the axon without drug is depolarized, lNa  and g N a  rise to a peak at 0.5 ms. 
Then a repolarizing step elicits a large, instantaneous IN, ,  since 8 N a  is ma~imal  
and the driving force, E-EN,, is suddenly increased. The I N ,  tail decays exponen- 
tially in a few hundred microseconds, as deactivation quickly shuts the open Na 
channels. If, instead, the depolarization is maintained for 2 or 5 ms, the tail 
current and the g N a  are smaller because Na inactivation has already shut many 
channels. Now consider the effect of NMS. First the current tails have a new 
shape. Rather than starting large and decaying at once, they start near zero (the 
instantaneous g N a  is small), but then rise to a peak and fall again. The whole 
transient lasts longer than the normal I N ,  tail. The interpretation is that occluded 
channels cannot close or trap the drug at the resting potential, so they wait 
instead until the drug unbinds, O*+O, passing current briefly before they close, 
0-R. The two-step reaction, O*-+O+R, makes a delayed and transient 
I N ,  tail. Surprisingly, the tails after 2 and 5-ms depolarizations are just as big as 

The action of these compounds on Na channels is of sibnificant biophysical interest, but it is 
not of known clinical importance. 
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11 N-METHYLSTRYCHNINE BLOCK OF Na CHANNELS 

Time course of IN, in a squid giant axon before and after internal 
perfusion with 1 mM N-methylstrychnine (NMS). (A) Block by NMS 
develops within 0.5 ms during a depolarizing pulse to +50 mV. (8) Tail 
currents (arrows) after depolarizing pulses. After strychnine, tail cur- 
rents have a slower rising and falling shape and are not diminished by 
long depolarizations. 'T = 8°C. [From Cahalan and Almers, 1979b.l 
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after 0.5 ms. Evidently, NMS-blocked channels cannot inactivate. The presence 
of drug keeps the gates frozen open, and neither deactivation nor inactivation 
can close them until the drug leaves. 

What can such drugs tell us about Na channels? I suggest that they reveal a 
space limitation near the LA receptor. All molecules in Figure 8 probably bind to 
the same region of the Na channel in the vestibule between the physical gate(s) 
and the selectivity filter (Figure 9C). The smaller, more flexible LA molecules are 
compact enough to remain on their receptor when the gates close. They even 
promote inactivation. By contrast, the more rigid polycyclic drugs, including 
NMS, simply cannot be condensed enough to remain in the vestibule when the 
gates are closed. Studies with molecules of different shapes could help to define 
further the size of this inner vestibule and its hydrophobic pocket. 

Atztiatr~tyt~~tlnric action 
Local anesthetics and their relatives are used clinically for two purposes: in local 
injections at high concentrations to block impulse conduction in nerves, and in 
systemic applications at much lower concentrations to stop the initiation of 
premature beats in a diseased heart. The block of cardiac Na channels by 
lidocaine seems to follow kinetic rules indistinguishable from those for block in 
nerve and skeletal muscle (Bean et al., 1983). Use-dependent block and the 
interactions between drug and gating may play a significant role in the antiar- 
rhythmic actions (Hondeghem and Katzung, 1977). In an ischemic region, the 
cardiac cells have low resting potentials and the tissue pH is unusually acidic, 
two conditions that would potentiate and prolong block by LA-like drugs. Extra 
beats may be arising in damaged tissue as a wave of excitation sweeping by loses 
its uniformity and different paths of conduction fall out of synchrony. Some cells 
may be reexcited when they repolarize before neighboringcells, excited by other 
paths, have finished their activities. Local anesthetic analogs would be effective 
in preventing early reexcitation by remaining in Na channels for a few hundred 
milliseconds after each repolarization, keeping the damaged tissue refractory 
until neighboring cells are fully repolarized. 

Ca channels can be blocked by three classes of lipid-soluble, amine- 
containing drugs, "Ca antagonists" (Figure 16 in Chapter 4). The actions of one 
class, the phenalkylamine group, show remarkable parallels with those of LAs. 
Block of Ca channels by D-600, verapamil, and their relatives is use dependent 
(Wit and Cranefield, 1974; Hescheler et al., 1982;.Pelzer et al., 1982). Quaternary 
D-600 analogs act only from the intracelh~lar side and must wait for Ca channels 
to open to reach their receptor. Quaternary drug remains trapped at the receptor 
after the Ca channels shut. Hydrophobic, uncharged drug forms leak slowly off 
the receptor at rest. Apparently, the Ca channel, like K and Na channels, has 
gates at the inner end which open to reveal a vestibule with a hydrophobic 
binding site. Use-dependent block of Ca channels can help to explain how these 
agents slow the cardiac pacemaker and halt certain arrhythmias. 
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Since they all block L-type Ca channels, one might guess that phenalkyi- 
amines, dihydropyridines, and benzothiazepines use the same receptor. Bind- 
ing studies show that it is not so. Simply said, these agents enhance each other's 
binding and could not therefore be competing for a single site (Glossmann et a]., 
1984). As we have seen, dihydropyridines themselves have contrasting charac- 
teristics, being both agonists and antagonists of channel opening (Chapter 4). If 
these opposite actions arise from the same binding site, we must consider an 
allosteric hypothesis rather than a n  occlusion of the conducting pore. The 
binding site has a strong interaction with gating, as dihydropyridines can 
enhance the long-opening mode of gating, and the binding of drug is powerfully 
influenced by membrane potential (Figures 17 and 18 in Chapter 4). 

State-dependent block of endplate channels 
Local anesthetics are potent blockers of yet another channel, the nicotinic ACh 
receptor. The blocking reaction with quaternary LA derivatives, QX, requires 
open channels (Steinbach, 1968; Adams, 1977; Neher and Steinbach, 1978). The 
drug reduces but greatly prolongs nerve-evoked endplate currents (Figure 12A). 
~ v i d e n t l ~ ,  ACh-activated channels become blockedsoon after they open, and 
then the drug keeps them from closing. Each time the Q X  blocker departs, the 
channel conducts briefly again, a process that may repeat itself until eventually 
the channel closes and agonist molecules dissociate. Such an open-channel 
blocking reaction adds another step to the usual description for agonist-induced 
channel opening (Equation 6-1 I ) . ~  

A A QX 
R AR A A2R - A~R"& QXA2R" (15-7) 

closed closed closed open blocked 

This blocking reaction was the first ever to be observed at the single-channel 
level (Figure 12B) in a classic study that showed the flickering conductance of 
one channel as single drug molecules enter and leave the pore stochastically 
(Neher and Steinbach, 1978). 'The record fits with our descnption of a drug 
acting in the "intermediate" time scale (Figure 1C). The microscopic lunetics 
agree qualitatively with the predictions of Equation 15-7. In particular, flickering 
open-channel block delays the eventual closing of the channel (see also Neher, 
1983). 

As with Na, K, and Ca channels, endplate channels open to reveal a hydro- 
phobic binding site inside. However, there is a major difference: The quaternary 
LA molecules act only from the outside. Applied from the inside, they do not 
block (Horn, Brodwick, and Dickey, 1980). Although the gating of this channel is 
affected only weakly by membrane potential, binding of Q X  has a voltage 
dependence equivalent to moving the cationic drug through an electrical dis- 
tance 6 = 0.5 to 0.8 from the outside. Extracellular molecules as large as 

"he open ACh channel is denoted here by A2R0, rather than by the usual A,R', since the 
asterisk is used in this chapter to denote a blocking drug. 
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12 QX-222 BLOCK OF CHOLINERGIC CHANNELS 
Currents in nicotinic AChR channels during expos& to quaternary 
lidocaine. (A) Nerve-evoked endplate currents have a quicker initial fall 
but a longer persistance in QX-222. Recorded from a frog sartorius 
muscle under voltage clamp to EM = - 125 mV. T = 20°C. [From Beam, 
1976.1 (B) Repeated stochastic block of single open channels by QX-222 
makes the ionic current flicker but lengthens the time until the channel 
reverts to the closed conformation. Recorded with a subgigaohm seal 
from an  ACh containing patch-clamp electrode pressed against an 
extrajunctional region of a denewated frog muscle.,EM = - 150, - 120, 
- 120, and - 150 mV. T = 7°C. [From Neher and Steinbach, 1978.1 



414 Chapter Fifteen 

tubocurarine can penetrate this far into open endplate channels (Colquhoun et 
al., 1979). Therefore, the functional regions of the endplate channel may be 
organized in a sense opposite to those of the three voltage-sensitive channels so 
far investigated. Proceeding from the outside one would encounter first gates, 
then a hydrophobic binding site, and finally the 6.5-A selectivity filter. Several 
amino acid residues in the M2membrane-spanning segment of the nicotinic 
ACh receptor protein contribute to Q X  binding site (Chapter 16). AS an aside to 
these biophysically instructive observations, we should note that the clinically 
important effect of local anesthetics is to block Na channels of axons, and that of 
tubocurarine is to block the ACh receptor sites, although both compounds can 
also be used to study the pore of the endplate channel in the laboratory. 

Multi-ion channels may show multi-ion block 
According to the picture presented in Chapter 14, open ionic channels may be 
regarded as a chain of ion-binding sites extending across the membrane. Some 
channels act as if the available sites spend most of thew time empty, and other 
channels, most of their time full. Because of the requirement for vacant sites in 
diffusion, "foreign" small cations can block the pore if they bind to the permea- 
tion sites but do not move on rapidly through the channel. Woodhull's theory 
applies to block in pores that areempty most of the time. As a first approxim;- 
tion, such a theory is appropriate for block of Na channels by external protons or 
internal local anesthetics and for block of endplate channels by a wide variety of 
external organic cations. On the other hand, different models are appropriate for 
block of pores with higher occupancy, where there might be direct competition 
or repulsion between permeant ions and blocker. Examples are the block of Ca 
channels by Mn2+, Co2+, and Ni2+ or the block of K channels by TEA, Cs*, 
Na+,  and Ba2+. 

The block of K channels shows properties that cannot be described by the 
original Woodhull (1973) model. As Armstrong (1966) showed originally, enter- 
ing K+ ions can sweep occluding ions out of the pore (see also Bezanilla and 
Armstrong, 1972; Hille, 1975c; Standen and Stanfield, 1978; Armstrong and 
Taylor, 1980; Yellen, 1984b; Neyton and Miller, 1988). In addition, the voltage 
dependence of the block sometimes requires apparent electrical distances 6 or 0 
that are larger than 1.0, and the d o s e - r e ~ p o n s e ~ ~ r v e  may be steeper than can be 
explained by a theory with one occluding ion per channel (Hille, 1975c; Hagi- 
wara et a]., 1976; Gay and Stanfield, 1977; Adelman and French, 1978; French 
and Shoukimas, 1985). To avoid introducing 6 or 0 values greater than 1.0, we 
usually speak instead of the EQUIVALENT VALENCE, z', of the block being greater 
than I, where 2' is defined as 62 and 0z in Equations 15-3 and 15-4. 

These phenomena, which can be called MULTI-ION BLOCK, are easily under- 
stood with the multi-ion barrier models outlined in Chapter 14. A heuristic 
explanation is given in terms of a partial state diagram in Figure 13. The pore is 
assumed to have four occupied sites and to be permeable to the white ion and 
impermeable to the black one. One conducting state is shown above and four 
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13 MULTI-ION BLOCK IN A LONG PORE 
Hypothetical occupancy states of a pore with four occupied ion binding 
sites. The pore is permeable to the white cation, but the selectivity filter 
is too narrow to pass the black ion. Current from left to right will draw 
the black ion into the pore, blocking further flow. Current from right to 
left draws permeant ions through the selectivity filter and clears the 
pore. 

blocked complexes below (there would be others). To make the bottommost 
complex requires entry of two blocking particles and two permeant ions from 
one side and net movement of four charges across the membrane electric field. 
To restore the topmost state requires entry of four permeant ions from the other 
side and movement of four charges. This numerology introduces cooperativity, 
higher powers of the blocking ion concentration, equivalent valences exceeding 
unity, and reversal of block by a trans, permeant ion. It is not necessary to assign 
momentum to the permeant ions to get clearing of the pore. Competition, 
occupancy, and repulsion suffice (Hille and Schwarz, 1978). 

Steeply voltage-dependent block is prominent for internal Cs+ and Na+ ions 
blocking outward current in delayed-rectifier K channels and for external Csf 
ion blocking inward current in delayed-rectifier and inward-rectifier channels. 
Figure 14 compares Cs+ block of a starfish inward rectifier with the calculated 
properties of a three-site blocking model. When a little external Cs+, is  added, 
the experimental IrE relation becomes sharply bent at negative voltages. Hy- 
perpolarization intensifies the block with an equivalent valence z' = 1.5. The 
simple model shows qualitatively similar behavior, with z' = 1.8. Such models, 
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(A) STARFISH (B) THEORY 
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14 VOLTAGE DEPENDENCE OF MULTI-ION BLOCK 

(A) Block of inward-rectifier K currents by extracellular Cs' ions in a 
starfish egg. The egg is in a 25 n i ~  K solution and, when [Cs' J, = 0 
mM, shows large inward K currents in the inward-rectifier K channel. 
Addition of small amounts of Cs' ion blocks channels strongly at - 80 
mV and hardly at all at -30 mV, giving a sharp curvature to the 
I-E relation. [From Hagiwara et a]., 1976.1 (B) Simulation of steeply 
voltage-dependent block with a multi-ion blocking model. I-E relations 
were calculated from a three-site model (inset) for several concentra- 
tions of external blocking ion B + .  For K + ions, the two central barriers 
are 4 RT units higher than the lateral ones and the well depths are - 14 
RT units. The same energy profile applies to B +  ions, except the 
innermost barrier cannot be crossed by the blocking ion. Ionic repulsion 
makes loading each site 16 times more difficult than the previous one. 
[From Hille and Schwarz, 1978.1 

which can be regarded as  extensions of the ideas of Hodgkin and Keynes 
(1955b), Armstrong (1969, 1975), and Woodhull (19731, capture the essential 
features of multi-iun block (Hille and Schwarz, 1978). The observation of multi- 
ion block in channels known to have multi-ion pores is important evidence that 
the blocking ions enter the pore rather than acting at  other superficial sites. 

The idea of stochastic block by Cs+  ions entering the pore is consistent with 
direct observations of the bloclung event using the patch-clamp method 
(Fukushirna, 1982). Without external Cs+,  a single inward-rectifier channel stays 
open for seconds in a hyperpolarized membrane. With only 10 p~ CS+, the 
current tTace flickers as  the channel is blocked repeatedly (Figure 15). The 
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15 FLICKERING BLOCK BY EXTERNAL Cs' IONS 
Patch recording from a single inward-rectifier channel in a tunicate egg 
with 200 mM K+ and 10 p~ Cs+ on the extracellular side. During the 
900-ms hyperpolarizing step to the indicated potential, a large, steady 
inward current would normally flow in this single channel. However, 
the external CsC ions block the open channel stochastically at a fre- 
quency that increases with hyperpolarization, leading to a flickering 
current signal. T = 14°C. [From Fukushima, 1982.1 

frequency of blocking events increases with hyperpolarization. Different species 
of blocking ion give different durations of the elementary blocking event. Fur- 
ther confirmation that the blocking ion is in the pore comes horn experiments 
with block of outward IK in delayed rectifiers by internally applied Na+ or CS' 
ions (Hille, 1975c; French and Wells, 1977). Depolarization intensifies the block, 
but at large depolarizations, the block is gradually relieved, as if with a suffi- - .  

ciently hard push, the blocking ion can be popped right through the narrow 
region of the channel. 
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STX and T l X  are the most potent and selective 
blockers of Na channels 
We come finally to STX and TTX (Figure 1 in Chapter 3), which are now widely 
used in the laboratory, although nearly unknown 30 years ago (Kao and Fuhr- 
man, 1963; Narahashi et a]., 1964; Nakamura et al., 1965a,b). Unlike any other 
blocking agents described in this chapter, STX and TTX act on no other receptor, 
even at concentrations 10"imes higher than the K ,  for their block of Na 
channels. Work with these toxins has been reviewed repeatedly (Kao, 1966; 
Ritchie and Rogart, 1977c; Catterall, 1980; Ulbricht, 1981; Kao and Levinson, 
1986). For many purposes their actions may be regarded as identical. 

The major kinetic studies with biophysical techniques have been done on 
amphibian nodes of Ranvier (Schwarz et al., 1973; Ulbricht and Wagner, 
1975a,b; reviewed by Ulbricht, 1981) and on Na channels incorporated into 
planar phospholipid bilayers (French et al., 1984; Moczydlowski et al., 1984; 
Worley et al., 1986; Green et al., 1987b; Guo et al., 1987). The rate of block is 
linearly proportional to the toxin concentration, and physiological dose- 
response curves fit Equation 3-2 (Figure 3 in Chapter 3), implying that one toxin 
molecule suffices to block one channel. Binding and electrophysiological mea- 
surements agree th2t STX and TTX compete for the same receptor. The toxins 
bind strongly, with a Kd of 1 to 5 nM and a residency time of 70 s for TTX and 37 s 
for STX at 20°C at the node (Figure 16). Such long residency times place STX and 

No toxin 

25 nM TTX 
I I 

------------- 

4 nM STX 

T i m  (s) 

16 LONG BLOCK DWELL TIMES WITH TTX AND STX 

Stochastic block of a single Na channel by guanidinium toxins. Rat 
brain synaptosomes treated with batrachotoxin to activate Na channels 
were allowed to fuse with a planar phospholipid bilayer until one active 
Na channel was stably incorporated. Symmetrical salt solutions contain 
200 mM NaCI. EM = +50 mV. T = 23°C. Before toxin is added, the 
channel is open nearly 100% of the time. In 25 nM l T X  and 4 nM STX, 
periods of conduction are interpreted by second-long episodes of block 
as the toxins enter and leave their receptor. [From Guo et al., 1987.1 
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'ITX in the "very slow" drug class of Figure 1. Because of their positive charge 
and somewhat polar nature,-the toxins are membrane impermeant and act from 
the extracellular side, as any impermeant natural toxin must. Applied from the 
intracellular side, they are ineffectual. 

In tissues with high-affinity TTX and STX binding sites, no interactions 
between toxin binding and gating have been found (Catterall, 1980; Ulbricht, 
1981). The rate of channel block at the node is the same in stimulated and 
unstimulated axons, showing that open channels are not essential for the drug- 
receptor reaction. The K,, measured electrophysiologically or with tracer-labeled 
toxins in a variety of excitable cells, is the same in normal cells as in electrically 
depolarizrcl or K-depolarized ones, showing that resting channels and inacti- 
vated channels have the same binding affinity. Drugs that modify gating, 
including local anesthetics, scorpion toxins, batrachotoxin, veratridine, and 
aconitine, do not antagonize ITX or STX binding. Channels blocked by TTX are 
even believed to continue gating normally-without ever conducting-since 
their gating currents are modified neither in amplitude nor in time course by the 
toxin (Chapter 18). Hence TTX and STX do not block by closing the normal gates 
of the Na channel. 

In cardiac Purhnje fibers, the affinity for TTX is 500 times lower than in axons 
and skeletal muscle, and the time scale of the reaction becomes faster at the 1 
ILM half-blocking concentration. Na channels of embryonic muscle and of dener- 
vated mammalian muscle have a similar low 'ITX sensitivity (see Chapter 19). 
Block by TTX is use dependent in the heart (Baer et al., 1976; Cohen et al., 1981). 
According to the analysis by Cohen et al. (1981), the rates, but not the equilibria, 
of the drug-receptor reaction depend on the state of the gates, and gating itself is 
altered by bound drug. 

Noting that guanidinium ions are permeant in Na channels and that TTX and 
STX have guanidinium moieties, Kao and Nishiyama (1965) suggested that this 
part of the toxin molecule enters the pore from the outside and makes the 
blocking complex. 1 proposed (Hille, 1968a) that the receptor includes the titrata- 
blr negative charge in the Na channel, which later was hypothesized to be part 
of the selectivity filter (Hille, 1971). Investigators then found that acid solutions 
block toxin binding, as if the receptor sites titrate away with a pK, of 5 to 5.5, 
much as PNa itself is blocked by low pH. Furthermore, the pK, for proton 
antagonism decreases with membrane depolarization, as  if the protons have to 
move an electrical distance 6 = 0.36 from the outside to reach their site of action 
(Ulbricht and Wagner, 1975a,b). The receptor. can be blocked irreversibly by 
treating with modifying reagents for carboxyl groups (Shrager and Profera, 1973; 
Baker and Rubinson, 1975, 1976; Reed and Raftery, 1976). Finally, toxin binding 
is antagonized by the same small permeant cations that tend to reduce PNa, 
including TI', Li+, and possibly Na+ ions (Henderson et al., 1974). All these 
observations pointed to the selectivity filter as the toxin receptor (Hille, 1975a,b). 

Attractive as this simple hypothesis seems, newer experiments reveal incon- 
sistencies. Structure-activity studies with toxin analogs d o  continue to empha- 
size a role for the guanidinium moieties (Catterall, 19S0; Kao and Walker, 1982; 
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Kao, 1986); however, the ideas of a close fit into the selectivity filter and 
attraction to a single essential acid group have to be modified. For example, 
there is no correlation between the ionic selectivity of the channel and toxin 
binding. Two potent alkaloids, batrachotoxin and aconitine, reduce the ionic 
selectivity of theNa channel, perhaps by making the selectivity filter 0.5 A wider 
(see Chapter 16). Despite the presumed change of the filter, the Kd for TTX 
binding to these drug-modified channels is normal (Mozhayeva et al., 1976; 
Catterall and Morrow, 1978). Conversely, Na channels of several cell types have 
low or no affinity for 1TX and yet have normal ionic selectivity. This is found for 
some neuroblastoma cell lines, for denervated rat muscle, and for rat nodose 
ganglion neurons (Huang et al., 1979; Pappone, 1980; Ikeda and Schofield, 
1987). 

Another serious discrepancy comes from attempts to modify acid groups 
of the channel chemically. The highly reactive trimethyloxonium ion (TMO), 
(CH3)@+, methylates carboxylic acids and raises the Kd for ?TX and STX 
binding by at least lo5-fold (Reed and Raftery, 1976; Spalding, 1980; Worley et 
al., 1986). The target seems to be the receptor itself, since high concentrations of 
the toxins protect against the TMO modification (Spalding, 1980). The target is 
close to the pore, as after modification, the single-channel conductance Y N ~  falls 
to 40 to 60% of normal, the I-E re!ation of the open pore becomes less curved 
than in a normal Na channel, and the normal weak block of inward l N a  by extra- 
cellular Ca2+ is nearly absent (Sigworth and Spalding, 1980; Worley et al., 1986). 
However, the target acid group apparently does not determine ionic selectivity, 
and after the modification, there is still an unmodified acid group in the pore. 
The evidence for these conclusions is that modified channels still conduct, have 
the same ionic selectivity, and are still blocked by acid solutions, but with a 
lower apparent pK, than before (Spalding, 1980). The TMO experiments and 
further voltage-clamp measurements at low pH (Mozhayeva et al., 1982) require 
that there are at least two influential acid groups in the pore, close enough to 
influence each other electrostatically. The outer one could participate in toxin 
binding and, when protonated or methylated, would reduce to 30 to 50% of 
normal. The inner one would be part of the selectivity filter and, when proto- 
nated, would prevent the movement of other ions. I t  might also contribute to 
toxin binding. 

A final inconsistency with placing the 'ITX receptor far into the Na chat-lnel 
pore, is the lack of voltage dependence of normal toxin binding. This objection 
seemed to weaken when it was discovered that block does depend on mem- 
brane potential in Na channels held open by batrachotoxin or veratridine. 
Indeed it is then favored by hyperpolarization. However, quantitative experi- 
ments showed an identical equivalent valence (z' = 0.7) for block by ?TX and 
STX, even though the former has a charge of + 1 and the latter, + 2  (French et 
al., 1984; Moczydlowski et al., 1984). Therefore a voltage-dependent conforma- 
tional change affectink the receptor seems more likely than direct action of the 
membrane electric field on the blocking molecules. 

There are many parallels between block of Na channels by TTX and STX and 
the block of BK K(Ca) channels by charybdotoxin (CTX). This 37-residue peptide 
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toxin binds to K(Ca) c h a ~ ~ n e l s  in a one-to-one nlanner from the outside only and 
with nanomolar affinity (Anderson et a[., 1988). Depeliding on the conditions, 
the on rate is 0.2 to 20 x 10' M-' s - '  and the off rate is 0.01 to0.05~-I at 22"C, so 
this block is also in the "very slow" category with dwell times greater than 20 s. 
As with Na channels, treatment with TMO to modify carboxyl groups reduces 
the toxin binding affinity 10- to 700-fold and lowers the single-channel conduc- 
tance (MacKinnon and Miller, 1989a). In addition, channels blocked by CTX are 
protected against the conductance-lowering effect of TMO. The analogy with 
'ITX block of Na channels extends even further. Binding of TTX to Na channels 
and CTX to Shaker K channels depends on acidic amino acid residues occupying 
homologous positions in the amino acid sequence of the two channel proteins 
(Chapter 16). Having made this parallel, we can now note parallels with the 
block of K channels by TEA. The binding of CTX is competitively antagonized by 
external TEA, as if they use the same receptor, and CTX-blocked channels can be 
cleared by raising [K+],  and by depolarizing the membrane, as if the CTX sits in 
the pore where it can be driven out by K+  ions coming from the cytoplasmic side 
(MacKinnon and Miller, 1988). Together these observations suggest that the 
external binding sites for lTX, STX, CTX, and TEA occupy a structurally homol- 
ogous position that is close to or within the mouth of the channel (see Chapter 
16). 

Recapiktlation of blockitrg nlechanisms 
We have reviewed major hypotheses for the blocking mechanisn~s of protons, 
TEA, quaternary ammonium ions, local anesthetics, Cs * ions, 'ITX, and STX. 
Mechanisms have been proposed for each of these cationic agents, based on 
entry of the drug into the pore, either from the external or the internal end. 
Although supported by impressive evidence, none of these mechanisms is 
actually proven. Depending o n  the channel and drug, the evidence for entry 
into the channel shows up in various ways: Block of open channels may be 
voltage dependent, competitive with permeant ions, and even reversed by ions 
from the opposite side of the membrane. In channels known to be multi-ion 
pores, the block may have a special multi-ion character. Access to the receptor 
may require open gates, and drug may be trapped on the receptor when gates 
close. Depending on the time scale of the blocking reaction, drug may alter the 
time course of measurable currents, and it may actually alter the time course of 
gating in the channel and even prevent closure,of gates. No blocker is assumed 
to act simply by closing normal gates, but the binding of some molecules, such 
as local anesthetics, does favor the closing of gates. 

There is an alternative to block within the pore: namely, action at a regulatory 
or allosteric binding site on the intra- or extracellular surface. Binding to this 
superficial site would cause the pore to block itself in an unspecified manner. A 
natural application of the allosteric hypothesis would suppose that drug binding 
stabilizes the closed state(s) of gates, but such an idea might be hard to reconcile 
with the finding that some bound drugs preuent closing and others WX) do not 
change gating currents. The allosteric hypothesis cannot be rigorously dis- 
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proven for any of the examples given, and must be considered for each new 
blocking agent. As evidence accun~~tlates that a drug receptor has more and 
more of the properties expected for a site within the pore, it becomes increas- 
ingly difficult to envision how a superficial binding site could have all of these 
properties. For the agents discussed in this chapter other than STX and TTX and 
some of the Ca channel antagonists, I consider the hypothesis of an allosteric 
site, remote from the pore, no longer tenable. For STX and TTX, the allosteric 
hypothesis and the pore hypothesis both have merit. For dihydropyridines, the 
allosteric hypothesis seems to be the right one. More work is needed. 

In addition to explaining how drugs block channels, the pharmacological 
experiments have taught us important lessons about the nature of channels. 
First they helped establish that there are indeed separate channels for Na 
currents, K currents, Ca currents, and so on, and more recently they have 
revealed common architectural features in Na channels, K channels, and Ca 
channels. Each apparently has gates at the inner end, which open to reveal a 
spacious vestibule containing a hydrophobic binding site followed by a narrower 
selectivity filter leading to the outside. In these three channels, the vestibule is 
still present, and may hold a drug molecule, when the gates are closed. By 
contrast, no evidence for a n  inner gate or drug-binding site has been found for 
ligand-gated channels. Instead, an external site is revealed when the endplate 
channel opens, another example of functional differences between transmitter- 
activated and voltage-gated channels. 
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STRUCTURE AND FUNCTION 

Molecular genetics has brought us  to the threshold of having cloned messages 
and genes for every channel we know. The next step is clearly to interpret this 
abundance of amino acid sequences-to identify the role of each domain and 
eventually to test the classical hypotheses about permeation, gating, and phar- 
macology. Some excellent results have already come from biophysical study of 
channels expressed in oocytes from judiciously mutated messages, as well as by 
more traditional chemical methods. This chapter illustrates the beginnings of 
such work, a program that surely will be a major enterprise in the future. 

Regions near M2 affect the coirdrictrznce 
of rulClrR channels 
The nicotinic ACh receptor seems to be a pseudosymmetric pentamer with an 
axial hole between the subunits. According to one reasonable hypothesis, each 
subunit would contribute an a-helical segment lining the narrowest part of the 
pore wall (Figure 11 in Chapter 9). Because of symmetry, it would be the same 
segment in each subunit. Is this one of the hydrophobic segments MI through 
M4 (Figure 1 in Chapter 9), is it the amphipathic segment MA, or is it some other 
part of the molecule? A growing consensus points to the M2 hydrophobic 
segment. This section considers evidence from single-channel conductance 
changes, and then after an aside on electrostatics, we consider evidence from 
pharmacology. 

Numa and colleagues converged on residues near the M2 segment in pro- 
gressively finer steps (reviewed in Numa, 1989). Initially they made deletions 
within the cDNA for Toryedo a-subunits and looked for macroscopic ACh re- 
sponses in oocytes coinjected with mutated u message and normal p, y, and 6 
messages. Small deletions within MI, M2, or M3 and longer ones within M4 
eliminated responses altogether, but even total deletion of MA left some re- 
sponse. Replacing all of M4 with transmembhne sequences from other proteins 
did not eliminate responses and sometimes even enhanced them. The positive 
results of these experiments are straightforward to interpret. The MA segment is 
inessential and could neither be a transmembrane segment nor the lining of the 
pore, and the M4 segment is likely to be a transmembrane segment with 
structural importance but without specific involvement in permeation. The 
negative results are harder to interpret. They show only that functional channels 
were absent but not whether the defect has anything to do with the pore. 
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Numa and colleagues then exploited a 40% difference in channel conduc- 
tance y between receptors cloned from Torperlo and calf. They reasoned that by 
making hybrid receptors that combine parts of one functional receptor with 
parts of the other they could locate which parts determine the conductance 
difference without encountering the frequent negative results of more drastic 
mutations. When Torpedo and calf subunit mRNAs were coexpressed, it was 
found that the &-subunits accounted for all the conductance difference (Sakmann 
et al., 1985). A channel made from calf a, P, and y and Torpedo 6 had the high 
Torperlo conductance, and a channel made from Torptdo a, P, and y and calf 6 had 
the small calf conductance. To identify where in the 6-subunit the significant 
difference arose, Imoto et al. (1986) next constructed many chimeric 6-subunit 
cDNAs in which parts of the Torpedo sequence were replaced by the correspond- 
ing calf sequence. As Figure 1 shows, electrical measurements on progressively 
more subtle chimeras pinpointed a small region that included the M2 hydro- 
phobic segment. Thus the entire conductance difference between Torprrio and 
calf channels could be attributed to changes in a 28-amino-acid stretch of the 
&-subunit! Parenthetically we should note that these experiments do not irnply 
that other subunits are less important than 6 in forming the pore. Consider, for 

Single-channel conductance (pS) 

1 CONDUCTANCE CHANGES WITH CliIMERIC nAChRs 
Chimeric 6 subunit mRNA combining portions of the Torpedo (white 
segments) and calf (black segments) sequences coexpressed with Torye- 
do a-, p-, and y-subunits in Xrr~opus oocytes. Conductance of channels 
expressed from unaltered Torpedo subunits (T) is 87 pS, and that, with 
the calf 8-subunit (C), is 65 pS. Conductances of the chimeric channels 
show that the sequence near the M2 hydrophobic segment has impor- 
tant determinants of conductance. [From Imoto et al., 1986.1 
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example, that the a-subunit of the Torpedo and calf are identical in the M2 region 
(Figure 1 in Chapter 9). Therefore exchanging one a mRNA for the other would 
reveal no conductance change. 

As is expected for a hydrophobic segment, the 19-residue M2 segment bears 
no charged sidechains. However it is terminated at both ends by charged and 
polar residues in all four subunits (Figure 2). Such densely charged borders may 
anchor hydrophobic segments so they cannot be pulled through the membrane. 
Imoto et al. (1988) asked if the charges might also attract permeant cations to the 
pore. Consider the three groups of negative and hydrophilic residues marked 
with boxes. Because the five subunits making a channel are arranged in a circle, 
these residues would form rings of charge. In the native Torpuio channels with 
a2Py8 stoichiometry, the lower two rings would have four negative charges and 
the upper ring, three. lmoto and colleagues systematically mutated individual 
residues in the different subunits so as to reduce or reverse the total charge in 
each ring. The results were a clear reduction of single-channel conductance 
graded w ~ t h  the net charge of the ring (Figure 3). A dramatic effect came from 
changes in the intermediate ring, whereas the other two were only about a third 

Asp- Asp' Gln Glu I 
Cy toplasm~c 

Thr-237 Pro-243 Ala-245 Ala-251 ,,,g 

2 THREE CHARGED RINGS NEAR THE M2 SEGMEFT 
Amino acid sequences on both sides of the M2 segment of TorpPrio 
calijornica nAChR subunits. The three clusters ~f negative charge form- 
ing anionic rings are marked with boxes. Each M2 segment has 19 
uncharged amino acids that are not shown explicitly. 



426 Chapter Sixteen 

as sensitive. Nevertheless, all of the negative charges are close enough to the 
pore to assist in giving it a high cation conductance. Presumably the pore is 
narrower at the intermediate ring than at the other two. 

According to models derived from hydropathy plots, the MI-M2 loop is 
considered cytoplasmic and the M2-M3 loop, extracellular, so the top and 
bottom rings in Figure 2 would be extracellulal and cytoplasmic, as shown. The 
experiments confirm this orientation in two ways. Recall that Mg+ is permeant 
in this large channel (Chapter 13), but being a slowly moving ion in the pore, it 
tends to reduce the conductance for other faster moving ions. The block is a 
rectifying one. External ~ g ~ +  reduces inward currents more than outward 
currents and internal ~ g ~ +  does the opposite. lmoto et al. (1988) found that 
reduction of negative charge in the putative extracellular ring selectively dimin- 
ished block by external Mg'+, and reduction of charge at the putative cytoplas- 
mic ring diminished block by internal Mg2+. At the same time, in the absence of 
Mg2+, reducing negative charge caused the single-channel CE relationship to 
rectify. Mutation of the extracellular ring reduced inward currents more than 
outward ones, and mutation of the cytoplasmic ring did the opposite. Thus the 
extracellular ring of charge attracts permeant monovalent ions from the extra- 
cellular solution, boosting the inward current they carry, and also attracts 

(A) EX'I'HACELLULAR RING ( B )  INTERMEDIATE RING 

lWr 

Change in chal.ge Change in charge 

3 CHARGED RINGS AND CHANNEL CONDUCTANCE 

Single-channel conductance of Torpedo nAChRs expressed in oocytes 
after mutations reducing negative charge in the extracellular and inter- 
mediate clusters of charges (Figure 2). Mutations in one subunit includ- 
ed changing glutamine to lysine (Aq = + I), glutamate to glutarnine 
(Aq = + I), and glutamate or aspartate to lysine or drginine (Aq = + 2). 
The larger changes were achieved by mutating more than one subunit. 
Conductance with entirely unmodified (wild type) receptor subunits 
are marked with a filled circle. [From lmoto et al., 1988.1 
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extracellular divalent ions, increasing the blocking effects they exert on inward 
currents. The cytoplasmic ring has corresponding actions on the inside. 

If the negative charges are so important, why are there also adjacent positive 
charges? This question is unanswered, but when the external lysine (+ )  of the 
8-subunit is mutated to a glutamate (-), no conductance change is seen. If these 
charged groups lie in an a-helical region of the protein with 3.6 residues per 
turn, each residue is 100" further around the axis, so the side chains of adjacent 
residues would point in quite different directions. One acidic residue could 
point into the pore, and the next basic one, almost away from it. 

What can a charged residue do? 
Since we have been considering electrostatic effects of charged amino acids, it 
will be worthwhile to digress briefly on electrostatics. First we consider how 
strong the electric field from an ionized group is and how far it extends into the 
solution. This is a question already addressed in part in Chapter 10 when we 
discussed activity coefficients and ion atmospheres and also in Chapter 11 where 
we discussed the energy of several ions within the membrane. Second we 
consider what effect potentials around a fixed charge have on the local distribu- 
tion of other mobile ions, including permeant ions and toxins. 

According to Coulomb's law, the potential around a lone charge in pure 
water drops off with distance r as l f r .  As Chapter 10 describes, mobile ions 
added lo the medium form a counterion atmosphere shielding the exposed 
charge so that the potential now falls off more rapidly and almost exponentially 
with distance, an effect called SCREENING. The more concentrated the electrolyte, 
the more rapid the fall off. The Debye-Hiickel theory gives the distribution of 
potential 9 around a central ion free in solution: 

q exp ( - K T )  * = 4 ~ e ~ s r  (16-1) 

where the characteristic distance of the decay, I/K or the Debye length, is about 8 
to 9 A in mammalian and amphibian Ringer's solution.' Equation 10-21 gives the 
exact expression for I/K and its dependence on ionic strength. The local potential 
around a central charge becomes greater than Equation 16-1 if a region of low 
dielectric constant, such as a protein or a membrane, is nearby. One readily 
solved case is a charge at the planar interface between an electrolyte solution and 
a low-dielectric-constant medium (Mathias et al., 1991). The potential in the 
electrolyte solution (Figure 4A) becomes double that given by Equation 16-1. In 
effect, a nearby medium of low dielectric constant crowds more field lines into 
the aqueous medium; therefore surfaces and particularly crevices "focus" and 
intensify the potential gradients in the medium. 

How can we use Equation 16-I? The line labeled d = m in Figure 48 is the 
decay of potential from a planar protein surface with one negative charge. The 

' In practical calculations for an ion of valence r, the quantity q14rraas becomes 180 z mV A-'; 
therefore the potential one Debye length away from a monovalent anion is about -7  mV in free 
solution, becoming -14 mV when a protein surface is brought up to the charge. 
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(A) Membrane Electrolyts 

Distance from membrane surface (A) 

4 8 12 16 20 0 4 8 12 16 20 

Distance (A) Distance (A) 
4 POTENTIALS AROUND A NEGATIVE CHARGE 
(A) Potential contours for a charge at a planar interface between a semi- 
infinite low dielectric-constant medium (E = 4) and an electrolyte 
solution with 150 n i ~  monovalent salt. In the electrolyte the values are 
about twice those given by Equation 16-1. [After Mathias et al., 1991.1 
(B) Potential profiles in the electrolyte for 130 r n M  salt when two 
interfaces each with one negative charge are separated by distances of 
w, 20 A, or IS A. Values are calculated from Equation 16-1 (multiplied 
by 2.0) and assuming linear summation. (C) Concentrations of mono- 
valent cations c ' and anions c calculated for the same three cases 
using Equation 16-2. 
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lines labeled d = 15 and d =  20 A are the summed potentials for two such 
surfaces facing each other and separated by 15 or 20 A of aqueous medium. In a 
primitive way this begins to approximate the wide outer vestibule of a ligand- 
gated channel (Figure 48  in Chapter 9). The potential midway between the 
surfaces is -27 mV for the 20-A separation and - 45 mV for the 15-.A separation, 
values high enough to induce an appreciable change of the local ion concentra- 
tions. For ion i of valence z, and bulk concentration c,, the local concentration c,; 
is raised by a Boltzmann factor (Equation 1-7) related to the work of moving the 
ion from the bulk into the region of potential 9: 

When JI = 18 mV, monovalent ions would become concentrated or diluted 
twofold, and when JI = 59 mV, tenfold. The predicted profiles of monovalent 
cations c+ and monovalent anions c- are shown in Figure 4C. 

Primitive as these approximations are, Figures 48 and C can guide our 
electrostatic thinking. They suggest that two negative charges in a wide ves- 
tibule can easily concentrate monovalent cations threefold and dilute mono- 
valent anions threefold. With four charges, the effect would be ninefold in both 
directions and the channel would be considered extremely cation selective 
(81:l). They also show that, 18 A away from a charged group, local potentials 
drop off to only 3 rnV, so that as many as six charges would be needed a t  that 
distance to generate even the 18 mV needed for a twofold concentration effect. 
Using Figure 4 we could estimate that charges in the intermediate ring of the 
nAChR are within 8 A of a rate-limiting barrier and those of the other two rings 
are at 16 A. More realistic but far more complex electrostatic calculations have 
been made using hypothetical geometries for vestibules of pores (Jordan et al., 
1989; Cai and Jordan, 1990) and even for entire proteins with known charge 
distributions (Figure 11 in Chapter 17). 

Chantrel blockers interact with M2 and MI 
Let us return now to identifying residues in the pore of the nAChR. We saw that 
three charged rings next to the M2 segment affect the channel conductance. 
Another parallel line of investigation uses channel blockers. Recall that the 
quaternary local-anesthetic derivative QX-222 blocks open nAChR channels from 
the outside (Chapter 15). Such charged blockers seem to proceed 50 to 75% 
across the membrane electric field to reach their binding site and prevent 
channel closing when present. They may occlude the aqueous pore like a plug. 
Therefore, identifying amino acid residues that form the binding site should 
reveal pore-forming parts of the macromolecule. This has been done for QX-222. 
It has also been done for two other so-called N o N c o M p E n n V E  INHIBITORS, mem- 
bers of a heterogeneous group of lipid-soluble molecules (quinacrine, chlor- 
promazine, histrionicotoxin, and others) whose binding is stimulated by cholin- 
ergic agonists. 
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We begin with chlorproMazine. Jean-Pierre Changeux's laboratory has ex- 
ploited the ability of chlorpromazine to react with protein side chains after an 
intense flash of ultraviolet light. Vesicles containing Torpedo nAChR are equili- 
brated with [3H]chlorpromazine and the agonist carbachol. After a flash of light, 
the a-, p-, y-, and 6-subunits are separated and analyzed for incorporated 
radioactivity. The initial finding of label in e v e y  subunit suggested that the 
agonist-dependent chlorpromazine site is at a point of convergence of all sub- 
units (Oswald and Changeux, 1981). The subsequent discovery that all the 
labeled amino acids lie in M2 segments gives a satisfying picture of binding 
within the pore (Revah et a]., 1990). The results are conveniently discussed 
using sequences of the M2 segments projected as a flattened map of hypothetical 
a helices (Figure 5). For compactness, maps of the four subunits are superim- 
posed with the four homologous residues indicated at each position. The seven 
amino acids known to be attacked by light-activated chlorpromazine are indi- 
cated by asterisks. They lie at positions 2', 6', and 9' (counting from the 
beginning of the M2 segment) in various subunits. Note that even though these 
residues are relatively far apart in the sequence, they would lie geometically near 
each other on adjacent turns of an a helix. Figure 6 shows a three-dimensional 
reconstruction of the same hypothesis. These chemical measurements ( I )  iden- 
tify M2 as  part of the pore wall, (2) suggest that M2 is folded as an a helix, and 
(3) tell us which side of the helix faces the aqueous pore. 

Henry Lester's laboratory used site-directed mutagenesis of the M2 segment 
to find the binding site for QX-222. They reasoned that changing the number of 
polar side chains at appropriate levels in the pore should change the blocker 
affinity and its dwell time in the channel. They tried alterations at levels 2' ,  6', 
and 10' (notation of Figure 5) of segment M2, mostly changing OH-bearing 
serines or threonines into nonpolar alanines and vice versa. Changes at level 2' 
had minor effects, whereas changes at the other two levels were significant 
(Figure 7A). For each --OH lost at level 6', the blocker dwell time and affinity 
decreased by 33%, and for each -OH lost at level lo', the dwell time and affinity 
increased by 33% (Leonard et a]., 1988; Charnet et al., 1990). These results mesh 
perfectly with those for chlorpromazine: M2 is alpha-helical with residues at 
position 6', 9', and 10' pointing in. But why would polar groups have such 
opposite effects at levels 6' and lo'? The blocker OX-222 is actually a tapering 
amphipathic molecule with a wide nonpolar xylidine ring and a polar tri- 
methylglycine at opposite ends (Figure 8 in Chapter 15). If the polar end entered 
the open channel first and moved down to level 6' ,  where --OH side chains 
would stabilize it, the wider ring would be at level 10' where nonpolar interac- 
tions would be the more favorable. 

Quinacrine is a third compound whose site of action is partially known. 
Arthur Karlin's laboratory has used photoactivatable [3H]quinacrine azide in a 
rapid-mixing apparatus to obtain quick (20 ms) agonist-dependent labeling of 
Torpedo receptors. Label appeared in the a -  and p-subunits (Karlin et al., 1984). 
Part of it has been localized to a peptide fragment of the a-subunit (residues 208 
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5 SEQUENCES OF THE M2 SEGMENT 

Amino acid sequences of the M2 region of the nAChR of Torpcdo 
califomira. The "helical net" diagram represents an u helix cut open and 
fldttened out, rising with a pitch of 3.6 residues per turn. Each position 
shows the corresponding residue of, from top to bottom, the a-, j3-, y-, 
and S-subunits. Asterisks mark residues covalently modified by chlor- 
promazine and boxes surround residues influencing QX-222 binding. 
Ovals surround the three anionic rings. Residues known to affect the 
conductance or blockers of the pore arc shaded. They all fall on the 
same side of the proposed alpha helix. 
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OUT 

6 CHLORPROMAZINE LODGED IN THE PORE 

Arrangement of M2 segments deduced from photoaffinity labeling. 
Alpha-helical segments arranged pseudosymmetrically make a taper- 
ing pore with three rings of glutamine, glutamate, and aspartate resi- 
dues (Q, E, D). Sphere represents chlorpromazine in contact with the 
highlighted, modifiable residues, indicated by asterisks in Figure 5. 
[From Revah et a]., 1990.1 

to 243) that starts two residues before the M1 hydrophobic segment and includes 
MI, the cytoplasmic and intermediate rings, and the first residue of M2 (DiPaola 
et al., 1990). Noting that cysteine 193 of the extracellular ACh binding site is only 
a few residues away, DiPaola et al. speculate that the M1 segment may respond 
to agonist binding as a gate and then become available for reaction with the 
blocker. Since quinacrine is an open-channel blocker with voltage-dependent 
action (Adarns and Feltz, 1980) and its binding is antagonized by chlorpro- 
mazine, the experiments suggest that MI is near the open pore as well as M2. 

Although we have much more to learn, the experiments with mutated rings 
of charges and  those identifying residues interacting with blockers give a useful 
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first picture of the chemistry of this not-very-selective pore. At both mouths, 
clusters of negatively charged residues bring permeant cations to the pore. The 
pore itself has an uncharged and probably tapering tunnel lined with a helices 
presenting many hydrophobic residues and a few annuli of OH-bearing amino 
acids. Surprisingly, even these few polar groups are not individually crucial, as 
replacing one or two at positions 6' or 10' has little effect on single-channel 
conductance (Charnet et al., 1990). Even replacing three did nothing at position 
lo', although replacing three at 6' did reduce the conductance to outward 
c~rrrznt by 45'4%. Euprrimznts with two of the b l i~kers  contirm that thev actilallv 
S I ~  111 [I\< \\>Iv ,is \ \ I ~ > ~ I I ~ > I , . I > [ ~  11\ \~~1\\ t \ \  t \ ~ U Y ~ Y ~ ~ Y ,  t \~ t*  IY,\C\I\\IIS \lt ,\ \\\\I\\ 
b l t ~ k c r  1.1Lrt.l a ditte1~111 put.iti\e ~ ~ . \ I \ S I I I ~ ~ I I \ ~ ~ I ' . I I \ C ~  scp1\\~1\1 tl\.rt IS r~ot  ot\icr\visc 
known to tace the yore. 

Analogous experiments will doubtless be done with anion-selective GABA,\ 
and glycine receptor channels. Just by inspection one can see that the two ends 
of the M2 segments of these channels have clusters of positive charges rather 
than negative ones (which would favor anion permeation) and the entire M2 
segment is overloaded with OH-containing serine and threonine residues (Betz, 
1990a). They occupy positions that would face both into the pore and away from 
it, if the M2 segment is alpha-helical. 

I o Position 6' 

Number of Ser and Thr 
res~dues changed . 

7 MUTATIONS OF THE QX-222 BINDING SITE 

Dissociation constant (K) of the complex between QX-222 and mutated 
forms of nAChRs expressed in oocytes. Mutations increased or de- 
creased the number of serine and threonine residues at  positions 6' and 
10' of the M2 segment (boxes in Figure 5). The sequence of the mam- 
malian nAChRs used here is similar to but not identical with that of 
Torpedu in Figure 5. In all mutants the binding of QX-222 had normal 
voltage dependence. EM = - 150 mV. [From Chamet et al., 1990.1 
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An extracelltrlar loop of voltage-gated channels 
has toxin binding sites 
Recall that voltage-gated channels have four structural units, each containing a 
motif of six putative transmembrane segments (51 through 56). In the conven- 
tional folding diagrams (Figure 10 in Chapter 9), the putative intracellular 
domains include long amino-terminal and carboxy-terminal ends, and in Na and 
Ca channels, the long loops linking repeats I and 11, I1 and 111, and I11 and IV. 
Much less material is placed in the extracellular space; the majority comes from 
the loop between segments S5 and S6 (the ~ 5 ~ 6 l i n k e r )  in each structural unit. 
As might be anticipated, this putative extracellular domain is associated with 
binding sites for membrane-impermeant toxins that act from the outside: TTX, 
STX, charybdotoxin (CTX), TEA, and a-scorpion toxins. Part of the 5 5 5 6  linker 
might also participate in forming the transmembrane pore. 

The guanidinium toxins, TI'X and STX, are compact cationic molecules that 
block &iny Na channels from the outside. A few Na channels are naturally 
resistant to block (Chapter 20), and those that are sensitive can easily be made 
resistant by a 15-s exposure to trimethyloxonium (TMO, Chapter 15). Presum- 
ably an exposed acid group in the binding site is quickly methylated by TMO to 
form a methylester that can no longer complex with the toxin. This change can 
be mimicked by site-directed mutagenesis of a single glutamate residue. In the 
rat brain I1 subtype of Na channel, the S5-S6 linker of the first repeat comprises 
128 residues (numbers 274 to 401) with 9 basic and 14 acidic amino acids. 
Normally the channel is blocked by TTX and STX with K,'s of 18 and 3 nM, but 
when glutamate residue 387 (near the 56 end) is mutated to a neutral glutamine, 
10 PM of either toxin is without effect on the currents (Noda et al., 1989). Judging 
from this dramatic effect, glutamate 387 is an essential acid group in the toxin 
binding site. Perhaps it is also the group that is so easily modified by TMO. 
Interestingly, that glutamate residue is still present in a cardiac Na channel with 
natural low sensitivity to TTX; however, the adjacent residue, which is a neutral 
asparagine in most other Na channels, is a basic arginine in the cardiac channel 
(Rogart et al., 1989). Perhaps this adjacent positivecharge reduces the effective- 
ness of the glutamate and lowers the toxin affinity. 

Similar experiments seek the CTX and TEA-binding regions of K channels. 
Recall that many kinds of K channels can be blocked by extracellular TEA, 
although with K,'s ranging surprisingly widely, from 0.2 to greater than 100 mM. 
On the other hand, CTX is more specific for the BK type of K(Ca) channel with a 
few exceptions. In BK K(Ca) channels, occlusion by extracellular CTX is antago- 
nized by extracellular TEA and cleared by K+ ions coming from the cytoplasmic 
side, so the toxin seems to plug the mo&h of the pore (chapter 15):~a;in~ 37 
amino adds  and dimensions of 15x 15 x 25 A (Bontems et al., 1991), CTX may 
interact broadly with the outer vestibule of the channel when bound. The toxin 
has a net charge of +4, and, as elevated ionic strength reduces the block, 
electrostatic attractions seem to be important for binding. Indeed brief treatment 
of cells with carboxyl-modifying TMO reduces CTX affinity (MacKinnon et al., 
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1989). At the single-channel level the change of affinity is variable, ranging from 
10- to 700-fold, presumably indicating that several acid groups that attract CTX 
can be independently modified. 

Fortunately, some K channels expressed from Drosoyhila Shaker mRNA in 
Xenopzis oocytes are also highly CTX sensitive ( K m x  = 3.7 n ~ )  and moderately 
TEA sensitive (KTEA = 27 m ~ ) ,  and they are convenient to study. Site-directed 
mutagenesis and comparison of natural sequence variants of Shaker identify 
residues in the S5-S6 linker involved with CTX and TEA binding. In Shaker this 
linker has 40 amino acids, including two basic and four acidic ones. Figure 8 
summarizes the results of several diagnostic mutations that change the charge at 
different positions. For both blockers the most dramatic changes come from 
mutations at residues 449 or 451, close to the S6 segment. Sensitivity to TEA and 
CTX can be virtually abolished, and conversely sensitivity to TEA can be 50-fold 
enhanced, by appropriate mutations here. The only other residue with known 
influence on TEA is at position 431. However, changing it from a negative to a 
positive charge decreases TEA affinity only 2.5-fold. Considering that the K 
channel is a homotetramer and therefore would now differ by eight elementary 
charges at this level, residue 431 of each monomer must be relatively far (20 A) 
from the actual TEA binding site. By contrast, this residue seems essential for 

Residue 422 iyi 427 ii 431 ii 419 451 vil Gi 452 

No 
Mutation change Cln Lys' Asn Glu- As11 I.yst Lyst 'Tyr Lys* Arg' 

8 MUTATIONS OF THE TEA-CTX BINDING SITE 

Equilibrium dissociation constants for block by TEA and CTX measured 
in mutated Shaker K channels. The mutations are all in the S 5 S 6  linker. 
[Data from MacKinnon and Yellen, 1990; MacKinnon et al., 1990.1 
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the larger CTX molecule to bind. Charges at residues 422, 427, and 452 have 
additional small electrostatic effects on CTX binding. 

These experiments identify a residue nine before the beginning of segment 
S6 as a major participant in binding of CTX and TEA. Among the many cloned K 
channels at least seven different amino acids occur at this position. Chapter 9 
described the classification of K-channel clones into groups including Sl~aker-, 
Shaw-, and Shablike sequences. In each of these three groups there are channels 
of high (<1 m ~ )  and low (>50 m ~ )  TEA affinity. Those with high affinity have a 
tyrosine and those with a low affinity have a nonpolar or basic amino acid at this 
influential position. In retrospect, from the variability of this residue we can see 
that distinguishing channels on the basis of their TEA or CTX sensitivity may be 
informative about microsequences but is not going to yield a higher-level natural 
classification of K channels. Aligning Na channel sequences for repeat I to give 
the best match with K channel sequences places the glutamic acid residue that 
was so important for TTX  and S'I'X binding within one or two positions of the 
variable residue that affects TEA and CTX binding. Thus all of these blockers 
probably occupy a structurally homologous position when they block channels. 
Determining how this site relates to the pore mouth for any one of them will 
help settle the question for all of them. - 

Models of channel topology propose that the 17 to 21 amino acids imme- 
diately before the toxin-binding residue we discussed (H5, residues 131 to 449 in 
~ i g u r e  8) dip into the membrane as a hairpin loop that actually lines the 
narrowest part of the pore (reviewed by Guy and Conti, 1990). In the experi- 
ments for Figure 8 several of the mutations changed the single-channel conduc- 
tance y a little, but since the effect was always less than a factor of 2.5, none of 
the amino acids tested could be at the narrow part of the pore (MacKinnon and 
Yellen, 1990). However, mutations between residues 431 and 449 change the 
conductance, ionic selectivity, and pharmacology of the pore (Yellen et a]., 1991; 
Yo01 et a]., 1991; Hartmann et al., 1991). Mutations of phenylalanine 433 or 
threonines 441 or 412 change ionic selectivity, and mutation of threonine 441 
changes the block by il~tracell~rlrlr TEA. Thus residue 441 may be near the inner 
mouth of the pore, and the rest of H5 forms the narrow tunnel to the outside. 

Another class of membrane-impermeant toxins also interacts with the S5S6 
linker of Na channels. These are the a-scorpion toxins, peptides that act from the 
extracellular medium to slow or block inactivation gating and prolong the 
channel open time (Chapter 17). A combination of chemical crosslinking studies 
and competition with sequence-specific antibodies recognizing short sequences 
on the Na channel shows that bound scorpion toxin sits close to the S5-S6 
linkers of repeat domains I and IV (Tejedor and Catterall, 1988; Thomsen and 
Catterall, 1989). Presumably if the four repeats are arranged circularly around a 
central pore, repeats I and IV of the Na channel actually abut each other. 

Inactivation gates may be tethered plrrgs 
We turn now to a concept developed by Clay Armstrong and colleagues that 
inactivation of Na and K channels is an occlusion of open channels from the 
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axoplasmic side by a tethered gate-the ball-and-chain model (Figure 9). This 
picture evolved gradually from a series of analogies. In his studies of quaternary 
ammonium (QA) ion actions on K channels, Armstrong wrote that TEA added 
another "gate" by "entering the channel from the axoplasm and occluding it" 
(1966), that QAs cause "inactivation" of K channels like that seen in transient 
A-type K channels and in Na channels (19691, and that "inactivation gates for K 
channels can be constructed simply by injecting Q A  ions into the axoplasm" 
(1971). Chapter 17 describes experiments of Armstrong et al. (1973) showing that 
clipping Na channels with proteases from the axoplasmic side irreversibly elimi- 
nates inactivation gating. They concluded, "we believe that at the inner mouth 
of each Na channel there is an inactivation gate composed of protein, which 

. . .  changes . . .  after the activation gate opens, and blocks the channel." 
Further experiments with Na channel gating added additional inspiration (Beza- 
nilla and Armstrong, 1977; Armstrong and Bezanilla, 1977; Yeh and Armstrong, 
1978). 

The ball-and-chain model makes predictions that can be tested by molecular 
biology: Deletion of the appropriate cytoplasmic part of a channcl ought to 
eliminate inactivation, and then perfusion of the missing piece into the cyto- 
plasm might restore inactivation. The laboratory of Richard Aldrich has con- 
firmed both predictions using the A-type K channel expressed from Drosophila 
Shaker mRNA (Hoshi et a]., 1990; Zagotta et al., 1990). Three observations made 
Shukrr seem suitable for these exeriments. First, the cytoplasmic amino-terminal 
domain clearly has an influence on inactivation: Shaker mRNAs have natural 
splice variants with at least five different amino-terminal sequences that differ 
markedly in the rate of inactivation of the K channels produced. Second, as for 
Na channels, the fast inactivation of some Sl~nkrr channels is readily disrupted by 
treating the cytoplasmic face with trypsin. The normal transient openings dur- 

Closed Open Inactivated 

9 BALL-AND-CHAIN MODEL OF INACTIVATION 

In this hypothesis, the inactivation gate of the Na channel bangs out 
into the cytoplasm. The activation of a channel is accompanied by 
gating-charge movement and also creates a "receptor" for the inactiva- 
tion gate at the inner mouth of the pore. Subsequent binding of the 
inactivation gate to its receptor occludes the pore. [From Armstrong 
and Bezanilla, 1977.1 
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ing a long depolarization are then changed into longer, repeated reopenings, 
resembling the kinetics of a delayed rectifier. And third, in some splice variants 
the amino-terminal 60 residues include a s  many as  12 arginines and iysines that 
would create preferred tryptic cleavage sites. 

Inactivation of the ShB variant of Shnker was dramatically disrupted by 
expressing mutated forms of the channel lacking most of the first 22 residues 
(Figure 10A). And inactivation could then be restored by exposing a n  inside-out 
patch containing mutated channels to a synthetic peptide with the sequence of 
the first 20 amino acids of the normal channel (Figure 10B). O n  the other hand, 
deletions in the region from residues 23 to 83 tended to change the rate of 

(A) WILD TYPE ShB 

(B) DELETION MUTANT A6-46 

(C) MUTANT + ShB PEPTIDE 

I I I I I I 
0 20 40 60 80 

Time (ms) 

10 MUTATION AND RECONSTITUTION OF INACTIVATION 

K currents in membrane patches from Xrnoprrs oocytes injected with 
Shahr  mRNA. (A) Inactivating current with ShB mRNA. Voltage steps 
to -30, - 10, + 10, and +30 mV. (8) Slowed inactivation with a 
deletion mutant removing amino acids 6 through 46 in the aminu- 
terminal end of ShB. [From Hoshi et al., 1990.1 (C) Restoration of 
inactivation in the deletion mutant by perfusing various concentrations 
of "ShB peptide" on the cytoplasmic face of an outside-out patch. The 
peptide consists of the first 20 residues of ShB. Voltage steps to +50 
mV. T = 20°C. [From Zagotta et a]., 1990.1 
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inactivation without disrupting inactivation altogether. Lengthening this region 
slowed inactivation, and shortening it speeded inactivation. These provocative 
observations suggest a structural hypothesis: The first 22 residues form the 
intracellular "ball" and the next 60 the "chain." If the ball is deleted, inactivation 
cannot occur; if the chain is shortened, the ball finds its receptor in the channel 
quickly, and if the chain is lengthened, the ball finds its receptor more slowly. 

In this interpretation, homotetrameric Shnker K channels ought to have four 
equivalent intracellular inactivation gates. Presumably whichever one gets there 
first would stopper the pore. How about Na channels, which also inactivate but 
have four nonitientical repeats? Do they have four inactivation gates? So far, 
experiments suggest that there is but one. One approach was to prepare a panel 
of antibodies against candidate regions of the known Na channel sequence and 
to look for block of inactivation. Catterall's laboratory made antibodies that 
would bind to the five largest putative intracellular domains: the amino- and 
carboxy-terminal domains and the three major loops between each of the homol- 
ogous repeats. Inactivation was slowed and the channel open time greatly 
prolonged only by an antibody specific for the loop between repeats 111 and IV 
(Vassilev et al., 1988, 1989). This loop, which is the shortest and most conserved 
of the Na channel interrepeat linkers, could be regarded as analogous to the - 
amino-terminal domain of inactivating K channels. It sits on the amino-terminal 
side of repeat IV and comprises 60 residues, 12 of which are arginines or lysines 
that would make many cleavage sites for trypsin and other reagents that remove 
inactivation of Na channels (Chapter 17). 

Another approach to finding the inactivation gate is through molecular 
genetics. The cDNA for Na channels can be clipped to make fragments that code 
for only one, two, or three of the homologous repeats. None of these fragments 
seem to produce functional Na channels by themselves, but when both halves of 
a full-length message are coinjected into-oocytes, functional channels may be 
obtained (Stiihmer et al., 1989). Apparently the two expressed halves of the 
protein find each other and make channels. Coinjection of the two mRNA 
fragments resulting from a clip between repeats 11 and 111 makes normal chan- 
nels. However, coinjection of the fragments resulting from a clip midway be- 
hveen repeats I11 and IV makes functional but n~ninac t iva t in~  channels. Again 
this implicates the 111-IV loop in inactivation. 

There seems little doubt that cytoplasmic domains of voltage-gated channels 
- - 

contribute to inactivation. The expe;iments we have discussed with chemical 
modification, antibodies, mutagenesis, and restoration with cytoplasmic pep- 
tides agree. Nevertheless, we have painted an oversimplified picture. Several 
cautions need to be considered. First, all of the experiments cited point to the 
importance of the cytoplasmic domains, but none of them show that these 
domains actually move during gating, much less stopper the pore. This does not 
detract from the experiments that have been done; it will inspire more. Second, 
various natural amino-terminal splice variants of Shaker differ ~ i '~n i f ican t1~  not 
only in their inactivation but also in their block by 4-aminopyridine, TEA, and 
CTX (Stocker et al., 1990). At least the latter two blockers have their binding sites 
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' on the extracellular side of the membrane and are strongly affected by mutations 
in the primarily extracellular 55-56 linker as we have already seen. Thus a 
putative intracellular domain affects extmcellular functions. Finally, as we men- 
tioned earlier, u-scorpion toxins, which can block inactivation of Na channels, 
do so by binding to extracellular domains of the macromolecule. Such observa- 
tions argue against strict localization of any function in the channel. The idea 
that large proteins segregate their component functions in isolated domains 
allows us to conceive of experiments with optimism, but the necessary interac- 
tions of all parts will confound the analysis and makes discovery more challeng- 
ing. In particular, gating seems to involve conformational changes felt through- 
out the protein. 

The S4 segment participates in voltage sensing 
We now turn to electrical excitability and voltage sensing. A truly original 
proposal of the Hodgkin-Huxley model was that permeability is controlled by 
the membrane potential. Hodgkin and Huxley (1952d) recognized that this 
would require charged "gating particles" in the membrane whose movement in 
the electric field would drive the permeability changes. The equivalent of six 
electronic charges had to move through the whole membrane electric field to get 
the steep gating of a Na channel (Chapter 2). It is now widely supposed that the 
54 segments of voltage-gated channels are major components of the voltage 
sensors. This region has cationic arginine (R) or lysine (K) residues at every third 
position, with nonpolar and hydrophobic residues between, a pattern that is 
strongly conserved among the known Na, K, and Ca channels (Figure 11).2 

What sort of motion would voltage sensors undergo? The answer may be 
known for a bacterial model system. Colicins are bacteriocidal proteins that 
permeabilize cell membranes in a highly voltage-dependent manner. Bacteria 
are killed when their membrane potential is negative. Opening of colicin E l  
channels is associated with movement of a highly charged segment (8 positive 
and 5 negative charges) of the protein from a position exposed to the bathing 
solution into the lipid bilayer (Figure 12A; Slatin et al., 1986; Merrill and Cramer, 
1990). This part of the molecule becomes unavailable to proteolytic cleavage and 
to iodination while the pore is opem3 Before the amino acid sequences of 
channels were known, Armstrong (1981) proposed that Na channels have ap- 
posed domains of opposite charge that shift stepwise in opposite directions 
under the influence of electric fields (Figure 126). He emphasized also that the 
number of charged groups exposed to the extracellular medium would change in 
the p r o ~ e s s . ~  Later when the '34 segments were recognized, they became natural 

'An apparently homologous motif is found in the cGMP-dependent channel of photoreceptors, 
which is not known to be voltage gated (Jan and Jan, 1990a). 

"any eukaryotic proteins are imported into intracellular organelles by possibly analogous 
potential-driven mechanisms after synthesis in the cytoplasm. 

'Changing exposure of extracellular negative charges is used by Armstrong to explain wrne 
actions of rnultivalent cations on gating (Chapter 17). 
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Sl~ukrr 
Na (1) 
c a  (1) 
Na (11) 
Ca (11) 
Na (111) 
Ca (Ill) 
Na (IV) 
Ca (IV) 

11 tIOMOLOGOUS SEQUENCES OF S4 SEGMENTS 

Comparison of amino acid sequences of 54 regions of rat brain 11 Na 
channel, rat skeletal nluscle Ca channel, and Drosol~l~ilu Slrrrker K chan- 
nel. All four homologous repeats are shown for Na and Ca channels. 
Basic arginine (R) and lysine (K)  residues are highlighted. 

(A)  1iEl.IX INSE1CIIC)N 

COOH COOH 

(B) STEPPING RATCHET ( C )  SI-IDING HELIX 

Out 

- 
12 MODELS OF VOLTAGE SENSING 

(A) Potential-dependent insertion of residues 425 to 460 of colicin E l  
causing a channel to open when the cytoplasmic compartment is nega- 
tively polarized. [From Merrill and Cramer, 1990.1 (B) Ratchcting sub- 
units with cornplementaly charge pairs. [From Armstrong, 1981.1 (C) 
Sliding helix representing the 54 segment with a helical stripe of basic 
residues paired with acidic residues from other segments. The underly- 
ing 54 a helix has a much steeper pitch than the stripe of charges, and it 
has the opplMte handdncaa.  [krura CatkraU, 1 W . j  A r r w b  btww 
motions postulated to lead to opening of the pore. 
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candidates for the positively charged half of such .I stansor. 011i. I , i)s~il~il~ly 1s 111.11 

an alpha-helical S4 scjin~e~it is pushe~i L).~l.h . I I I L ~  I ~ ) I I I I  .IS .I I W I . ~ I I I I ~ ;  l t b t l  ~ I I : . I ~ I ~ .  .I 

cyclinder of correspol~ding negatively charged sitcs ~ C ) ~ I I I L L L I  by 0 1 1 1 ~ ~ 1  1?,11.ts 01 illc 

protein (Figure 12C). Other geometries have bccn suggeste~l as well (c;tiy .rn~l 
Conti, 1990). All geometries require some negative residues nearly paired with 
the positive residues within the membrane. Opening of the gates might be 
initiated by an outward movement of the positive residues through the mem- 
brane electric field, an inward movement of the negative residues, or both. 

Before discussing tests of the S4 hypothesis, let us consider some expecta- 
tions. A two-state voltage sensor should change from its nonpermissive to its 
permissive position as described by the Roltzmann distribution of Equation 2-22 
and Figure 20 in Chapter 2. The voltage dependence of the transition would 
have a steepness given by zy, the equivalent gating charge, and a midpoint 
voltage governed by w, the work required to move to the permissive or open 
position in the absence of an applied electric field. Mutations that alter the 
stability of the open or closed positions would shift the midpoint voltage. 
Mutations that remove some of the gating charge would change the steepness. 
Many mutations could affect charge and stability simultaneously. We must 
further consider that channels have snlrral voltage sensors-apparently four- 
and therefore experi-nts changing only one of them could gi;; quite different 
results from experiments changing all of them. Suppose only sensor I is mutated 
to make it open at more negative potentials; the opening of the pore as a whole 
may be changed little if sensors 11, 111, and IV function normally and must also 
open before the channel conducts. On the other hand if sensor I is mutated to 
open at more positive potentials, the entire channel opening may be dominated 
by that one sensor. Gating should be shifted in the positive direction and 
reduced in steepness. 

Stiihmer et al. (1989) tested mutations primarily in the 54 segment of the first 
repeat of rat brain Na channels. They reasoned that as this S4 segment has the 
smallest number of basic residues, changes there might have the most dramatic 
effects. They tried 14 mutations changing one, two, or three basic residues to 
neutral (glutamine) or acidic residues. Every mutation had effects on the voltage 
dependence of gating, the clearest trend being a progressive reduction of the 
steepness of activation as positive charge was removed (Figure 13). The mid- 
point of activation and inactivation were also shifted, although neither in paral- 
lel nor even in a consistent direction. For example, to pick extremes, neutralizing 
the two arginines nearest the outside in Figure 11 reduces the steepness oi 
activation by 43% and shifts activation by - 19 mV and inactivation by - 26 mV, 
whereas neutralizing the arginine and lysine nearest the cytoplasmic side re- 
duces steepness by 3390 and shifts activation and inactivation gating by + 26 and 
-9  mV respectively. A - 19 mV shift with mutations in only one repeat is not 
expected from the logic we have discussed. It implies that the voltage depen- 
dence of all sensors becomes shifted in the negative direction, so the channel 
actually opens at more negative potentials. An alternative explanation that 
repeat I is the only one with an effect on gating (the others do other things) is 



Decrese in positive charge in 54 

13 CHARGES IN 54 AFFECT GATING 

Equivalent gating charge zg for mutated forms of rat brain I1 Na chan- 
nels expressed in Xrtlopus oocytes. The 54 segment of repeat I was 
mutated by changing one or more positively-charged amino acids to 
neutral or negatively-charged residues. The IIodgkin-Huxley m?, pa- 
rameter was calculated from peak l,, measured under voltage clamp, 
and the voltage dependence of 1112 was used to estimate gating charge 
using Equation 2-22. [After Stiihmer et al., 1989.1 

ruled out by tests of mutations in repeat 11, which seem to give results like those 
in repeat I. 

Similar experiments have bcen done with mutations of Shaker K channels 
(Papazian et al., 1991). Again mutations neutralizing any one of five basic 
residues change the voltage dependence of gating. But here only one of the 
mutations reduces steepness of gating (by 40%), and all shift the midpoint 
(either positive or negative). unlike for Na channels, the shifts of activation and 
inactivation of the K channels were parallel and nearly identical. 

Charged residues are not the only ones that influence gating in the S4 - - 
segment: Consider an important mot; of hydrophobic leucine residues. In K 
channels there is a highly conserved LEUCINE I I E F ~ A D  REPEAT, where leucine 
residues occur every seven amino acids, five times in a row, starting in the 54 
segment and continuing through into the beginning of the 55 segment (McCor- 
mack et al., 1989). The first two leucines (L) are seen in Figure 11. In a wide 
variety of other proteins, heptad repeats signify regions of jnterchain interac- 
tions. Whatever the tertiary structure of this region in a K channel, replacing 
individual leucines conservatively with valines has a profound effect on channel 
gating. Changing the first or second leucine (the ones within 54) shifts the 
activation gating curve 70 to 100 mV to the right, and changing a leucine closer to 
55 shifts it 20 mV to the left (McCormack eta]., 1991). Thus the leucinesin the S4 
segment stabilize the dosed state whereas those near S5 stabilize the open state. 
Leucine residues also fall in the S4 region of other channels (Figure 11). Once 
again in Na channels, when one of these leucines is mutated to a phenylalanine 
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(in just one repeat), the activation curve shifts to the right (about 25 mV; Auld et 
al., 1990). 

In summary all mutations reported in 54 segments alter the equivalent gating 
charge or the work required to open Na and K channels. Thus this segment dnd 
the loop extending towards S5 must have numerous interactions with other 
parts of the channel that become rearranged as sensing and gating proceed. 
Voltage sensing is complex enough, however, that these initial experiments 
cannot yet be simply related to hypotheses like the helical screw model of Figure 
12C. 

Recapitulation of early structure-function studies 
In only six years' work with channel sequences, major strides have been made to 
clarify structure and to assign function. Pore-forming regions have been identi- 
fied by mutations that affect conductance and by finding residues that interact 
with open-channel blockers. Outer vestibules have been localized by mutations 
that alter block by TEA, CTX, TTX, or STX. The ball-and-chain model has been 
endorsed for inactivation, and a region that must move during voltage sensing 
has been found. This is probably only the beginning of channel engineering. The 
results dispel the notion that differences of speed, steepness, or midpoint of 
gating and differences of toxin sensitivity imply major structural differences 
among channels. We have seen that single amino acid changes can have large 
effects. Results will acme rapidly in this exciting area. These methods in combi- 
nation with high-resolution crystallography could answer the biophysical goal to 
understand channels as molecular machines. 



MODIFIERS OF GATING 

Among natural neurotoxins we find not only those that block specific ionic 
channels but also those that modify the kinetics of gating. Well-investigated 
examples include the peptide toxins in scorpion venoms and in nematocysts of 
coelenterate tentacles, the alkaloidal toxins secreted by tropical frogs, and other 
lipid-soluble, insecticidal substances of many plant leaves. They act on Na 
channels by increasing the probability that a channel opens or remains open. 
They cause pain and death by promoting repetitive firing or constant depolariza- 
tion of nerve and muscle and by inducing cardiac arrhythmias. These toxins are 
interesting to biologists as finely adapted defense mechanisms, and are useful to 
students of channels as specific biochemical labels and as chemical means to 
activate Na channels. In addition, some simple chemical treatments or even a 
modification of the ionic content of the bathing medium can be used to change 
gating. Divalent ions, in particular, affect the voltage dependence. All these 
gating modifiers are discussed here. Many literature references can be found in 
reviews (Narahashi, 1974; Catterall, 1980; Ulbricht, 1990). An exciting prospect 
for the future is that there may be endogenous ligands in the body that manipu- 
late excitability by acting on the sites described in this chapter. 

Chemical treatments and neurotoxins together provide important informa- 
tion about the mechanisms of gating. In the Hodgkin-Huxley (HH) model, the 
time course of macroscopic current in Na channels is described in terms of a 
rapid activation process that opens channels during a depolarization and a 
slower, independent inactivation process that closes them during a maintained 
depolarization (Chapter 2). We know from kinetic evidence discussed in Chap- 
ter 18 that the underlying mechanisms are actually neither as simple nor as 
separable as the HH model suggests. As is explained there, the rate of inactiva- 
tion depends on the state of activation, and the rate of deactivation depends on 
the state of inactivation. One might therefore be tempted to abandon the 
concept of distinguishable activation and inactivation processes. However, 
pharmacological experiments discussed here show that the concept should be 
maintained. 

This chapter is heavily biased toward Na channels and concerns three major 
classes of gating modifications: (1) prevention of inactivation, (2) promotion of 
activation at rest, and (3) shifts of the voltage dependence of all gating processes. 
The agents to be discussed are listed in Table 1. Other chapters describe the 
effects of chemical transmitters on gating (Chapter 6) and the effects of blocking 
cations on gating (Chapters 15 and 18). 
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Pronase and reactive reagents elimirzate inactivation 
of Na channels 
The inactivation process is easily impaired by chemical agents and enzymes 
acting from the axoplasmic side of the membrane. Some modifications involve 
irreversible cleavage of covalent bonds, and many slow the rate of inactivation 
so much that the duration of single action potentials is increased to several 
seconds or even minutes. lnternal treatment with pronase, papain, or some 
other proteolytic enzymes is a classical example. 

Pronase is a mixture of proteolytic enzymes-endopeptidases-often applied 
briefly inside squid giant axons to loosen the rigid axoplasm and to open a space 
for flow of internal perfusion solutions. However, i f  treatment is continued for a 
few minutes, the enzyme begins to destroy the inactivation gating process as 
well (Figure 1A and 6). Na currents activate normally but fail to inactivate, so 
that during a long depolarizing pulse the Na channels remain open (Armstrong 
et al., 1973). While inactivation is being destroyed, the Na currents decrease 
progressively, as if the enzyme continues to attack other important groups on 
the channel. 

A similar loss or slowing of Na inactivation, often accompanied by a decrease 
of INa,  is seen whenexcitable cells are treated with a variety of reactive reagents, 
including N-bromoacetamide (NBA), chloramine-T, 2,3,6-trinitrobenzene sul- 
fonic acid (TNBS), 4-acetamido-4-isothiocyanostilbene-2,2'-disulfoni~ acid 
(SITS), glyoxal, tannic acid, iodate, dilute formaldehyde, and glutaraldehyde 
(Eaton et al., 1978; Horn, Brodwick, and Eaton, 1980; Nonner et al., 1980; Oxford 
et a]., 1978; Stampfli, 1974; Wang et al., 1985; reviewed by Ulbricht, 1990). In 
addition, high internal pH (pH, > 9.5) reversibly stops inactivation in squid 
giant axons, and low internal pH (pH, < 6), in frog muscle (Brodwick and Eaton, 
1978; Nonner et al., 1980). Finally, there is a group of hydrophobic, inactivation- 
modifying drugs, e.g., DPI-201-106, that are being explored for possible clinical 
use (Romey et al., 1987; Wang et al., 1990). Whenever the agent is relatively 
membrane impermeant (enzymes, iodate, TNBS, SITS, or pH), it modifies 
inactivation only if applied from the inside. Internal pronase, trypsin, NBA, or 
SITS also remove the fast inactivation of A-type K channels (Matteson and 
Carmeliet, 1988; Oxford and Wagoner, 1989; Hoshi et al., 1990). 

In most adult cells these agents seem to act on a gating process whose 
kinetics correspond qualitatively to those of inactivation in the classical HH 
model, while leaving activation intact. Thus, after pronase, the turn-on of INa in 
squid axon follows the same initial time course (Figure 1C) and has the same 
voltage dependence as before. The turn-off after a long depolarization has the 
brisk, exponential time course expected from the normal reversal of activation- 
deactivation (Figure 1B). The agreement suggests that activation and inactiva- 
tion gating are really separable. 

~ c c o r d i n ~  to almost any model of gating, the current should become larger 
when inactivation is removed. The HH model says that over half the Na 
channels are normally inactivated at the time of peak lNa (Figure 16 of Chapter 
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(A) CONTROI. 

(B) AFTER I'RONASE 

(C) COMPARISON 

.............................................. 

Pronase ( x  1.3) 

1 REMOVAL OF Na INACTIVATION BY PRONASE 

Voltage-clamp currents from an internally pcrfused squid giant axon 
stepped to the indicated potentials. The internal perfusion solution 
contained TEA to eliminate current in K channels. (A) Na currents 
before pronase. (0) Noninactivating Na currents after 6 min of perfu- 
sion at 1WC with 2 mdml  pronase. T = 3°C. [From Armstrong et al., 
1973.1 (C) Comparison of current time course before and after pronase. 
The Na currents are reduced by using a low-sodium seawater, and  the 
initial outward transient is Na channel gating current. The pronase 
record has been scaled u p  30% to make the gating currents match. Note 
that the activation time courses match then too: T = 10°C. [From 
Bezanilla and Armstrong, 1977.1 
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TABLE 1. AGENTS MODIFYING GATING IN Na CHANNELS 

CJrentical agents rernourrtg innctimtior[ (those that are not membrane per- 
meant must be applied inside) 

Pronasc. trypsin 

NBA, NBS, TNBS, SITS, 10 j, trinitrophenol 

Glyoxal, tannic acid 

Formaldehyde, glutaraldehyde 

pH, < 6, pII, > 9 

Acndine orange or cosine Y plus light 

Scorpion rrrld cocl~rrtrrntr pephrte a toxi~rs slowi~rg i~tncti~~~ltiort (must be 
applied outside) 

Lriurus quinquestrinttis (North African) 

Buthrrs elryeus; B. talrttrllis (Asian) 

Ar~droclonus austrnlis (North African) 

Certtruroides sculpt~rratlrs; C. slifftrsus (North American) 

Tityus sernrlattrs (South American) 

Anemonia sulcnta (Mediterranean) 

Anthopleura xanthogrammicu (California) 

Condylnctis gigantea (Bermuda) 

Scorpion peptide (3 toxins shiftirtg oclivution (must be applied outside) 

Centruroidzs sculpturntus; C. suffusus 

Tityus serrrrlattds 

Aconitine, veratridine, batrachotoxin 

Pyrethroids: allethrin, dieldrin, aldrin, tetramethrin 

Grayanotoxins 

DDT and analogs 

Ionic corrditiorts flfjectiny voltage drpendr~rcr of gi~tirrg 
External divalent ions and pH 
External and internal monovalent ions 

Charged or dipolar adsorbants: lyotropic anions, salicylates, phlvrizin 

2), so the current should more than double if inactivation is eliminated. Never- 
theless in most cells, chemical treatments lead to a decrease, as if some Na 
channels are rendered completely nonconducting by the treatment. In neuro- 
blastorna cells, however, the same treatments augment lNa and change its 
voltage dependence in ways that have interesting implications about channel 
gating mechanisms (Chapter 18). 



Modifiers of Gating 449 

At the single-channel level these inactivation modifiers prolong the open 
time of Na channels with no known effect on permeation. Figure 2 shows 
experiments with cultured embryonic rat muscles (myotubes) at 10°C. Step 
depolarizations elicit brief unitary Na currents in control cells' and much longer 
ones in NBA-treated cells (Figure 2A). Histograms of open-channel lifetimes 
show that the mean open time at -40 mV increases tenfold with NBA treatment 
(Figure 28). The single-channel conductance is not changed. 

Does this catalog of chemical modifications of inactivation tell us the chemis- 
try of "the inactivation gate"? Unfortunately, none of the reactive reagents or 
enzymes is completely specific for one chemical group. Nevertheless, the over- 
lap of specificities suggests that the targets are intracellular domains of the 
channel with accessible arginine residues and with tyrosine, tryptophan, or 
histidine residues. As we saw in Chapter 16, probable targets are the loop 
between homologous repeats 111 and IV of the Na channel and the amino- 
terminal 60 amino acids of Shaker-like K channels, domains that might corre- 
spond to the ball and chain postulated by Armstrong and Bezanilla (1977). 

Many peptide toxins slow inactivation 
The sting of scorpions and sea anemones causes pain and can lead to paralysis 
and cardiac arrhythmias. Their venoms (Table 1) contain a powerful cocktail of 
excitation-enhancing polypeptide toxins (Berttini, 1978; Catterall, 1980; Meves et 
al., 1986; Strichartz et al., 1987). A single scorpion venom may contain 20 active 
peptides. At least three classes of action conspire to give theoverall excitation: 
some toxins slow inactivation of Na channels (a toxins), some shift the voltage 
dependence of activation to more negative potentials (P toxins), and others, 
including charybdotoxin, block various potassium channels. Those that have 
been purified and sequenced are single polypeptide chains with 27 to 70 amino 
acids, held in a compact structure by several internal disulfide bonds. There is 
striking sequence homology among different a -  and P-scorpion toxins and 
among different anemone toxins but not between the two. Many of the peptides 
are selective for specific animal targets (e.g., crustacea, insects, vertebrates, 
etc.), even when applied directly to the axon membrane. 

The a-scorpion and anemone toxins bind reversibly and competitively to a 
common external receptor on the Na channel with dissociation constants rang- 
ing from 0.5 niu to 20 PM at rest. This receptor is distinct from the STX and TTX 
receptor, and binding does not block ionic fluxes' in the pore. The classical effect 
on nm>r is a profound prolongation of the action potential (Figure 3, note time 
scales) accounted for by a several-hundredfold slowing of Na inactivation (Kop- 
penhofer and Schmidt, 1968a,b; Bergman et al., 1976; Romey et al., 1976; Wang 
and Strichartz, 1985). The decay of I,, in a voltage-clamp step acquires a 
multiexponential character, extending for seconds. In Na channels of frog mus- 
cle, inactivation is slowed too, but only a fewfold (Cattemll, 1979). As we saw 

' The control openings are much longer in the embryonic form of Na channel expressed by 
rnyotubes than in the form seen in adult muscle (cf. Figure 6 in Chapter 3). 
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(A) SINGLE-CHANNEL CURRENTS 
3W p~ NBA 

I 65 rns I \rJ 

Event duration (ms) 

(8) OPEN-TIME DISTRIBUTIONS 

2 NBA LENGTHENS OPEN TIME OF Na CHANNEL 

200 

150 
c.7 - 2 

% 1W- 
G n 
5 ' 5 0 -  

Patch-clamp recordings in membrane patches excised from cultured rat 
myotubes. (A) Na channels (embryonic type) opening during pulses to 
-50 mV before and after treatment with N-bromoacetamide. Three 
individual records are shown above, and the average of 144 or 96 
records below (scaled arbitrarily). (8) Histograms of observed open 
times at - 40 mV from many similar records, showing that NBA length- 
ens mean open time almost tenfold. T = 10°C. [From Patlak and Horn, 
1982.1 
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"r Control + Lriurus venom 

Time (ms) Time (seconds) 

3 LONG ACTION POTENTIALS IN SCORPION VENOM 

Action potentials recorded from a node of Ranvier of a frog myelinated 
nerve fiber before and 5 min after treatment with 1 +pJrnl of venom 
from kiurus quirtquestriatus. Action potentials are elicited by applying a 
100 )LS depolarizing current across the node. T = 22°C. [From Schrnitt 
and Schmidt, 1972. J 

with pronase and other internally acting modifiers, the rate and voltage depen- 
dence of activation are usually little changed by the u peptide toxins. 

As with other agents affecting gating, a-scorpion toxin binding depends on 
the state of the channel. In this case, membrane depolarization weakens the 
toxin-channel interaction and hastens the dissociation of the complex (Catterall, 
1977a, 1979; Mozhayeva et al., 1980; Strichartz and Wang, 1986). Dissociation 
becomes a steep function of the membrane potential in the potential range -50 
to -10 mV. One can suppose, qualitatively, that a toxins bind strongly to 
resting and open channels and weakly to inactivated ones. Then inactivation of a 
drug-bound channel would be less favorable since that gating step now would 
have to overcome the extra energy needed to weaken the drug-receptor interac- 
t i ~ n . ~  In this hypothesis, transitions between resting and open states remain 
normal, as no change in toxin binding energy occurs between them. Whatever 
the details of this state-dependent binding to an external site on the channel, the 
conclusion is inescapable that Na channel inactivation alters the structure of the 
outside-facing part of the channel-the toxin binding site-in addition to closing 
the physical gate, believed to lie at the opposite end. 

In addition to a toxins, New World scorpions such as Centruroides and Tityus 
have p toxins, which modify activntiort of Na channels and cause channels to 

This explanation is analogous to the hypothesis discussed in Chapter 15 that local anesthetics 
bind more strongly to irrartimtd Na channels and in this way make the resting and activated states 
less favorable. 
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remain open at the normal resting potential for hundreds of milliseconds. Acting 
alone, this kind of toxin makes axons fire long, repetitive trains of action 
potentials. The activation-modifying toxins have complex kinetic effects on 
gating (Cahalan, 1975; Hu et a]., 1983; Wang and Strichartz, 1983; Jonas et al., 
1986; Meves et a]., 1986). They bind to a receptor distinct from that for the 
inactivation-modifying a toxins Uover et al., 1980; Meves et al., 1986), take 
several minutes to act, and dissociate much more slowly than do a toxins. The 
primary effect of crude Centruroides venom is shown in Figure 4. During a step 
depolarization, IN, activates and inactivates with a nearly normal time course, 
but after the pulse, a new phase of INa begins (arrows) that develops in a few 
milliseconds and decays away gradually over the next 500 ms. During this 

(A) CONTROL 

(B) CENTRUROIDES TOXIN 1. 

4 Na TAIL CURRENTS INDUCED BY CENTRUROIDES TOXIN 

Na currents from a node of Ranvier under voltage clamp. (A) Early 
transient inward I , ,  during depolarization and no inward tail current 
(arrow) upon repolarization of the control node. (B) After treatment 
with 1.4 PM of fraction I, of Crr~truroides sculpturatrrs toxin, a large and 
long-lasting tail current (arrows) develops following each depolariza- 
tion. [From Wang and Strichartz, 1983.1 
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period, Na channels are in a completely new state that opens spontaneously at 
the normal resting potential. Cahalan (1975) explored the nature of this state by 
applying additional hyperpolarizing and depolarizing pulses after the initial 
inducing pulse. He found that strong hyperpolarizations close the modified 
channels rapidly (1 ms) and reversibly, whereas depolarizations close them 
slowly. Hence the modified channels still have functional voltage-dependent 
gates. In terms of a state diagram like those in Chapter 15, we can write 

where 0' stands for the modified open state. Cahalan concluded that the 
modified channels have (1) a shifted inactivation process (0*+18) that closes 
them with the usual slow time constant T,, during a depolarization but at 
membrane potentials 23 mV more negative than normal, and (2) a severely 
altered activation process (R*-+O*) whose rapid open-close transitions occur at 
membrane potentials 40 mV more negative than usual (i.e., hyperpolarization 
closes moditied channels by a strongly shifted deactivation step) and with less 
steep voltage sensitivity. The effects of J3 toxins are unusual in that strong 
changes of activation are not accompanied by equally strong changes of inactiva- 
tion. AS Cahalan found, modified open channels (0') appear ufter a depolarizing 
pulse. His model ascribed this to a voltage-dependent on-rate of the toxin. 
Meves et al. (1986) prefer a model in which the channels are already modified at 
rest (R') but require a large depolarizing pulse to promote them to the open (0') 
state. 

A group of lipid-soluble toxins chntiges rnatzy 
properties of Na chanlrels 
Alkaloids from species of A~~onitum (the buttercup family) and of Yeratrtin~ and 
relatives (lily family) have long been known to be highly poisonous, causing 
cardiac failure, afterpotentials, and repetitive discharges in nerves (Shanes. 
1958). The tuber of Aconitum ferox was used by Himalayan hunters to poison 
arrows, and articles by Sydney Ringer on actions of "aconitia" and "veratria" 
appear in the first volume of the journal of Physiology (1878). We now know more 
than 50 lipid-soluble toxins oi surprising structural diversity (Figure 5) that share 
a common mechanism of action (reviewed by Catterall, 1980; ~ o n e r j a ~ e r , '  1982; 
Khodorov, 1985; Strichartz et al., 1987; Hille et al., 1987; Ulbricht, 1990). In 
addition to aconitine and veratridine, the list includes batrachotoxin (BTX) from 
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Colombian arrow-poison frogs, insecticidal pyrethrins from chrysanthemums, 
grayanotoxins from rhododendrons and other Ericaceae, and commercial insec- 
ticides related to pyrethrins and DDT (Table 1). Because these molecules cause 
Na channels to open more easily and to stay open longer than normal, they can 
be called Na channel ACONISTS. In the laboratory they are useful chemical tools 
to activate isolated Na channels reconstituted in lipid bilayers and vesicles (see 
Figure 16 of Chapter 15). 

The structures of these toxins suggest a receptor in a strongly hydrophobic 
region such as at the boundary between membrane lipids and the membrane- 
crossing segments of the channel. The receptor is distinct from those for scor- 

Aconitine Veratridine 

Crnyanotox~n I H3x3 &CH;H=CH2 

CH3 
\ / C d H  C-0 

CH3 0 // c , + : : ~ c l  
Allethnn I DDT 

5 LIPID-SOLUBLE ACXIVATORS OF Na CHANNELS 

These compounds interact with open Na channels to incre~se the 
probability of channel activation. Veratridine is one of a class of similar- 
acting natural veratrum, ceveratrum, and germine alkaloids. There are 
many natural grayanotoxins, and many synthetic analogs of DDT and 
allethrin (pyrethroids) used as insecticides. Allethrin is r~lodeled after 
the natural pyrethrins of Cltrysunthrmrin~. 
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pion toxins, anemone toxins, STX, or TTX. However, binding and action are 
greatly enhanced by all treatments that promote or prolong opening of Na 
channels, including modification with scorpion toxin, NBA, or DPI and repeti- 
tive depolarization (Hille, 1968a; Ulbricht, 1969; Catterall, 1977b; Khodorov and 
Revenko, 1979; Catterall et al., 1981; Sutro, 1986; Barnes and Hille, 1988; Wang et 
al., 1990). Local anesthetics act as competitive antagonists of binding, presum- 
ably because they hold channels closed. Evidently the toxins are free to ap- 
proach and leave their binding site from the lipid membrane only while the 
channel is open. 

Bound lipid-soluble toxins seem to distort Na channels considerably, as both 
gating and permeation are strongly affected (reviewed by Catterall, 1980; 
Khodorov, 1985; tlille et al., 1987). The effects on gating are like a combination of 
the actions of u- and p-scorpion toxins. voltage-dependent activation is shifted 
to a different range of membrane potentials, and inactivation is slowed or 
sometimes eliminated. The midpoint of the activation curve is 20 to 90 mV more 
negative than before, so many or all of the modified Na channels would remain 
open at the former resting potential. The effects on permeation are unique. The 
single-channel conductance is reduced and the normal strong preference for 
Na' ions is diminished. These are the only toxins reported so far that change 
the ionic selectivity of a channel. 

Aconitine and BTX are long-acting agents with similar electrophysiological 
actions (Albuquerque et al., 1971; Schmidt and Schmitt, 1974; Mozhayeva et al., 
1977, 1986; Khodorov and Revenko, 1979; Campbell, 1982b; Khodorov, 1985; 
French et al., 1986). Figure 6 shows actions of these toxins on nodes of Ranvier. 
In the first experiment, peak current-voltage relations are measured in normal 
Na channels (Figure 6A, control). The transient IN, activates positive to - 50 rnV, 
reaching a peak of - 17 rul near 0 mV and reversing at + 45 mV. Then the node 
is exposed to 150 ~ h l  aconitine and use-dependent modification is induced by 
applying more than 1OOO drpolarizing steps until all the transient lNa is replaced 
by noninactivating current. Current-voltage relationships are  measured again. 
Now INa activates already at -90 mV, reaching a peak of unly -5 nA at -50 mV 
and even reversing at + 15 mV. Similarly, after a node has been depolarized 3000 
times in 10 hhf BTX, lNa activates at potentidls 50 niV more negative than normal 
and does not inactivate (Figure 68). These changes reflect 1)a loss of inactiva- 
tion, 2) a shift of voltage dependence of activation, 3) reduction of single-channel 
conductdnce, and 1) reduction of the selectivity ratio PNJPK. When the extra- 
cellular N a  + is replaced by NH4+ (Figure 6A), the peak currents increase and the 
reversal potential becomes more positive, quite unlike the same experiment done 
in a normal node (Figure 4 of Chapter 13). Aconitine modification has made 
NH4+ more permeant than Naf;  the Cst ,  Rbf,  and K+ ions rise to per- 
meability ratios of 0.5 to 0.8 (Mozhayeva et al., 1977). The selectivity filter acts as 
if it had been widened by a few tenths of an Angstr(im. 

As we have seen, lipid-soluble toxins provide another example of state- 
dependent binding (reviewed by Hille et al., 1987). As is expressed by the state 
diagram, 
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o n  a n d  off reactions occur primarily from the  o p e n  state. For aconitine a n d  BTX, 
the  off reaction takes hours, so  binding is effectively irreversible in the time scale 
of most experiments. O n  the  other  hand ,  the  lifetime of the modification is only 
milliseconds to seconds with DDT, pyrethrins, o r  veratridine-like alkaloids, and  
t h e  binding-unbinding s teps  can b e  studied repeatedly (Hille, 1968a; Ulbricht, 

(A) ACONITINE SHIFTS 

10 t- 
(B)  BTX SHIFTS 

Time (ms) 

6 MODIFICATION WITH ACONITINE AND BTX 

Voltage-clamp measurements of Na-channel currents in nodes of Ran- 
vier. (A) Pcak current-voltage relation for Na channels before and after 
modification by 150 p~ aconitine. A second measurement on modified 
channels was made in a Ringer's solution with all the Na* replaced 
with Nil,+. [From Mozhayeva et al., 19771 (B) Noninactivating- time 
course of currents in B'rX-modified channels. T = 11.5"C. [From Du- 
bois et al., 1983.) 
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1969; Lund and Narahashi, 1981; Seyama and Narahashi, 1981; Vijverberg et al., 
1982; Sutro, 1986; Leibowitz et al., 1986; Barnes and Hille, 1988; Wang et al., 
1990). In whole-cell voltage-clamp experiments with veratridine, for example, 
INa activates normally during a depolarizing test pulse but then does not inacti- 
vate fully during the pulse, and persists for a couple of seconds after the step 
back to resting potential. In terms of the state diagram, channels are presumably 
in the unmodified R state at rest, and after opening (O),  become modified (0*), a 
state that persists for about 1 s until the drug dissociates again. These transitions 
can be captured at the single-channel level (Barnes and Hille, 1988; Wang et al., 
1990). In Figure 7, depolarizing test pulses elicit short Na channel openings (0) 
of normal amplitude, which sometimes give way to the low-conductance, mod- 
ified state (0'). Presumably at that moment a veratridine molecule gains access 
to its receptor. The modified openings last for a second on average, and at their 
termination there may appear another brief full-sized opening (0) before the 
channel closes to rest (R). 

Extenzal Ca2+ ions shift voltage-dependent gating 
As Sydney Ringer recognized one hundred years ago, Ca2+ ions are indispens- 
ible for membrane excitability. They act both inside and outside the cell. Chap- 

(A) RECOKDED CURREN'I' 

Normal channel 
opens 

.................... 

Channel becomes 
modified 

1 I I I 
0 5 10 

Time (ms) 

7 VERATRlDINE MODIFIES A Na CHANNEL 
The moment of use-dependent modification of a single Na channel. (A )  
A patch-clamp pipette containing 0.25 mM veratridine is used to record 
from an N18 neuroblastoma cell during a 60-mV depolarizing step. 
After 3.5 ms, a single Na channel opens with normal conductance; 0.8 
ms later the channel is modified by veratridine. Modification reduces 
the conductance to 15% of normal and prevents inactivation. T = 27°C. 
(9) Idealized interpretation. [Unpublished record from work of Barnes 
and Hille, 1988.1 
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ters 4, 7, and 8 emphasized the intracellular actions, which are mostly "excita- 
tory." When intracellular free Ca2+ rises from its 1 0 0 - n ~  resting level, secretion, 
contraction, channel gating, and other processes are set in motion. lntracellular 
free Mg2+, which is usually near 0.5 to 1 mM, does not substitute for calcium in 
these responses. What is the extracellular role of calcium? Naturally, the extra- 
cellular compartment is the ultimate source of all intracellular ions, and when- 
ever Ca channels open in the plasma membrane, extracellular Ca2+ ions enter 
and stimulate intracellular events or fill intracellular stores. However, there is 
another, strictly extracellular, action of divalent ions, the subject of the remain- 
der of this chapter. 

Raised [Ca2+], closes gates of voltage-dependent channels, raises the resting 
membrane resistance, and raises the threshold for electrical excitatio~~ of nerve 
and muscle (Brink, 1954t-a STA~ILIZINC action. All divalent ions, including 
Mg2+, have these effects. Lowered [Ca2 +I, has the opposite effects, including 
making nerve and muscle hyperexcitable, a condition seen in the clinic in 
patients with hypoparathyroidism.3 The changes of firing threshold are impor- 
tant to experimentalists because they occur whenever cells are studied in non- 
physiological solutions. In normal function, however, most organisms maintain 
constant extracellular divalent ion concentrations, so the stabilizing effect of 
divalent ions is not regarded as a physiological signal in uiuo. 

Our present description of the stabilizing action of external calcium dates 
from the voltage-clamp study by Frankenhaeuser and Hodgkin (1957). They 
found that calcium concentration changes shift the voltage dependence of Na 
and K channel gating almost as if an electrical bias is added to the membrane 
potential. For example, the peak P,,-E curve, for opening Na channels with 
voltage steps, shifts along the voltage axis (Figure 8 t p o s i t i v e  shifts for raised 
Ca and negative shifts for lowered Ca. Thus, in a frog muscle bathed in standard 
frog Ringer's (2 mM Ca), a depolarization to -45 mV opens about 5% of the Na 
channels. If the Ca is raised tenfold, the membrane must be depolarized to - 24 
mV, and if the Ca is removed, the membrane must be depola&ed only to - 60 
mV to open the same number of channels. Shifts have been described for 
activation and inactivation of Na channels, activation of delayed-rectifier K 
channels, activation of Ca channels, activation of I,,, and contractile activation of 
muscle (via the transverse tubular excitation-contraction coupling mechanism) 
in all tissues studied (Weidmann, 1955; Hagiwara and Naka, 1964; Blaustein and 
Goldman, 1968; Hille, 1968b; Gilbert and Ehrenstein, 1969; Mozhayeva and 
Naumov, 1970, 1972c; Campbell and Hille, 1976; Dorrscheidt-Kafer, 1976; 
Kostyuk et al., 1982; Hahin and Campbell, 1983). Apparently all voltage-gated 
channels on the surface membrane are affected-except the inward rectifier. 
Although the shifts are always in the same direction, different voltage- 
dependent properties are shifted different amounts. 

the laboratory, at even lower [Ca2' 1, (<SO p ~ ) ,  the membrane of many cells becomes 
excessively leaky to a broad spectrum of small molecules, and many nerve and muscle cells become 
inexatable. Armstrong and Lopez-Barneo (1987) and Armstrong and Miller (1990) show that delayed 
rectifier and Skakr K channels lose their Kt ion selectivity and stay open under low Ca2+ condi- 
tions. 
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8 SHIIT OF Na CHANNEL ACTIVATION WITH [caZ' 1, 
Voltage dependence of peak P,, measured in a frog skeletal muscle 
fiber with step depolarizations (similar to Figure 13 in Chapter 2 but 
using Equation 13-5 to calculate PNa)  The normal [CaZ+] of frog Ring- 
er's is 2 mM. Increases or decreases from the norm shift the voltage 
dependence of activation. Smooth curve for 2 mM Ca is arbitrary. Other 
lines are the same curve shifted by - 14.4, -7.8, +7.9, and +18.0 mV 
relative to control. The curves for 5 and 20 rnM Ca have also been 
scaled slightly assuming that Ca2+ ions give a weak voltage-dependent 
block by Ca2+ followirlg Equation 15-2, with 6 =  0.27 and KG(O mV)= 
80 mhl. [From Campbell and Hille, 1976.1 

Frankenhaeuser and Hodgkin (1957) considered two classes of explanation 
for these effects (we consider a third later). The first we shall call the DIVALENT 

GATING-PARTICLE THEORY, and the second, the SUIIFACE-POTENTIAL Tl IEOKY.  Both 
theories have validity, but the surface-potential contribution seems to be the 
more important of the two. The first theory supposes that Ca2+ ions are the 
voltage sensors-the gating particles that move in the electric field of the mem- 
brane: They bind to a channel component at rest, keeping the pore closed, and 
are pulled off the channel by membrane depolarization, opening the pore. The 
less calcium there is in the medium, the more channels are open. The simplest 
form of this idea is that gating is actually a steeply voltage-dependent blvck by 
Ca2+ ions drawn in and out of the channel pore by the electric field. There are 
three flaws to that theory. First, it could not apply to Ca channels, which are 
highly permeable to Ca2+ ions rather than being blocked by them, and yet show 
the same [Ca2+],-dependent shifts of activation as other channels d o  (Figure 9). 
Second, a voltage-dependent block of Na channels by Ca2+ ions is observed but, 
as is described in Chapter 15, it has a small effective valence (z' = 0.5) and 
reaches a steady state within tens of microseconds of a voltage step. The known 
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10 mM [Ca2'1, 

h I A 30 mhl [Ca 
060 mM [Ca2'l, 

9 SHIFT OF Ca CHANNEL ACTIVATION WITH ICa2+l, 

Voltzge dependence of peak I,, measured in a Helix neuron under 
voltage clamp. As (CaZ+], is increased, activation of Ca channels shifts 
in the positive direction, maximum inward current increases, and the 
apparent reversal potential estimated by extrapolation of the Ic,-E 
relation increases. [From Kostyuk et al., 1982.1 

block lends a measurable "instantaneous" voltage dependence to the single- 
channel Na conductance, but does explain normal open-close gating with an 
effective gating charge of six elementary charges and taking milliseconds. Final- 
ly, steeply voltage-dependent gating persists with axons and muscles in solu- 
tions containing no added Ca2* (see Figure 12) or even EGTA (Armstrong et al., 
1972) and with BTX-modified Na channels or dihydropyridine-treated Ca chan- 
nels in bilayers bathed by solutions containing Ca2+ chelators (Cukierman et al., 
1988; Recio-Pinto et al., 1990). 

The second class of explanation is the surface potential theory. It is closely 
related to the idea of ion atmospheres and local potentials discussed in Chapters 
10 (see Figure 9 there) and 16 (see Figure 4). As Frankenhaeuser and Hodgkin 
(1957) said: "One suggestion, made to us by Mr. A. F. Huxley, is that calcium 
ions may be absorbed to the outer edge of the membrane and thereby create an 
electric field inside the membrane which adds to that provided by the resting 
potential." The idea is that local electric fields set up by charges near the 
membrane-solution interface will bias voltage sensors within the menrbrane. Thus 
divalent ions would act on voltage sensors by changing the electric field across 
them. Suppose, for example, that the external face of the membrane bears 
negatively charged sites, ionized acid groups, to which Ca2+ ions bind. In the 
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presence of high [Ca2+],, all the charges might be neutralized by bound ions, 
and the electric field in the membrane would simply be due to the resting 
membrane potential (Figure 10A). In the absence of CaZt, however, the outer 
surface bears a net negative charge, setting up a local negative potential (surface 
potential) and altering the electric field within the membrane (Figure 10B). An 
intramembrane voltage sensor would see a change in field that is equivalent to a 
membrane depolarization (Figure 10C), so Na channels, K channels, and Ca 
channels would tend to open. Actual Dinciit~g of Ca2 is not really required. The 
scrcctlir~g effect of Ca2+ ions hovering near negative surface charges would 
suffice to set up Ca-dependent electric fields within the membrane. 

A third kind of explanation, advanced by Armstrong and his colleagues, is 
that Ca2+ ions act on gating by binding to exposed negative charges of the 
voltage sensor. In Figure 12B of Chapter 16, imagine that a divalent ion is 
complexed with the one free negative charge when the sensor is in the closed 
position. Before the sensor can move to the open position, the Ca2+ must 
dissociate. In this dynamic model, the divalent ion significantly stabilizes the 
closed state and lvas little effect on the open state. 

High [Ca2'], Zero [Ca*'], High [Ca2'], 
+U - 0 $0 = negative $0 = 0 
E,u = resting EA( - resting EM = depolarized 

potential potential 

10 SURFACE-POTENTIAL HYPOTHESIS FOR SHIFTS 
Electrical potential profile +(x) near a membrane bearing fixed negative 
charges on one side and bathed in an electrolyte solution. The strength 
of the electric field withiri the membrane is proportional to the slope of 
the $I*) curve (heavy line). The membrane potential EM is defined as 
the potential difference between the bulk solutions. The field in the 
mcmbrane is the same in (B) and (C), although the membrane potential 
is different. The drawing shows only fixed charges and bound Ca2+ 
ions. A more complete drawing would show (1) the normal ions of the 
electrolyte, (2) a local ion atmosphere (an excess of free cations) near the 
unneuhalied surface charge in (B), and (3) the excess of external 
cations and internal anions near the membrane that are the charge on 
the membrane capacitor. (These excess ions also hover within a Debye 
length of the membrane. They are in largest quantity in (A) where there 
is a steep potential gradient in the membrane.) 
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Surface-potential calculations 
All charged molecules generate electric fields. The potential profiles near macro- 
molecules of known structure are beginning to be calculated by iterative comput- 
er methods (reviewed by Sharp and Honig, 19YO). For example, Figure 11 shows 
calculations for superoxide dismutase, a soluble enzyme catalyzing dismutation 
of the 02- radical. The enzyme has a net negative charge and much of the 
surface is negative, but, interestingly, its two active sites have a collection of 
positive residues and a Cu2+ ion that generate windows of positive potential 
(arrows) through which the anionic substrate is drawn. Panel A is calculated for 
the protein sitting in distilled water, which gives the largest local potentials. 
Addition of 150 mM salt, Panel B, allows ion atmospheres of counterions to form 
over the surface, and all potentials are blunted by the screening. Within the 
protein, the salt-induced ihangrs of electric field are larger even than those 
expected in a membrane when the membrane potential is changed by 100 mV 
(Figure 11C). Such calculations show that electrical potentials inside and outside 
the protein (1) are spatially complex because of the clustered distribution of 
charged residues, (2) depend strongly on the concentration of bathing electro- 
lyte, and (3) can be much larger than thermal energies (RTIF = 25 mV). 

Can we make such exact calculations for channels to test if local potentials 
account for effects of divalent ions on gating? Unfortunately not, as we do not 
know the structure and charge distribution of channels in the appropriate detail. 
Therefore we resort to a far simpler form of surface-potential theory, one that is 
idealized to a one-dimensional calculation, an abstraction that obviously needs 
improvement. For interested readers, the following three paragraphs outline the 
method. 

Membrane biophysicists commonly start with a model due to the colloid 
chemists Gouy (1910) and Chapman (1913)' who described the surface potential 
of a hypothetical planar surface bearing a uniformly hmeared density tr of Iimd 
charge per unit area and immersed in an electrolyte (reviewed by ~~cLaughlin,  
1989). For an arbitrary electrolyte solution with ions of valence zk at bulk 
concentration ck and with dielectric constant E, the potential +, at the charged 
surface is related to the surface fixed-charge density by the Grahame (1947) 
equation, 

where the sum is taken over all ions. The properties of this implicit function are 
not obvious by inspection and are more easily appreciated by looking at graphs 
of numerical solutions (McLaughlin et al., 1971; Hille, Woodhull, and Shapiro, 
1975). In brief, the surface potential always has the same sign as the net surface 
charge. The surface potential is reduced as the concentration of ions in the 
bathing electrolyte is increased. The surface potential is more strongly influ- - 
enced by counterions ( i n s  of tt~e oppb,~te ~ t a c g e )  til;li. t;i t.,:r,r,j lif,l,; of tt.e 
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(A) SAL'IFREE (B) 145 mM NaC1 -..--.- . - 
1 ... 

(C)  CklANCE OF I'OTENTIAL PROFI1.E 

Distance (A) 

11 POTENTIAL PROFILES AROUND A PROTEIN 

Calculations of potentials on a cross-section through superoxide dis- 
mutase, a dimeric CuZ+-containing enzyme. Calculations used the 
crystal coordinates of all atoms, formal charges only, and the linearized 
Poisson-Boltzniann equation. The assumed dielectric constants are E = 
80 in solution, and E = 2 within the.protein. Gray is the region within 
the protein in the same plane as the calculation. (A) Profiles in distilled 
water. Positive contours are solid lines and negative contours are 
dashed. Contours are spaced at 25-mV intervals and marked in units of 
25 mV ( +  1 = 25 mV, etc.). (0) Profiles in 145 mM monovalent electro- 
lyte. (C) Salt-induced potential change along the dashed line in (A), 
which passes within 4 A of one of the coppers. The potential is the 
arithmetic difference between calculations (A) and (8). For comparison, 
the dashed line represents the potential change that would appear 
across a rnembrarlr r,f thc same thi, krtrss whr,n thr. rrwrrjhr~rt* prt*r t  
t . 4  t~ . b - ; . y f / !  i ~ i  l r j #  II,'/ [ + . J t ~ t  F l a w #  -t 41 , i'f'), 1 
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same charge). The surface potential is reduced fnr more by rnultivnlent counter- 
ions than by univalent ones. Thus the more the tendency for counterions to be 
attracted to the surface by the fixed charge, the more effectively the fixed charge 
is screened and the more the surface potential is reduced. All of these properties 
are general to any theory of fixed charge and ion atmospheres, and are not 
specific to the Gouy-Chapman model or a planar geometry. 

In the Gouy-Chapman screenir~g model, the chemical species of an ion does 
not matter, only its charge. However, in biological membranes, the charged 
groups do bind some ions specifically; for example, acid groups associate revers- 
ibly with protons and transition metal cations. Indeed, bindit~g of Ca2+ ions was 
the basis of Frankenhaeuser and Hodgkin's (1957) original proposal. Therefore, 
one adds to the Couy-Chapman picture some specific binding sites, making 
what is called a Gouy-Chapman-Stern model. Sites are specified by their den- 
sity per unit area and the dissociation constants for each ligand. The surface 
groups interact with ions whose concentration at the surface cut differs from that 
in the bulk by a Boltzmann factor (Equation 1-7) containing the extra work of 
moving the ion into a surface phase with local potential +,,. 

- ~ k F * 0  
cok = c k  exp (F j 

This factor can be large. For example, bilayers of negative phospholipids bathed 
in frog Ringer's solution have surface potentials ranging from -40 to - 120 mV, 
and the surface concentration of Ca2+ ions is thus predicted to be 20 to 104 times 
higher than the bulk concentration (McLaughlin et al., 1971, 1981). The local 
monovalent cation concentration would be raised 4.5 to 100 times, an effect that 
could raise the effective conductance of cation channels. 

Suppose for a moment that all shifts of steady-state voltage dependence of 
gating are due to changes of a negative surface potential. In this framework, the 
most direct evidence for a negative surface potential, both on the outside and on 
the inside of axons, would be the finding that after all divalent ions have been 
removed from the bathing solutions the voltage dependence of Na channel 
gating still shifts when the total morlovalent ion concentration is changed- 
negative shifts when lowering the extracellular concentration (Figure 12) and 
positive shifts when lowering the intracellular concentration (Chandler et al., 
1965). Much of the negative fixed charge would come from ionizable groups 
since one can shift Na channel activation +25 mV simply by lowering the 
external pH to 4.5, and shift it - 8  mV by raising the pH to 10 (Hille, 1968b). 
There is also evidence for binding of some divalent ions as well as screening. 
Addition of any external divalent ion gives positive shifts, but transition metal 
ions give largir shifts than alkaline earths- (Figure 13). In a theory with no 
binding, all divalents would act equally; hence the stronger action of transition 
metals would be interpreted to mean that they bind to surface groups with a 
higher affinity. 
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Na' = 7 C I I M  

CaZ' = 0 mhr 

12 SHIFT OF ACTIVATION WITH IONIC STRENGTH 
Peak IN, from a frog node of Ranvier under voltage clamp. The observa- 
tions (circles) are made in Ca-free solutions containing 7 mM NaCl plus 
TMACI to bring the total cation concentration to the value indicated 
(c+ )  and sucrose to maintain normal tonicity. Reducing ionic strength 
shifts activation of Na channels to more negative potentials. The 
dashed line indicates the l,,E relation with c +  = 120 mM and Cd2+ = 2 
mM. EN, is near 0 mV in all cases, since the external sodium concentra- 
tion is only 6% of normal. [From Hille, Woodhull, and Shapiro, 1975.1 

Another class of evidence for a negative potential around channels is phar- 
macological. We have already discussed negative charges involved in attracting 
TEA, CI'X, STX, and TTX to their binding sites (Chapter 16), and we have seen 
that changing some of these charges by mutation or by chemical modification 
(e.g., with TMO) reduces the affinity for toxins. The half-blocking concentration 
for TEA ions acting o n  nodal K channels is increased by raising [Ca2+], or by 
lowering the external pH, and it is decreased by lowering the ionic strength 
(Mozhayeva and Naumov, 1972d). The changes are successfully predicted from 
Equation 16-2 using the measured shifts of K channel gating as a measure of 
changes in JI,. 
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Divalent ion concentration ( m ~ )  

13- VOLTAGE SHImS WITH DIFFERENT DIVALENT IONS 
Shifts of Na activation (right scale) in frog nodes of Ranvier are plotted 
against concentrations of added divalent ion, with the horizonal line 
marking the control value for 2 mM Ca. Solutions contain only one kind 
of divalent ion at a time. The curves and left scale are surface potentials 
calculated from a Gouy-Chapman-Stern model of surface potentials. 
The model makes assumptions about the surface density, pK,'s, and 
divalent ion dissociation constants (K2+) of fixed charges within a 
Debye length of the voltage sensor for activation gating. The charge 
density remaining unneutralized is about %uo A2 in control conditions. 
The curve K2 + = w corresponds to no binding of divalent ions. Similar 
curves can be obtained when lower charge densities are assumed if the 
binding of divalent ions is postulated to be stronger. [From Hille, 
Woodhull, and Shapiro, 1975.1 

Shifts of gating have been described by the Gouy-Chapman-Stern theory 
(Chandler et al., 1965; Gilbert and Ehrenstein, 1969; Mozhayeva and Naumov, 
1970, 1972a,b,c,d; Hille, Woodhull, and Shapiro, 1975; Dorrscheidt-Kafer, 1976; 
Campbell and Hille, 1976; Ohmori and Yoshii, 1977; Kostyuk et al., 1982). 
However, since one is free to postulate a variety of charge distributions with 
different ion binding and pK, values, a good fit to a specific model is no proof of 
its correctness. In the models proposed for various Na, K, and Ca channels and 
for excitation-contraction coupling in muscle, the normal surface potentials 
range from - 30 to - 90 mV and the surface charge densities ranges from one 
negative charge per 100 A2 to one per 400 A2. On average, charges would be 10 
to 20 A apart. Figure 14 shows two of the many possible scenarios for the 
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Insulating part of membrane 
Outside Inside 

14 POTENTIAL PROFILE NEAR VOLTAGE SENSOR 
Hypothetical fixed charges and surface potentials affecting the Na 
activation process in amphibian nerve and muscle. The dashed lines are 
the potential profile with no fired charge and neglecting potential 
changes from dipolar groups of the Na channel and membrane mole- 
cules. Line I is from the model of Figure 13 and line 11 is from a model 
with lower surface potential. A small amount of fixed charge is placed 
on the internal side in accordance with the squid axon experiments of 
Chandler et al., 1965. [From Hille, Woodhull, and Shapiro, 1975.1 

potential profile influencing Na channel gating in frog nerve, a small surface 
potential on the inside and a large one on the outside. Note that such potentials 
decay away with a Debye distance of under 10 A in the bathing solutions 
(Chapter lo), and must be regarded as  local phenomena. The local potentials are 
invisible to macroscopic electrodes placed in the bulk solutions and they have no 
effect on thermodynamic quantities such as EN=, EK, and so on, which are 
defined by using bulk concentrations. The local potentials would act as a driving 
force on ions near the membrane and on the voltage sensors within the mem- 
brane. 

Much of the charge is on the channel 
The calculation with superoxide dismutase (Figure 11) emphasizes charge het- 
erogeneity in a protein, whereas the Gouy-ChapmanStern formalism and the 
diagrams of Figure 10 suggest a uniform planar surface such as the membrane 
phospholipid. Experiments asking whether the shifts with divalent ions depend 
on the lipid or on the channel protein, show that both contribute. A simple and 
ingenious approach uses voltage-gated channels reconstituted in planar lipid 
bilayers made from neutral or charged phospholipids (Bell and Miller, 1984; 
Moaydlowski et  al., 1985). I 

Vesicles containing Na channels are allowed to fuse with symmetrical planar 
membranes made from mixtures of phosphatidylethanolamine (PE), phospha- 
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tidylcholine (PC), and phosphatidylserine (PS). The PE and PC molecules are 
zwitterionic but neutral, and PS has a net negative charge. In the absence of 
Ca2+, the midpoint voltage of the activation curve for these transplanted Na 
channels does not depend on which phospholipid is used, but when Ca2+ is 
added, a difference appears (Cukierman et al., 1988). Adding 7.5 mM Ca only to 
external side gives a + 17 mV shift with neutral membranes, and a +25 mV shift 
with negatively charged membranes. Thus most of the shift in an intact cell is 
probably from interactions with charges on the channel, and an additional small 
component arises from interactions with negative lipids. 

Not all of the negative charges on the channel are from amino acid side 
chains. Sialic acid residues of the attached sugar chains also contribute a signifi- 
cant amount (Agnew et al., 1978; Miller et al., 1983; Chapter 9). Evidently these 
charges also influence gating. Incubating vesicles containing Na channels with 
neuroaminidase to remove much of the sialic acid shifts the activation curve by 
about +30 mV (Recio-Pinto et al., 1990). This experiment was done in the 
absence of divalent ions, hence extracellular sialic acid may contribute directly to 
the electric field seen by the voltage sensors. It will be interesting to know what 
effect removal of sialic acid has on the sensitivity to divalent ions. Intracellular 
phosphate residues may also contribute to the surface charge. When squid giant 
axons are perfusedwith ATP, the voltage dependence of K-channel activation 
and inactivation is shifted toward more positive potentials (Perozo and Be- 
zanilla, 1990). The channel is presumed to become phosphorylated, and the sign 
of the shift agrees with the expectations of adding internal negative charge. 
Furthermore, when the density of intracellular surface charge is estimated by 
changing the intracellular Mg2' concentration (and measuri4 resulting shiftsj, 
the K channel appears to have more local negative charge after exposure to ATP. 

Surface-potential theory has shortcomings 
Significant criticisms have been leveled against surface-potential theory. The 
first is that channels do not look like a uniformly smeared charge spread on a 
planar surface. The second is that not all channels are shifted equally. The third, 
and most important, is that the changes in gating often cannot be described as a 
pure shift along the voltage axis. The first objection relates to our ignorance of 
the geometry of the relevant charges, sites, and sensors. The objection is clearly 
correct but not fundamental. Eventually electrostatic calculations for channels 
will reach the level now possible for proteins of known structure. 

The second objection comes from the observation that, for example, added 
CaZ+ ions shift Na-channel activation more than K-channel activation or even 
than Na-channel inactivation in axons (e.g., Frankenhaeuser and Hodgkin, 
1957; Hille, 1968b). The small variations are not surprising, because protein 
surfaces are expected to be nonuniform. Gating functions lying only 20 A from 
each other could be lookihg at quite different local electric fields, since the Debye 
length is less than 10 A in Ringer's solution. 



The third objection is a serious one. In terms of the HH model, the simple 
surface-potential theory would predict that all parameters of one gating function 
(e.g., m,, a,,,, P,,, rm, and on-and-off gating-current for activation) would be 
shifted equally. This is frequently not found. In the original Frankenhaeuser and 
Hodgkin (1957) study, low Ca2+ slowed the rate of Na channel deactivation 
disproportionately (an observation that is sometimes attributed to the technical 
difficulties of clamping). In frog nerve, Ni2+ ions slow activation and inactiva- 
tion of Na channels, as if the temperature had been lowered, in addition to 
shifting the voltage dependence (Dodge, 1961; Hille, 1968b; Conti et al., 1976b). 
In squid giant axon, Zn2+ and La3+ have dramatically different effects on Na 
channel activation and deactivation (Gilly and Armstrong, 1982; Armstrong and 
Cota, 1990). Channel opening is profoundly slowed and channel closing is little 
changed. Expressed in terms of shifts of rate constants, 30 rnM Zn shifts opening 
by + 30 mV and closing by + 2 mV, and 2 mM La shifts opening by +52 mV and 
closing by + 28 mV. Such effects are clearly not simple biases on the electric field 
at the voltage sensor. In frog muscle, Ca2+ ions shift all Na channel gating 
parameters equally, but low pH does not (Hahin and Campbell, 1983; Campbell 
and Hahin, 1984). 

The deviations listed fall into a pattern. When the external ion acts primarily 
by binding (protons, Zn2 +, Ni2 +, La3 +), it causes more than a simple shft .  In 
retrospect, it is not surprising that a bound ligand would have more than an 
electrostatic effect on the channel protein. Gilly and Armstrong (1982) have 
proposed a dynamic theory to explain how Zn2+ slows Na channel activation 
and on-gating current but not deactivation or off-gating current. They suggest 
that Zn2+ is attracted to a negatively charged component of the gating apparatus 
that is near the outer surface at rest but must migrate inward on activation. 
Activation is slowed since the Zn2 + must first dissociate. Deactivation is not 
affected since the Zn2+ has drifted away by this time. This hypothesis is another 
example of a state-dependent binding theory. Armstrong (1981) proposes that 
screening of the same negative gating charge would stabilize the closed state of 
the channel, and thus the classical effects of ionic strength might also be 
explained. 

In addition to external divalent ions, ionic strength, and pH, we have already 
described two other agents, lipid-soluble toxins and a toxin from New World 
scorpions, that shift the steady-state activation of Na channels. Still other condi- 
tions give negative gating shifts, including replacing external chloride with 
"lyotropic" ions, such as nitrate or thiocyanate, treating with external trini- 
trobenzene sullonic acid (TNBS), or even just letting a vertebrate excitable cell 
"run down" after cutting the end of a fiber in salt solutions or excising a 
membrane patch (Hodgkin and Horowicz, 1960c; Dani et al., 1983; Cahalan and 
Pappone, 1981; Fox and Duppel, 1975). For the lytropic anions and for TNBS, 
there are plausible arguments for alteration of external surface charges: that is, 
specific adsorption of lyotropic anions to the surface, and chemical modification 
of charged amino g o i p s  by TNBS. For the other agents, there is no'a priori 
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reason to postulate action o n  surface charges. Indeed, the activation-modifying 
,toxins, already described, not only shift the midpoint of the activation curve on 
the voltage axis but also change the time course of channel opening. These 
effects are not described as a simple shift. The binding of large toxin molecules 
distorts the channel and perturbs more than just a local electric field. 

Recapitulation of gating rnorIifiers 
We have seen four classes of Na-channel gating modifiers. Some enzymes and 
chemical treatments eliminate inactivation irreversibly, apparently acting only 
from the cytoplasmic side of the membrane. Some peptide toxins slow inactiva- 
tion reversibly, acting from the outside. A group of lipid-soluble toxins revers- 

11p1d 
Extr;icelfular Intracellular 
side - s~de 

15 DRUG RECEPTORS ON THE Na CHANNEL 

Hypothetical view of a Na-channel macromolecule in the membrane. 
Three receptors are numbered according to a scheme of Catterall(1980): 
1, tetrodotoxin and saxitoxin; 2, lipid-soluble gating modifiers; and 3, 
inactivation-modifying scorpion and anemone peptide toxins. Site 4 
(Jover et a]., 1980; Darbon et al., 1983) binds activation-modifying 
8-scorpion toxins (P-ScTx). In addition, there are intracellular points of 
attack of chemical modifiers of inactivation, a binding site within the 
pore for local anesthetic analogs, and external negative charges that 
attract divalent ions (and Na+ ions) to the channel. 
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ibly shifts and modifies activation, slows or stops inactivation, and decreases 
ionic selectivity. A couple of peptide toxins have analogous effects on activation. 
Finally, changes of extracellular divalent ion concentration, pH, and ionic 
strength shift the voltage dependence of gating in all channels tested. Figure 15 
summarizes possible sites of action of gating modifiers and channel blockers o n  
the Na channel macromolecule. 

Biophysicists continue to debate how the empirical activation and inactiva- 
tion "processes" relate to molecular rearrangements of the Na channel. The 
gating modifiers present useful evidence. The vulnerability of inactivation gat- 
ing to internal chemical attack shows that it depends on a protein domain readily 
accessible from the cytoplasmic side. Nevertheless, the inactivation-slowing 
action of external peptide toxins and the voltage dependence of their binding 
suggest that the external face of the channel also has domains coupled to the 
inactivation gating mechanism. The clean slowing or elimination of inactivation 
without effects on activation means that these same domains are not involved in 
activation gating. 

NO chrlrrical modifications of activation are known. Evidently, domains asso- 
ciated with activation are relatively buried and inaccessible to chemical attacks. 
The toxins modifying activation are lipid-soluble compounds, again suggesting a 
buried site of action that influences inactivation and ionic selectivity as well. This 
multiplicity of effects implies that activation involves changes in the "core" of 
the molecule and that inactivation is easily influenced by the state of the 
activation system. Chapter 18 gives direct evidence for a coupling of inactivation 
to activation. 

The voltage dependence of gating can easily be shifted by changing the ionic 
content of the bathing solutions. Mechanistically, this modification reminds us 
that voltage sensors look at local electric fields from all the charge, dipoles, and 
mobile ions in the neighborhood. It also illustrates how ionic channel function 
depends on the environment. 



Chapter 18 

GATING MECHANISMS 

Bernstein (1902, 1912) proposed an increase of membrane permeability to ions 
during excitation. Cole and Curtis (1938, 1939) visualized the permeability in- 
crease directly with their impedance bridge. But not until the work of Hodgkin 
and Huxley (1952d) was there evidence for several ionic pathways, each with its 
own kinetic sequence of permeability changes. Like Hodgkin and Huxley, 
nearly all subsequent students of excitability have wanted to understand gating 
of ion flow in molecular terms. How is the stimulus sensed and how does this 
cause channels to open or close? We are able to give increasingly elaborate 
kinetic descriptions of gating; however, despite intense biophysical work, we 
still cannot give an account of gating in structural terms. There is no shortage of 
plausible mechanisms, but with kinetics alone we lack ways of choosing among 
them. This field should advance dramatically when molecular structures of ionic 
channels are elucidated. 

First recapitulation of gating 
Before proceeding to relevant topics from chemistry, kinetics, and biophysics, 
we first summarize what we have already learned about gating. Let us start with 
the idea of sensors. Excitable channels respond to appropriate stimuli. The 
stimulus is detected by sensors, which in turn instruct the channel to open or 
close. Voltage-sensitive channels have a voltage sensor, a collection of charges or 
equivalent dipoles that move under the influence of the membrane electric field. 
Work done to move these "gating charges" in the field is the free-energy source 
for gating, and the movement of the charges can be measured as a tiny gating 
current. In Na, K, and Ca channels, the voltage dependence of gating is so steep 
that the equivalent of four to six charges must be moving fully across the 
membrane to open one channel. The response of voltage sensors and gates to 
changes of the membrane potential can be altered profoundly by neurotoxins, 
chemical treatments, phosphorylation, mutation, and ions in the medium. 

Transmitter-sensitive and chemosensitive channels have receptors, binding 
sites for the chemical message. The free energy of binding is the free-energy 
source for opening the channel, and maintenance of the open state depends on 
the continued residence of the transmitter on its receptor. Different agonist 
molecules reside for various lengths of time on the receptor and give different 
durations of the open state. In most ligand-gated channels of fast synapses, the 
dose-response relation for channel opening is steep enough to require at Least 
two agonist molecules to bind per channel. Analogously, K(Ca) channels, the IP3 
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receptor, and cyclic-nucleotide-gated transduction channels have so steep a 
response to their intracrlli~lar ligands that they too must bind more than one 
ligand per channel fur optimal opening. There may be an equivalent binding site 
on each subunit of these channels. The gating of many channels is modulated 
through signaling pathways involving phosphorylation and dephosphorylation 
of sites on the cytoplasmic face. Some channels may interact with G proteins. 
Transduction channels in some mechanoreceptors may be controlled by gating 
springs. There is no known example of a channel that requires cleavage of a 
covalent bond to perform each open-close cycle. 

Consider now kinetic properties of gating. The macroscopic current has a 
smooth time course as if permeability changes are graded and continuous. 
Nevertheless, single channels contributing to the current apparently always 
open abruptly in a step--from a nonconducting to a highly conducting form. 
The gating kinetics are usually described by a state diagram, as in chemical 
kinetics. The simplest such diagram, 

closed ;= open (18-1) 

with one first-order transition between two states, would imply that the macro- 
scopic permeability changes follow a single-exponential relaxation after a step 
perturbation (Equation G7) .  Biological channels are not this simple. All the well- 
studied voltage-sensitive and ligand-sensitive channels show delays, inactiva- 
tions, or desensitizations in their macroscopic time course. These indicate multi- 
ple closed states, such as 

closed * closed S open = closed (1 8-2) 
The multiplicity of closed states is also seen as multiple kinetic time constants In 
gating currents, in fluctuation measurements, and in histograms of closed times 
obtained from single-channel recordings. In addition, some channels may have 
two or more open states, which can even differ in their single-channel conduc- 
tances. The multiplicity of states as well as the multiplicity of sensors and ligand 
b~nding sites are probably all a reflection of the pseudosymmetric, repetitive 
architecture of channels. 

Observed kinetlc time constants describing gating are concentrated in the 
time scale from 20 ps to 100 ms. However, since, historically, new time constants 
are always discovered whenever new parts of the frequency spectrum can be 
explored, one could, in a broad sense, consider that gating operates from times 
shorter than microseconds to as long as  days. The rates of gating increase with a 
temperature coefficient = 3 as the temperature is raised (Hodgkin et al., 
1952; Frankenhaeuser and Moore, 1963; Beam and Donaldson, 1983), a value like 
that of many enzyme reactions and much higher than the Ql0 = 1.4 of aqueous 
diffusion. 

In voltage- and ligand-gated channels, the open-shut transition does not 
merely close a pathway of atomic dimensions, but it also changes the binding 
energies and access for a wide variety of drugs and toxins to other sites on the 
channel macromolecule (state-dependent binding). Hence gating cannot be re- 



474 Chapter Eighteen 

garded as a subtle event involving only a few atoms. For example the bi .(ling of 
membrane-impermeant peptide toxins to the outside of the Na channe: and the 
binding of membrane-impermeant "local anesthetic analogs" (QX-314, pan- 
curonium) to the inner vestibule of the Na channel modify and are modified by 
activation and inactivation of Na channels. 

Use-dependent block by charged channel blockers offers clues to the location 
of the physical gate within the pore. With voltage-gated Na, K, and Ca channels, 
quaternary blockers apparently act by binding within the pore from the cyto- 
plasmic side, but they can reach their binding site only while the gates are open. 
Furthermore, many blockers that are not too large and rigid can be trapped 
within the pore if the gate closes. I-lence the gate of each of these channels seems 
to face the cytoplasm. This conclusion applies both to the gate controlled by 
activation and that controlled by inactivation. When the inward-hcing gate 
opens, it reveals a wide vestibule, including the partly hydrophobic binding site 
for blocking drugs. The vestibule tapers to the narrow selectivity filter at the 
outside end. We believe that neither the vestibule nor the selectivity filter close 
when the gate closes, since room still remains in a closed channel for some drugs 
to be trapped and, at least in Na channels, bound drug can receive protons from 
the external medium through the selectivity filter. 

The evidence withligand-gated channels is weaker, but the blocking kinetics 
of QX-314 acting from the outside on endplate channels suggests an external 

. 

location of the gate there. Nothing is known about the location of gates in 
sensory transduction channels. With this short summary, we turn to related 
topics that will ultimately be useful in understanding gating better. We start 
with the principle that gating involves motion within a large protein. 

Proteins change confonnation duri~zg activity 
A key concept emerging during the last 40 years' work with proteins is the 
importance of tertiary and quaternary structural changes in their function. 
Enzyme catalysis is optimized by rearrangements of the active site that are 
induced by sustrate binding. Activities of metabolic pathways are regulated by 
conformational changes of key enzymes caused by binding of metabolic end 
products or by protein phosphorylation. The cascade of events within G- 
protein-coupled signaling pathways requires successive changes in the receptor, 
the G protein, and so forth. Finally, some proteins are motors that pu'l on 
cytoskeletal elements to make shortening and movement (myosin, kinesin) or 
that pull on their substrates to process linear messages (DNA polymerase, 
enzymes of protein synthesis). Gating in channels is another protein motion. 

Hemoglobin, perhaps the best-studied protein, is the classical example of 
conformational changes (Perutz, 1970, 1990; Stryer, 1988). Oxygenation of a 
crystal of hemoglobin generates so much internal force that the crystal flies 
apart. The hemoglobin molecule consists of two a- and two P-subunits, each 
cradling a heme group in an internal pocket and capable of binding an O2 
molecule: 



The subunits of the ci2(jZ tetramer are held together by van der Waals forces, 
hydrogen bonds, and in deoxyhemoglobin by numerous salt links, ionic interac- 
tions between oppositely charged amino acid functional groups. As the first O2 
molecule is added to one heme group of deoxyhemoglobin, the heme iron 
changes its electron spin and its effective diameter. The iron moves into the 
plane of the heme ring by 0.6 A, dragging an attached histidine along and 
thereby initiating a sequence of rearrangements that loosen some salt bridges 
between the a- and @-subunits. Subsequent O2 molecules add more and more 
easily (bind more and more tightly) because fewer salt bridges in the molecule 
remain to be loosened, giving a cooperative oxygen binding curve. Somewhere 
in the sequence of loading, as the interaction between chains is weakening, a 
major quaternary conformational change develops. One pair of ap-subunits 
rotates 15' with respect to the other, breaking the last salt bridges and locking 
into a new stable, "oxy" position (Figure 1). Some of the interface atoms move as 
much as 6 A in the process. Thus a few diatomic O2 molecules, interacting with 
heme irons, trigger a major rearrangement of all of the atoms of this 64,000 
ddlton protein. The deoxy-oxy conformational change might be viewed as an 
analog of the closed-open gating transitions of a channel, and the heme irons 
may be viewed as analogs of sensors and agonist binding sites. 

The Monod-Wyman-Changeux (1965) theory of allosteric transitions de- 
scribes conformational changes during cooperative binding of ligands. In these 
terms, Equation 18-3 should be expanded as a net, explicitly showing the 
equilibrium of deoxy (called T for tense) and oxy (R for relaxed) conformational 
states at every level of ligand binding: 

where X represents the ligand, 02. It is well known for hemoglobin that the 
T-R equilibrium strongly favors T, whereas the TX,-RX, equilibrium 
strongly favors RX,. Allosteric theory explains this conformational shift using 
equilibrium thermodynamics (see also Wyrnan and Gill, 1990). At every stage of 
loading, O2 binds more strongly to the relaxed state than to the tense state. 
Therefore, each added O2 further lowers the free energy of the relaxed state 
relative to the tense state, and the relaxed state becomes increasingly ,favored. 

Formally, this logic and the net-like diagram are appropriate for any Ligand- 
driven transitions. We used the same thinking in describing opening of K(Ca) 
channels by intracellular Ca2+ ions (Figure 7 in Chapter 5). In Chapter 6 we used 
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Deoxy 

1 CONFORMATIONAL CHANGES IN HEMOGLOBIN 

Diagram of the hemoglobin tetramer undergoing a 15" rotation of one 
cap-dimer with respect to the other in the deoxy-oxy conformotional 
change. The dashed contour on the right side represents the deoxy 
position. The p, subunit moves many Angstroms with respect to the P, 
subunit. [After Baldwin and Chothia, 1979.1 

linear state diagrams (Equations 6-1 and 6-11) to describe binding of ACh and 
opening of nAChR channels. Again a net, emphasizing that channels may open 
with zero, one, or two bound ligands, would be preferable. Successive,Pinding 
of ligands lowers the free energy of the open state making opening incrcdsingly 
likely. 

We can make one more analogy with hemoglobin. The deoxy form of hemo- 
globin has a cavity in the center between the four peptide chains, which is a 
natural binding site for 2,3-diphosphoglycerate (DPG), a metabolite found in 
significant quantity inside red blood cells. In the oxy form, this cavity becomes 
narrower and the DPG leaves. Hence, by strengthening the interaction between 
subunits and stabilizing the deoxy quaternary structure, DPG antagonizes the 
cooperative loading of 0,. The synthesis and breakdown of DPG in red blood 
cells therefore regulates the oxygen affinity of blood. If the oxy-deoxy conforma- 
tional change is analogous to gating, then DPG is analogous to drugs and 
modulators that modify gating without acting directly on the s e n s o r s a n  al- 
losteric effector. 

Events in proteins occur across 
the frequency spectrum 
AS biological ionic channels are large proteins, we can get ideas about possible 
gating mechanisms by studying motions in other proteins (Careri et a]., 1975; 
McCammon and Karplus, 1980; Friedman et al., 1982; Spiro et al., 1990; Karplus 
and Petsko, 1990). The time scale of events in proteins is broad (Figure 2). 
Individual atoms suffer collisions every 10 to 100 fs. Methyl groups in the 
protein interior rotate in 1 to 5 ps, and free amino acid side chains move about in 
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- " 1 1 atomic co~~isions in proteins 
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2 TIME SCALE OF EVENTS IN PROTEINS 

5 to 100 ps (Figure 3). The peptide backbone atoms have a local fluidity permit- 
ting local backbone motions in 1 ns. All these motions occur in less than the 
transit time of one ion through an ionic channel. The helix-coil interconversions 
of poly a-benzyl L-glutamate occur in 10 ns. Carbonic anhydrase takes under 1 
FS to bring together H 2 0  and C 0 2  and form a covalent bond. Rhodopsin in rod 
membranes can spin around on its axis and hemoglobin undergoes its oxy- 
deoxy conformational change in 20 ps (Cone, 1972; Spiro et al., 1990). Na 
channels activate and deactivate in 0.1 to 1 ms. In this comparatively long time, 
any small region of the protein backbone may have readjusted a million times 
and side chains may have reoriented 100 million times. 
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3 PICOSECOND MOTIONS OF PROTEIN SIDECHAINS 

Timerourse of rotation around C-C bonds of amino acid side chains 
within a protein molecule at 27°C. Most of the motion appears as 
sudden transitions between two favored "rotamers." The turning mo- 
tions within these two nearby residues are anticorrelated: When the 
rotational angle around C,,-C, bond of isoleucine 98 is ncar 160°, 
lysine 96 rotates around its C,-C,, bond, and when lysine 96 is near 
- 8U0, iosoleucine 98 rotates. The time courses are taken from a molecu- 
lar dynamics simulation of the complete chicken lysozyme molecule. A 
Cray IS computer took more than 24 hours to integrate to 100 ps in 
steps of 1 is. [From Post et al., 1986.1 

The transient kinetics of the oxy-deoxy conformational change have been 
investigated extensively with spectroscopic methods (reviewed by Karplus and 
McCammon, 1981; Friedman et al., 1982; Spiro et al., 1990). Bound O2 or CO can 
be suddenly dissociated from Hb by a 0.5 ps flash of light (flash photolysis). The 
O2 or CO molecules escape from the protein in under 10 ps, and the core size of 
the heme ring readjusts to the deoxy size before 30 ps. Only 50 ns after the flash 
do readjustments of the tertiary structure of the surrounding globin protein 
chain become apparent with detectable relaxations near 500 ns and 100 ps. By 20 
ps a quaternary change to the deoxy form also takes place. These measurements 
span an impressive range of time scales and give an inkling of the depth to 
which channel gating kinetics might some day be investigated. On the other 
hand, membrane biophysicists have long been able to apply complex sequences 
of voltage steps, and ihey have recently been able to observe the statistical open- 
close times of single channel macromolecules. These techniques give a richness 
of kinetic detail about state changes taking 10 ps to 1 s that is without compare in 
the rest of the protein literature. 
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What is a gate? 
Many theories have been proposed for the nature of gates. Some of these are 
illustrated in Figure 4. They i ~ ~ c l u d e  conventional ideas of a swinging door or 
slider obstructing the pore (A, 8, C) or the idea that the pore pinches off entirely 
when closed (D), perhaps by the mechanism proposed for gap junctions (E), 
where the straight helices forming "staves" of the wall are supposed to become 
twisted so that the space between them is closed off (Unwin and Zampighi, 

4 POSSIBLE MECHANISMS FOR CHANNEL GATING 
A gate could rotate or slide (A, 8, C). The pore might pinch shut or 
twist (D, E). A free or tethered particle might block it (F, G). The pore 
might swing out of the membrane (H) or assemble from subunits (I, I). 
The passage of ions might be stopped by an unfavorable charge in the 
channel (K). 
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1980). Alternatively, the pore might become occluded by a soluble gating particle 
(F) or by a tethered one (G). The pore might rotate out of the transmembrane 
position when closed (H) or it might be a collection of subunits that disaggregate 
and diffuse independently when closed (I, J). Finally, entry of ions into the pore 
might be controlled by a field-effect gate, as in a field-effect transistor, where a 
local electrical potential within the pore attracts or repels the permeant ions (K) .  

The field-effect gate is an attractive and simple possibility but cannot account 
for all observations by itself. In the simplest form, such a gate might make the 
channel permeable to anions in one position and to cations in the other. There 
has never been a hint of such properties in any biological ionic channel. The 
problem could be remedied by having the ionic selectivity and gating separated 
along the pore. There is another testable prediction-that the permeability to a 
nonelectrolyte should not be affected by such a gate. The only case where 
nonelectrolyte permeability has been studied is in the nicotinic AChR of chick 
myotubes (Huang et al., 1978). There ACh increases the permeability to urea 
and to formamide just as it increases the permeability to Na+ ions. Hence the 
gate of this channel is primarily steric. 

The aggregation hypothesis for gating from dissociated subunits gives a 
natural account for why activation of many channels shows a long delay (Bau- 
mann and Mueller, 1474). It is inspired by studies of model systems such as 
gramicidin A, where two half-channels connect up, as in Figure 4J, or al- 
amethicin and amphotericin B, where 6 to 12 monomers are believed to form a 
barrel, as in Figure 41 (McLaughlin and Eisenberg, 1975; Hall et al., 1984; 
Finkelstein and Andersen, 1981). Such aggregation from diffusing subunits is 
reflected in the kinetics, with the probability of pore formation depending on a 
high power, between 4 and 12, of the antibiotic concentration. No analogous 
concentration dependence is known in biological channels. Thus the Na chan- 
nels of frog muscle are on average 10 times more sparsely distributed than those 
of the frog node (Chapter 12), yet their rate of activation and probability of 
activation are not much different. Furthermore, chemically purified Na channels 
and ACh-sensitive channels may have a subunit structure, but the subunits are 
firmly held together and do not separate spontaneously (Chapter 9). Thus 
biological pores probably do not gate by aggregating from freely diffusing 
subunits. 

Hypothesis H, that the whole pore swings out of the transrnembrane posi- 
tion, is ruled out on several grounds. The ionic channels of excitable cells have 
too many transrnembrane segments (20 to 30) to swing around in this fashion. In 
addition, pharmacological experiments with Na channels show that the channel 
still spans the membrane when closed, presenting TTX binding sites to the 
outside at the same time as being vulnerable to attack by, for example, pronase 
at the inside. Model pores made from small subunits might well be able to swing 
or slide from a position on one side of the membrane to a position spanning the 
membrane (Hall et al., 1984). Hypothesis D, that the whole pore is obliterated, is 
not consistent with the observation in Na, K, and Ca channels that the selectivity 
filter and an inner vestibule remain present in the closed channel. The idea 
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might be acceptable for transmitter-activated channels. Hypothesis F, that an ion - 
plugs the pore, does explain a component of inward rectification, as is discussed 
in the following section. Hypothesis C ,  Armstrong's ball-and-chain model 
(Chapters 16 and 17), is consistent with many experiments and may be correct 
for fast inactivation of voltage-gated channels. 

By a process of elimination, we are left with pictures such as those shown in 
4A, B, and C to describe the activation gate of Na, K, and Ca channels. Certainly 
there are other possibilities that might also be acceptable, but Figures 4A, B, and 
C summarize my own working idea of how these gates might function. The 
sliding element in Figure 4B resembles Armstrong's (1981) drawing (Figure 12B 
in Chapter 16) and has the useful property of suggesting that intracellular and 
extracellular gating modifiers could promote or antagonize opening of a gate 
within the pore. 

We now turn to the evidence that hypothesis F of Figure 4 is an important 
mechanism of rectification. Armstrong (1969) noted a formal resemblance be- 
tween voltage-dependent block of K channels treated with internal TEA (Figure 
4 in Chapter 15) and the normal voltage-dependent gating of i~~zuard rectifier K 
channels (Figure 11 in Chapter 5). Both the direction of rectification and the strict 
coupling of the voltage dependence to extracellular K t  concentration would be 
explainable. Hille and Schwarz (1978) simulated such a system using a three- 
site, single-file model for the pore with a monovalent intracellular blocking ion 
(Figure 5). The multi-ion nature of the model has several desirable consequences 
(chapter 14): (1) It accounts for observed K +  flux-ratio exponents larger than n' 
= 1. (2) I t  permits the voltage dependence of rectification to have an equivalent 
valence larger than z' = 1. The blocking model shown has z' = 1.5, which is still 
smaller than values of 2.3 to 6 seen with steep inward rectifier channels. (3) It 
can account for anomalous mole-fraction effects in the conductance and reversal 
potential. (4) Finally, it can account for a sublinear increase of the maximum 
channel conductance with [K+],. In the model shown, the conductance at very 
negative potentials increases with the 0.4 power of [K + I,, and in real inward 
rectifiers, with the 0.5 power. 

The blocking model bf inward rectification requires an intracellular blocking 
particle. Can one be found? One of the first to be considered was the Na + ion, 
which can block K channels from inside (Chapter 15). However, neither whole- 
cell dialysis with Na-free solutions (Hagiwara and Yoshii, 1979; Silver and 
DeCoursey, 1990) nor excising inside-out patches into Na-free solutions (Van- 
denberg, 1987; Matsuda etal., 1987; Horie etal., 1987; Burton and Hutter, 1990) 
remove the rectification. Attention has shifted instead to the Mg2+ ion:a normal 
constituent of intracellular fluids (and a cofactor required for many reactions 
involving ATP and GTP). The results are still incomplete, but it seems fair to say 
that inward rectification is a result of two factors: a rapid voltage-dependent 
block by intracellular Mg2+ and a slower open-close gating of the channel. Both 
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5 INWARD RECTIFICATION WITH A BLOCKING ION 

Theorrlical IKE relations of a three-site, multi-ion model with a block- 
ing ion that can enter the channel from the inner end but cannot pass 
over the outermost barrier. Calculations at different external K concen- 
trations show a steep voltage dependence of conductance (because of 
the blocking ion) that shifts with [K +I,, as in inward rectifica:ion. The 
barrier heights are 12/4/4/8 RT units and the well depths for K ' and B + 

ions are -13.8 .  Repulsion makes a site 16 times harder to fill when an 
ion is in a neighboring site. [From Hille and Schwarz, 1978.1 

reduce outward current in Ki, channels. The relative importance of the two 
factors differs among channels. 

The Mg2+ block seems to dominate in several cardiac channels, including the 
K(ATP), K(ACh), and background K, channels (Horie et al., 1987; blatsuda et 
al., 1987; Vandenburg, 1987). In on-cell patches, current in the open channel 
rectifies (Figure 6A), but when the patch is excised into a Mg-free solution the 
open-channel i-E relation becomes linear (Figure 68) .  Addition of Mg2+ to the 
cytoplasmic side restores the rectification. This dramatic effect occurs at physi- 
ological levels of [ ~ g ~ + ] ,  and has a voltage dependence (2' = 1.3) sufficient to 
explain most of the mild inward rectification of these channels. Thus voltage- 
dependent block by Mg2+ ions seems physiologically relevant both at the 
external mouth of the NMDA receptor (Figure 13 in Chapter 6) and at the 
internal mouth of inward rectifiers. The three cardiac K,, channels discussed also 
have a slower hl2'-independent gating that closes channels when the rnem- 
brane is depolarized (Kurachi, 1985; Matsuda et al., 1987; Ishibara et al., 1989). 

The experiments with Mg2+ block of cardiac K channels revealed another 
quite unexpected feature (Matsuda, 1988). In the presence of half-blocking 
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(A) ON-CELL (11) EXCISED 200 I&[ ~ g "  

[C) EXCISED 17 phf ~ g ~ '  (D) EXCISED 1.2 mh.l M ~ "  
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6 Mg2+ ION MAKES INWARD RECTIFICATION 

Voltage-dependent Mg2+ block of a single K, channel from guinea pig 
heart. The patch pipette contains isotonic K solution and the patch 
voltage is changed in a ramp waveform to trace out an i-E relation. (A) 
On-cell record. (B) After excision into a solution with 5 mM ATP (to 
block K(ATP) channels) and no added M~*'. (C and D) Increasing 
amounts of Mg2+ are added. The values given are the estimated free 
concer~trations. [From Vandenberg, 1987.1 

concentrations of Mg2 +, single channels began to show rapid transitions to two 
lower conductance Ievcls (Figure 7). 7'his is interpreted to rrican that thew K 
channels have a triple-barreled structure- three parallel poreu in one channel- 
and that Mg2+ ions plug and  unplug the individual pores independently s o  that 
the total conductance shows frequent steps equal to one-third of the full y. This 
phenomenon is not restricted to block by intracellular MgZ+. The same steps 
appear when the channel is blocked from the outside by Cs+ or Rb+ (Matsuda et 
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(A)  FULL. CONDU'TANCE W1I.H KO &I$' 

+70 mV 

(R) SUBLEVELS IN 2 phi bCg2' 

Time (ms) 

7 THREE CONDUCTANCE LEVELS OF Ki, CHANNELS 

Mg2' block induces conductance sublevels in K, channels of guinea pig 
heart. Patch-clamp records with high-K solution in the pipette. (A) 
With M$'-free solution in the bath, a large outward currcnt tlows 
during a step to + 70 mV, and after 40 ms, the channel closes. (U) With 
2 *M MgZt in the bath, the channel makes frequent transitions among 
two lower levels of conductance. Long dashed lines mark zero current. 
Shorter dashed Lines ernphasi~e the sublevels. [From btatsuda, 1988.1 

al., 1989). Perhaps these observations are showing us that this kind of K channel 
is composed of three subunits instead of the four found in voltage-gated K 
channels, and that the pore is formed within one or between pairs of subunits 
rather than at the junction of all three. 

How about traditional steeply voltage-dependent inward rectifiers like those 
of skeletal muscle or eggs with 2' > 2.5? Here there are fewer experiments, but 
the reports are that the open-channel i-E relation becomes linear without hlg2+ 
on the cytoplasmic side and that there is steep voltage-dependent gating (Burton 
and  utter, 1990). The gating may have an equivalent gating charge of z, 5, 
and, in these channels, gating may be the dominant determinant of inward 
rectification. The gating would then be highly responsive to [K+ 1,. Whole-cell 
dialysis has been-used to study a steeply gated(zs = 6)  inward rectifier of 
endothelial cells (Silver and DeCoursey, 1990). There seemed to be no Mg2+ 
sensitivity. The rectification was the same whether the whole-cell pipette con- 
tained 0 Mg and 10 mM EDTA (to chelate Mg2+) or 10 mM Mg and 0 EDTA. 
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Topics in classical kinetics 
We turn now to additional biophysical background needed to analyze gating. 
Biophysicists characteristically emphasize kinetic analysis, which we have dis- 
cussed particularly in Chapters 2 and 6.  Gating is studied by analyzing its time 
course and then trying to write down a state diagram representing transitions 
among postulated closed and open states. This method is powerful and essen- 
tial, but insufficient by itself to understand gating. 

In the empirical tradition of classical kinetics, the concepts of states and 
transitions are defined primarily by kinetic criteria. The usual assumptions are 
(I) that the rate constants of elementary transitions d o  not depend on how the 
system reached the state it is in (this is called the assumption that gating is a 
MARKOV PROCESS), and (2) that the elementary transitions are first order. For 
example, if the mean open time of a channel can be changed by some earlier 
pulse history, the channel is assumed to have more than one open state (as- 
sumption 1). Or, if a closedapen transition has a multiexponential time course, 
several intermediate, first-order steps are assumed to exist (assumption 2). 

In general, if a system has N states, the kinetic response will have up to N - 
1 relaxation times, and if a system shows M relaxation times, it must have at 
least A4 + 1 states. For example, during a voltage-clamp step, the macroscopic 
time course of state A in a four-state system (Figure 8) would be described by 

A(ti = Co + CL exp (<) + c2 exp (z) + ~3 exP (2) (18-5) 

where the C's are constants depending on the initial conditions and the 7's are 
relaxation times or time constants.' The same r's, but different C's, govern the 
time course of states 8, C, and D of the system. This formula holds whether the 
four states have only three permitted transitions, as in Figure 8A, or up to six, as 
in Figure 88. Thus the N - 1 experimentally measurable time constants may not 
generally be identified with particular transitions. Instead, each is composed of 
contributions from all transitions. 

Partly to avoid excess complexity in hand calculations, Hodgkin and Huxley 
(1952d) chose to represent the kinetics of gating in Na and K channels by the 
product of independent first-order variables, tn3h and 12'. If we imagine h, tn. and 
11 as representing the fraction of "h-gates open," "in-gates open," and "n-gates 
open," the HH model is easily recast as a state diagram. Consider first a K 
channel with four n-gates which are individually either open (1) or closed (0).2 

' Equation 18-5 is a general solution of the system of linear differential equations (the kinetic 
equations) drsuib~ng the rate of change of each state with time. In the theory of differential 
equations, the reciprocals of the r's, often written as A's, are called the EIGENVALUES or characteristic 
rates of the system. General methods for obtaining the eigenvalues and the C's fw kinetic equations 
use matrix algebra. For stochastic channels these methods are summarized by Conti and Wanke 
(1975), Neher and Stevens (1977). Colquhoun and Hawkes (1977, 1981, 1982), and DeFelice (1981). 

Rather than assume four gates, one could assume equivalentl; four domains controlling one 
gate. There is no evidence today as to whether a Na channel has more than one physical gate. Since 
K channels can be formed as homotetramers (Chapters 9 and 16), we do know that they can have 
four identical structural units underlying each of their functions. 
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(A) LINEAR ( C )  SUBSTRATES 

(B) NET 

8 KINETIC MODELS AND SUBSTATES 

(A and 8)  Dependingon its topology, a four-state model may have from 
three to six allowed transitions. (C) Each major state is a collection of 
related substates, only some ot which participate in the transitions to 
other major states. 

Then Figure 9A represents the possible states and transitions of the gates in this 
system. It is amazingly complex, with 15 closed states and a single open one. 
However, the assumption that the four gates are independent and lunetically 
identical permits a great simplification. A I I  states with the same number of 
closed gates are kinetically indistinguishable and may be lumped together as in 
Figure 9B. In the upper diagram, all transitions to the right have rate constants 
a,, and those to the left p,. In the lower diagram, the multiple arrows have been 
condensed, so the rate constants from left to right fall in the sequence 4a, 3a, 2a, 
a, and those from right to left fall in the sequence 4P, 3p, 2p, P. This new 
diagram with only four states and with a speiial sequence of rate constants is 
kinetically indistinguishable from the n"kinetics of the HH model (Armstrong, 
1969). 

The same kind of argument leads to an eight-state kinetic scheme for Na 
channel gating (Figure lo), which is kinetically indistinguishable from the m3h 
kinetics of the HH model. Although tn3h kinetics may be summarize? by just 
two time constants 7, and T ~ ,  the full time course, represented by tl<t sum of 
exponentials (Equation 18-4), actually has seven exponential components, as is 
expected from an eight-state model. These exponentials may be obtained by 
expanding products of the standard exponential expressions for the time course 
of rn and h (cf. Equations 2-11 to 2-19, and 6-7): 

where rno and ho are the starting values, and rn, and h, the equilibrium values of 
rn and h. The seven time constants obtained this way are ?h, T,,, 7,,,/2, 7,& 7,Td 

(T,, + T,), T , T ~ ( ~ T ~  + T,,), and ~,,7,,/(37~ + 7,"). AS we discuss later, tests of the 
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(A) ALL STATES 

(B) REDUCED DIAGRAM 
3a 2a 

9 KINETIC STATES OF THE HH K CHANNEL 

(A) I f  the K channel had four n-gates that could be open (1) or shut (0), 
there would be 16 substates of the system with 32 permitted transitions. 
(8) If the 11-gates were identical, many substates would become equiva- 
lent and the system could be described by five major states with 
transition rate constants shown. The state numbers correspond to how 
many gates are open. Only state 4 actually conducts ions. 

schemes in Figures 9B and 10 show that the HH model for Na and K channel 
gating is not correct in all details. 

This last discussion points out one of the p;culiarities of the kinetic definition 
of a state. Physically different forms that are not immediately interconvertible 
(e.g., those in the center column of Figure 9A) might be lumped together in a 
single kinetic state. Another property of a kinetic state relates' to the relevant 
time scale. Suppose that we have a four-state channel, described by the kinetic 
network of Figure 8B and with a 1-ms mean lifetime for state A. Let us pick a 
500-ps period when the channel is in state A and proceed to take 50,000 
successive "photographs" of the channel with a 10-ns "exposure time." Each 



488 Chapter Eighteen 

inactivated states 

f 
A 
'i 

L I Open Y 
Closed states 

state 

without 
inactivation 

10 KINETIC STATES OF THE HH Na CHANNEL 
Eight major gating states result when the Logic used in Figure 9 is 
applied to Na channels in the FIH model. Only state tu ,Ir , ,  has all gates 
open and conducts ions. [From Hille, 1978.1 

picture will be minutely different because of a variety of fast motions. Neverthe- 
less, we might recognize some near repeats and sort out the pictures into 100 
piles, A, to A,,, of related "poses," which we would call substates of state A. 
Evidently, when viewed on a time scale much finer than its characteristic 
lifetime, any state can be recognized to be a collection of rapidly interconverting 
substates. Hence it is inevitable that as the frequency response and precision of 
electrical measurements are improved, more gating time constants and states 
will be described. These "refinements" need to be viewed in perspective. From 
the biological viewpoint, brief events ("flickers" and "gaps") in channel open- 
ings are all smoothed out by the membrane time constant ( T , ~  = R,+,Chl) and may 
have little relevance to describing excitation. However, from the physicochemi- 
cal viewpoint, understanding brief events is another step toward explaining 
how the gating dynamics of the channel macromolecule come about. 

How do substates affect the validity of the original state diagram? Closer 
examination might show that substates A, and A2 permit transitions to state B; 
substates A,,, A33 and A,,, transitions to state C; and so on (Figure 8C). Then 
when a transition from B to A occurs, the system will first arrive in substate Al or 
A2. Now for the usual Markov assumption (assumption 1) to apply, the rate 
constants for interconversions among substates would have to be so fast that the 
channel "visits" most of the other stable substates, "forgetting" that it started in 
A, or A,, before there is much chance of another major transition from A to B, C, 
or D. When the rate constants for substate interconversions are not so much 
faster than for transitions among the major states, Figure 8B will not give an 
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accurate approximation of the kinetics and the postulated transitions will not 
obey the Markovian assumption. In this sense all kinetic diagrams are approx- 
imations, and it is a corollary that they can always be improved by including 
more details. Our ability to describe by standard chemical kinetics ultimately 
depends on two questions. Are the relevant transitions few enough in number 
and temporally separated enough from interconversions of underlying substates 
to permit us to draw a state diagram? And how accurate do we want to be? 

Since each state has substates, and each substate has its own substates, and 
so on, we would need to consider a continuum of infinitesimally different states 
in an exact treatment. This is the realm of statistical mechanics, the science that 
predicts the macroscopic properties of assemblages of atoms from the micro- 
scopic properties of the atoms themselves. It is statistical mechanics that tells us  
what the limits are on the empirical methods of classical kinetics. Fortunately, 
kinetic methods have sufficed so far in the study of gating, but with the detailed 
observations now possible, we may be viewing a system with too many states 
and overlapping time scales. .. ~ 

Statistical mechanics dictates an important relation among rate constants in 
state diagrams (Onsager, 1931). It starts with the principle that at equilibrium the 
mean frequency of forward transitions is identical to the mean frequency of 
backward transitions in every elementary step-the principle of DETAILED BAL- 

A N c e s .  This equality holds true because the laws of physics are invariant to the 
reversal of time-the principle of MICROSCOPIC KEVERSIBILITY. AS a part of de- 
tailed balances, one can conclude that in state diagrams with closed loops 
(cycles) the product of rate constants going clockwise around any cycle must 
equal the product going counterclockwise. For example, consider the rightmost 
Loop in Figure 10. Starting at the open state "m,h,," going clockwise the product 
is 3P,, . P,, a,,, . a,,, and going counterclockwise the product is the same PI, 3 P h .  
a, . a,,, as required. If this relationship did not obtain, there would be a net 
clockwise or counterclockwise flux around the cycle at "equilibrium," in viola- 
tion of detailed balances and of the impossibility of perpetual motion  machine^.^ 
In any cycle whose rate constants appear to violate detailed balances, one has 
overlooked a point of ENErtCy ~N)E~T;ON.  Thus if one leaves out the ATP from a 
diagram of the Na+ - K +  pump, the pump cycle will appear to violate detailed 
balances. Similarly, if breakdown of ATP or unnoticed net movement of an ion 
across the membrane were an energy source for gating, the gating cycle could 
appear to violate detailed balances. 

In macroscopic voltage-clamp studies using techniques like those of Hodg- 
kin, Huxley, and Katz (1952), the experimenter is at a serious disadvantage 
because, instead of measuring the time courses of N states separately, the 
experiment reports only the total current. The multiple postulated~closed~states 

'The same logic underlies the shift of the T-R equilibrium in Equation 18-4 that depends on 
tighter binding of O2 to R forms than to T forms. Note also the formal similarity of Figure 10 and 
Equation 18-4. Inactivation could be said to be an allosteric conformational transition that in the HH 
model is unaffected by activation but, in models we will discuss later, become increasingly likely as 
activation proceeds. 



490 Chapter Eighteen 

of typical gating schemes are lumped together in the measurement and cannot 
be followed individually. The inability to follow each separate state leads to 
ambiguities in the assignments of rate constants. For example, consider only the 
activation part of HH kinetics for Na channels. The linear equivalent of 111" 

kinetics (Figure 10) has activation rate constants, descending from the left, of 3u, 
2a, a. However, a mathematically identicni time course of activation is obtained if 
the rate constants ascend, 

and only slight differences are obtained if all rate constants are made the same: 
1.67a, 1.67a, 1 . 6 7 ~ ~  (Armstrong, 1981). Although scheme 18-7 predict? the same 
activation time course as the HH model, it is no longer interpretable as the 
opening of three identical and independent rrl-gates. Instead, it might be viewed 
as describing a positive cooperativity, with each gate being easier to open than 
the preceding one. 

An even more surprising ambiguity arises in analyzing the relation of Na 
channel inactivation to activation. Qualitatively, we tend to think of inactivation 
as a slow step that follows a rapid activation: 

Curve 1 in Figure 11 is generated this way. However, even that generality is not 
proven by the conventional macroscopic current measurements. As the figure 
shows, the following scheme with the rate constants reversed: 

slow- fast 
R - -  - I (18-9) 

also produces a rapidly rising conductance that decays slowly (curve 2). When 
fitted with the HH model, both curves decay with the same macroscopic time 
constant, T,, = 2 ms; however, only in curve 1 does this reflect the rate constant 
of a slow inactivation process. In curve 2, T,, reflects the slow deliz~rry (activation) 
of channels to a rapid inactivation process. In fact, as we shall see later, such 
slow delivery is a property of some Na channels. The kinetic ambiguity is not as 
severe in the HH model, which assumes only two independent rate constants 
with inactivation occurring at an equal rate from all states, whether activated or 
not (Figure 10). 

Other kinetic methods are useful 
The limitations of the classical kinetic analysis of ionic currents stimulated a 
search for additional kinetic methods. Three have been useful: fluctuation analy- 
sis, single-channel recording, and gating current. This section describes advan- 
tages of these methods. Later sections give results obtained with them. 

We have already seen two important properties of spontaneous fluctuations 
of ionic current. (1) If the fluctuations are caused by random opening and closing 
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Time (ms) 

11 ALTERNATIVE MODELS OF INACTIVATION 

Kinetic calculations from a sequential model (1) with fast activation and 
slow inactivation rate constants as in the HH model, and from another 
model (2) with slow activation and fast inactivation. The models predict 
nearly the same time course fur g ~ ,  except that only 4.7% of the chan- 
nels are open at the peek in 2 while 59% are open in I. Rate constants 
arc in units of ms-I. Reverse reactions do not take place. 

of channels, the amplitude, or more properly the variance of the fluctuations, 
contains information on the single-channel current, as expressed in Equation 
12-6. (2) Usually the mean time course of relaxation of spontaneous fluctuations 
is the same as the macroscopic time course of relaxation from a deliberately 
imposed small perturbation (Chapter 6). Therefore, kinetic analysis of fluctua- 
tions yields, in principle, the same time constants as the classical methods and 
requires the same kind of state-model building. To perform the analysis, one 
uses a computer to calculate averaged power spectra or averaged autocovariance 
functions trom the "noisy" records, and these are fitted with Lorentzian func- 
tions (Equations 6-10 and Figure 7 in Chapter 6)  or exponentials, respectively. If 
this is done with stationary (steady-state) records, one gets only steady-state 
properties. If this is done with nonstationary (transient) records, one gets 
further information, such as whether channels that open early in a pulse close 
with the same kinetics as those that open late-in a pulse (Sigworth, 1981) or 
whether, on a slower time scale, channels are converted from one gating mode 
to another (Conti et al., 1984). The theory and practice of kinetic analysis of 
fluctuations make much use of the mathematics and physics of stochastic pro- 
cesses (Stevens, 1972; Conti and Wanke, 1975; Neher and Stevens, 1977; Col- 
quhoun and Hawkes, 1977; DeFelice, 1981; Bendat and Piersol, 1986). 

Besides estimating single-channel currents of channels (Chapter 12), the 
most obvious contribution of fluctuation analysis was in the early measurements 
of open times for transmitter-activated channels (Chapter 6). When it was 
introduced in the early 1970s (Katz and Miledi, 1970, 1971; Anderson and 



492 Chapter Eighteen 

Stevens, 1973) the fluctuation method was without rival. Todaj. however, far 
more information has been obtained by the patch-clamp method. in membranes 
where patch clamping is feasible, it is usually the method of choice. Fluctuation 
methods have been most useful where the patch clamp could not be used 
(Sigworth, 1981; Conti et at., 1984), where the unitary currents are too small to 
resolve individually (Adams et al., 1981), or where a population of channels 
must be studied. 

Unlike fluctuation analysis of multichannel records, kinetic analysis of uni- 
tary currents gives access to new kinetic parameters that are simpler than the 
characteristic time constants (eigenvalues) obtained by the classical method. Our 
earlier discussion of Equations 6-2 to 6-9 reached the important conclusion that 
in a system with only one open state, the open lifetimes are exponentially 
distributed with a mean lifetime equal to the reciprocal of the sum of the rate 
constants for the closing steps. Thus, in the HH model, the mean open lifetime 
of K channels would be 1/4p,, (Figure 98) and that of Na channels, 1/(3P,,, + P,,) 
(Figure 10). If the distribution of open lifetimes shows more than one exponen- 
tial, there is more than one open state. Similarly, if the distribution of shut times 
has several exponentials, there are several shut states. These lifetimes are readily 
measured from patch-clamp records, giving a more direct route to specific rate 
constants than the classical method provides. Two other informative quantities 
that can be measured with step voltage changes and single-channel recording 
are the time to first opening of a channel (first-latency distribution) and the 
number of times that a channel opens before inactivating. The additional infor- 
mation from single-channel records helps to remove some of the ambiguities of 
the macroscopic methods. Thus, as we shall see later, one can resolve the 
ambiguity illustrated in Figure 11 when recording from patches with one chan- 
nel. The predictions of the conventional model (Equation 18-8, with slow inac- 
tivation) are that most depolarizations will open the channel early and the burst 
time or open time will be long. The prediction of the alternative "equivalent" 
model (Equation 18-9 with fast inactivation) is that many drpolarizations will 
open the channel late and that the open time will be brief and without repeated 
openings. 

The gating-current method is the third new kinetic approach for studying 
gating (Armstrong and Bezanilla, 1973, 1974; Keynes and Rojas, 1974). Hodgkin 
and Huxley (1952d) first pointed out that every voltage-dependent step must 
have an associated charge movement, as the electric field in the mer:~'Jrane does 
work on components of the channel. Even voltage-dependent transitions among 
closed states must cause a charge movement. Herein lies one of the major 
advantages of the gating-current method: It is the only one reporting transitions 
among closed states. As we saw in Figure 1 of Chapter 12, most of the gating 
current, IX, associated with the activation of Na channels flows before they open. 

Suppose that one of the elementary steps in a gating process is 
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How does one predict its contribution to the gating current? First we need to 
know the equivalent valence zA, of the gating charge moved in this one step. It 
is determined from the voltage dependence of the A-B equilibrium using Equa- 
tion 2-21 or 2-22. The steeper the voltage dependence, the larger is z .  The gating 
current I,, is simply equal to the charge moved per channel multiplied by the net 
rate of transition: 

Hence gating-current measurements emphasize those steps that are most volt- 
age dependent and those that are fastest. Some authors prefer to speak of an 
equivalent dipole moment change )I (dimensions: charge X distance) instead of 
an equivalent charge movement. This requires one to assume a thickness d for 
the membrane. The two quantities are then related by 

Equation 18-11 shows that for real channels with several gating steps the expres- 
sion fur ly will be a long string of products of scaling constants times the time 
course of the gating states A, B, C, D. Therefore, the time constants that one can 
extract from gating-current records for an N-state system are the same N - 1 
composite time constants that one sees in the macroscopic ionic current (cf. 
Equation 18-5), even if only a few of the transitions are voltage dependent. 

Gating-current measurements have been reviewed by Almers (1978) and 
Meves (1990). In this book we have discussed them with respect to the voltage- 
dependence of excitation-contraction coupling in skeletal muscle (Figure 16 in 
Chapter 8) and for counting the number of voltage-gated channels in mem- 
branes (Table 2 of Chapter 12). In the following we will see several more uses of 
gating current measurements. 

Most gating charge moves in big steps 
We have now introduced tools used for biophysical studies of gating. The rest of 
this chapter illustrates their application to gating of Na channels. We start with 
what is probably the most esoteric use of gating current conceived to date. 

Activation of Na channels is preceded by transitions through several closed 
states. Therefore the gating current of one channel would move in a series of 
elementary steps. If the number of steps is large, the elementary gating current 
of each transition would be tiny. If, on the other hand, the number of steps is 
small (three in the HH model), the gating current of each transition would be 
larger. Reasoning that fluctuation measurements give the amplitude and time 
course of underlying elementary currents, Conti and Stiihmer (1989) have rnea- 
sured the flrtctuafions ofgating current to deduce the time.course and amplitude of 
the charge movement in one sensor! They conclude that most of the gating 
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charge for one channel moves in a series of two or three brief (<25 ~ s )  steps 
carrying an average equivalent zs of two to three charges per step. Their mea- 
surements favor kinetic models (like the HtI model) that envision a small 
number of voltage-dependent state transitions, each happening abruptly, rather 
than a continuurn of microsteps in which an individual gating charge flows 
virtually continuously for hundreds of microseconds to open a channel. 

Macroscopic ionic currents reveal complexities 
in Na inactivation 
For the remainder of the chapter we address fairly narrowly the relationship of 
Na inactivation to the events of activation, a question that is not yet fully 
resolved. This kinetic question is perhaps no more interesting than many others, 
but it has received a lot of attention. Many subtle observations on gating of Na 
channels are summarized in thoughtful reviews (Goldman, 1976; Armstrong, 
1981; Khodorov, 1981; French and Horn, 1983; Bezanilla, 1985; Patlak, 1991). We 
consider only a few by way of example. 

~ccord ing  to the HH model, inactivation of Na channels is a first-order 
process with rate constants that do not depend on the state of activation. These 
ideas are expressed in the state diagram of Figure 10 by the vertical arrows with 
identical rate constants for the inactivation of each of the four "activation states" 
of the channel. Evidence against this simple scheme bega - accumulating in the 
mid-1960s, and we now believe that inactivation is much fas:er for channel states 
near the right side of the diagram than for those near the left side. Any such 
system where activation and inactivation are interdependent is said to be a 
"coupled" model. The possibility of coupling was mentioned by Hodgkin and 
Huxley (1952d), who chose independence of tn and h because it led to simpler 
mathematics and easier calculations. Interest was again revived by theoretical 
papers of Hoyt (1963, 1968). Coupling is hardly surprising, as all the gating steps 
are conforrnational transitions of a single macromolecule. Any conformational 
change ought to have effects on other conformational changes. In this section we 
describe three relatively simple observations using macroscopic INa that reveal 
complexities in the kinetics of Na inactivation. 

The first concerns the strikingly incomplete inactivation of I,, in squid, a 
phenomenon mentioned in Chapter 3 and illustrated in Figure 13 there. I t  may 
be unique to squid axons. chandler and Meves (1970a,b,c) found that the 
steady-state inactivation curve (h, curve) for axons perfused with NaF solutions 
falls with depolarization, as expected in the HH model, but after reaching a 
minimum value of 0.1 to 0.2, rises again at positive potentials. Chandler and 
Meves (1970~) proposed that the "h-gate" has two open positions, in the se- 
quence 0, - C t-. 02, rather than the simple openxlosed sequence of the 
HH model. The novel position 0, is favored by laige depolarizations. In this 
model, activation and inactivation are still independent, but inactivation has 
more complexity than before. During a large depolarization, channels would 
open into one open state, then inactivate and open into the other. An alternative 
interpretation is that large depolarizations cpen a different group of noninac- 
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tivating, "sleepy" Na channels (Matteson and Armstrong,, 1982). 
A second complexity of Na inactivation is seen in many axons. Chiu (1977) 

found that the development and recovery of inactivation at the node of Ranvier 
follows a time course with two exponential components rather than one. Still 
assuming a separation of activities from inactivation, he described the proba- 
bility that channels are open by m3h but with an h-gate that has two dosed 
positions in the sequence 0 +--+ C1 - C2. 

A third, related complexity is a delay in the onset of inactivation. According 
to the HH model, inactivation should begin to develop as soon as the membrane 
is depolarized. However, more recent experiments suggest that it begins only 
after a delay (Goldman and Schauf, 1972; Bezanilla and Armstrong, 1977; Bean, 
1981). The delay has been interpreted to mean that inactivation does not occur 
until after a channel is activated, corresponding to the following coupled state 
diagram (Bezanilla and Armstrong, 1977): 

Here there are no i~lcieperrdetlt activation and inactivation processes and no 
possible m3ji-like descriptions. This linear model is the severest king of coupling: 
Inactivation cannot exist without activation. Channels must open before they 
inactivate. Bean (1981) has tested this proposal quantitatively on the rnacro- 
scopic IN, of crayfish axons and shows that it makes too much delay in the onset 
of inactivation. He and others have concluded that inactivation can also develop 
from one of the last closed states (e.g., C,) rather than only from the open state. 

Provocative as they are, these observations alone do not prove that inactiva- 
tion waits for some degree of activation to occur. They prove only that inactiva- 
tion is delayed and has-more complex effective kinetics than previously thought. 
Before continuing with the question of coupling, we should mention another 
major property of inactivation, the phenomenon of SLOW ~ . t  INACTIVATION. 

When an axon or muscle is depolarized for seconds or minutes, Na channels 
enter a new class of inactivated states. Long repolarizations, again seconds or 
minutes, are needed to restore the channels to the functioning pool (Narahashi, 
1974; Adelman and Palti, 1969; Chandler and Meves, 1970d; Peganov et a]., 1973; 
Khodorov et a]., 1974, 1976; Fox, 1976; Almers et a]., 198313). Like desensitization 
of nAChR channels, this slow process has several widely spread time constants 
ranging at least from 100 rns to 3 minutes, showing that slow inactivation 
involves several channel states (cf. scheme 6-12). The A-type K channels also 
have slow inactivation superimposed on their fast inactivation. It is likely that 
slow and fast inactivation are mediated by different parts of the channel, be- 
cause both for Na and K channels, treatments that remove fast inactivation 
(enzymes, toxins, and mutations) do not remove slow inactivation. 

Charge immobilization means coupling 
In the uncoupled scheme of Hodgkin and Huxley (1952d), deactivation of Na -3 
channels is uninfluenced by the state of inactivation. By contrast, in linear . 
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schemes like that of Equation 18-13, a channel cannot deactivate (return to states 
C, to C,) while it is still inactivated. Proof of such coupling is the single most 
important contribution of the gating-current method to our understanding of 
gating. 

Armstrong and Bezanilla (1974, 1977) discovered that all procedures that 
transiently inactivate Na channels also transiently reduce the size of gating 
currents. Recall that on- and off-gating currents with brief test pulses have a time 
course appropriate for activation and deactivation of Na channels (Figurc 1 in 
Chapter 12). The total chargcs Q,, and QOft are equal, showing that activation 
gating is a quickly reversible process. Quite unexpectedly howher,  the equality 
no longer holds for longer test pulses (Figure 12). After a IO-ms test pulse, QOff 
may be only 30% of Q,,. Approximately 70% of the gating charge is "immo- 
bilized" by the test pulse. Activation (as assayed by charge movement) is no 
longer quickly reversible. Charge immobilization and inactivation of Na chan- 
nels are closely related. Immobilization develops and recovers with the same 
time course as Na inactivation (see also Nonner, 1980; Keynes, 1983). It parallels 
both the conventional inactivation brought on by depolarization lasting a few 

Test pulse duration (ms) 

12 IMMOBILlZATION OF "OFF" GATING CHARGE 

Comparison of the time course of inactivation of INa (solid line) with the 
immobilization of gating charge (circles) in the squid axon. Gating- 
charge movement is determined by integrating the rapid "on" and 
"off" !, for test pulses of different durations. The fraction of charge 
returning quickly at the "off" step decreases witb increasing pulse 
length (but note offset of right scale) in parallel witb inactivation of Na 
channels. T = 8°C. [From Armstrong and Bezanilla, 1977.) 
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milliseconds and the slow inactivation brought on by depolarization lasting 
minutes. Charge immobilization is enhanced and prolonged by those local- 
anesthetic-like compounds that promote or simulate inactivation by entering the 
pore from the inside (Yeh and Armstrong, 1978; Cahalan and Almers, 1979a,b). 
Charge immobilization is prevented when Na inactivation is blocked by toxins or 
chemical treatments (e.g., pronase). These parallels are reviewed by ~ h o d o r o v  
(1981), Keynes (1983), and Meves (1990). 

The discovery of charge immobilization has two major consequences. First, 
the pharmacology and kinetics of immobilization parallel those of Na inactiva- 
tion so completely that we now can identify more than 90% of the fast charge 
movement of axons as gating current of Na channels, an assumption made 
implicitly in Chapter 12. second, immobilization shows that activathn does not 
reverse quickly once inactivation has occurred. Channels are locked in an "acti- 
vated form" while inactivated and can deactivate fully only after inactivation is 
removed. Parenthetically, we should note that immobilized gating charge be- 
comes mobile again once inactivation is removed; hence it flows back slowly 
over a period of several milliseconds following an inactivating test pulse (Arm- 
strong and Bezanilla, 1977; Nonner, 1980). Only because the return movement is 
slorv is the QOit obtained by integrating the fastest part of I, smaller than Q,,. 
These experiments require changes from the HH model, changes that neces- 
sarily introduce more free parameters. No single model is now universally used, 
but most authors consider variants of ones explored by Armstrong and ~ezanilla 
(1977) and their colleagues (Armstrong and Gilly, 1979; Stimers et al., 1985). 
Thus the following model (Patlak, 1991): 

has a linear sequence of steps leading to opening, and branches that allow 
inactivation to develop without opening. In a large depolarization, channels 
would proceed from Cq to 0 to I , .  After a repolarization, channels would 
proceed quickly from I I  to IZ, moving 30% of the total gating charge, and only 
slowly return to the main pathway, moving the remaining 70% of the gating 
charge that had been immobilized. 

Inactivation need not be slow and 
highly voltage dependent 
Let us return to the microscopic rate of inactivation of openr Na c h a n n e l s t h e  
step 0 -r II in Equation 18-14. As we learned from Figure 11, the rate of 
inactivation of a channel is not well determined by the usual macroscopic 
measurements of T,,. The two questions to be addressed here are how fast and 
how voltage dependent it is. 
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In the HH model, the steady-state inactivation curve (h,) is steeply voltage 
dependent, with a slope corresponding to an equivalent gating valence zx = 3.5 
charges per channel (Figures 14 and 17 in Chapter 2). Nevertheless, Arnistrong 
and Bezanilla (1977) found no gating current that they could attribute to inactiva- 
tion gating. They proposed, therefore, that the microscopic inactivation step has 
no intrinsic voltage dependence (Bezanilla and Armstrong, 1977). They rea- 
soned that the steady-state fraction of inactivated channels depends on the 
steady-state fraction of activated channels in models like that of Equation 18-13 
or  gati ion 18-14. Since the activation steps have intrinsic steep &age depen- 
dence, the amount of inactivation would automatically change with voltage 
without needing a voltage-dependent rate constant for 0 + 1,. As we saw in 
Figure 9 of Chapter 16, they envisioned that the inactivation gate is a pronase- 
labile ball-and-chain hanging out into the axoplasm. When a channel activates, it 
would provide a cup that the inactivation ball falls into, stoppering the channel, 
a voltage-independent process in their view. 

If the rate constant for inactivation were invariant, how could macroscopic 
gNa inactivate quickly at large depolarizations and more slowly for small depolar- 
izations? In the Bezanilla-Armstrong proposal, the rapid decay at large depolar- 
ization reflects the intrinsic rapid rate of inactivation of open channels, as in 
curve 1 of Figure 11- At smaller depolarizations, each open channel inactivates 
with the same rapid time course, but new channels enter into the open pool 
slowly and continue to arrive long after the first ones have inactivated. Hence for 
small depolarizations, the long time course of g N a  reflects slow activation as in 
curve 2 of Figure 11, rather than slow inactivation. 

The scheme of curve 2 with fast inactivation received strong endorsement 
from insightful single-channel analysis using neuroblastoma celk Aldrich, Co- 
rey, and Stevens (1983; Aldrich and Stevens, 1987) recorded unitary currents in 
hundreds of repeated depolarizing steps (as in Figure 6 of Chapter 3). They 
identified each opening, measuring its duration, amplitude, and time of occur- 
rence within the sweep. The ensemble of sweeps was also averaged to give the 
mean IN,. This could be translated into the curve Pop,, in Figure 13A, which 
gives the time course of probability that a channel is open at any moment. The 
falling phase of the Pop,, or mean l N a  curve was used to determine thr rnacro- 
scopic T,, of inactivation. At a V,, of -40 mV, TI, was 3 ms (Figure 138). A crucial 
finding was that in the same sweeps, each channel opening lasted on average 
only 0.94 ms, and 85% of the time a given channel opened only once in the 
sweep. If channels opened but once, they must have closed to an "absorbing" 
inactivated state. Thus the microscopic time constant of the 0 -t I, transition is 
0.95 ms, less than one-third of the macroscopic T,,. As expected with such brief 
single openings, the first-latency distribution for channel openings in 
Figure 138) shows that many new channels continue to arrive at the open state 
long after the peak of Hence in these neuroblastoma cells some of the 
microscopic steps of inactivation are slower than the microscopic steps of inac- 

4The original papers should be consulted to appreciate the useful arguments of conditional 
probability theory introduced for making these calculations. 
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(A) TIME COURSE 

Time (ms) 

(B) VOLTAGE DEPENDENCE 

+ + + + + + +  
Open time + 

I<ela{ive voltage (mV) 

13 SLOW ACTIVATION AND FAST INACTIVATION 

Summary of unitary-current measurements o n  Na channels in on-cell 
patches of NlE115 neuroblastoma cells at 11°C. Membrane potentials 
(V,,,) are given relative to the unknown, but usually low, resting poten- 
tial of the neuroblastoma cell. (A) Time courses of the probability that a 
channel is open, and that a channel has opened at least by that 
time, Pupwed. (B) Voltage dependence of the mean single-channel open 
time and of the macroscopic inactivation time constant, lh [From Al- 
drich and Stevens, 1987.1 

tivation. Furthermore, when the voltage dependence of these microscopic pa- 
rameters was measured, activation was found to speed up with depolarization, 
but inactivation did not (see open time in ~ i ~ u r e - 1 3 6 ) .  

The Armstrong-Bezanilla-AIdrich-Corey-Stevens (ABACS) model leads to 
two interrelated predictions that can be readily tested with macroscopic IN, 
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(A) iNa VS. TIMI? (13) PEAK g,, VS. E ,  
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14 PAPAIN UNMASKS SLOW ACTIVATION IN NIR CELLS 

Whole-cell IN, in an N18 neuroblastoma cell recorded as papain re- 
moves inactivation. The whole-cell pipette contains the enzyme solu- 
tion. (A) Currents 5 min after recording begins and 50 niin later (Pa- 
pain). Note especially with small depolarizations that the modified 
current continues to rise long after control currents reach their peak. T 
= 15°C. (8) Voltage dependence of peak y,, before and after inactiva- 
tion is modified by papain. [Aftcr Conoi and l-iilie, 1987.1 

measurements combined with modifications that remove Na inactivation. The 
first prediction is readily appreciated by looking at Figure 13A. The curve, 
Popened, is the cumulative probability that a Na channel has passed at least once 
into the open state. If inactivation were eliminated, all these channels should 
arrive and then remain in the open state. Hence the curve, Popencd, shoitld 
describe the macroscopic time course of I,, after removal of inactivation. The 
modification should unmask the underlying slow activation process and reveal a 
growth of IN, long after the peak of INa in the unmodified condition. This 
prediction can be tested by treating neuroblastoma intracellularly with papain to 
clip the inactivation; it turns out to be correct (Figure 14A). 

The second related prediction concerns the voltage dependence of peak 
conductance. In the HH model the voltage dependence of activation and the 
voltage dependence of peak conductance are about the same. Activation and 
inactivation speed up approximately in proportion, and at the peak, h has fallen 
to near 0.5, so always about half the activated channels are open. This is not true 
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of the ABACS model, which has a voltage-independent fast macroscopic inac- 
tivation. Note that, for the small depolariiiation depicted in Figure 13A, about 
24% of the channels pass through the open state, but only 7.5% are open at the 
peak tirne. On the other handy for large depolarizations, fast activation may 
deliver almost 100% of the channels to the open state before inactivation shuts 
them again. Thus in this model, activation (as measured by Porrenrd) occurs at 
more negative potentials than would be expected from the peak'gN, curve. The 
peak g ~ ,  lies to the right because it includes an additional factor relating to the 
rate of activation relative to that of inactivation. The prediction is then that 
removal of inactivation will unmask the true activation curve, which lies to the 
lett of the normal p e a k g ~ ,  curve. This relationship is indeed found with papain- 
treated neuroblastoma cells (Figure 14B). A prolongation of the rise of gNa and a 
left shift of the peak gN, curve are also found with many other inactivation 
modifiers applied to neuroblastoma cells (Gonoi and Hille, 1987). 

Although the ABACS model is strongly supported for neuroblastoma cells, it 
is not correct for ail Na channels. Single-channel analysis using methods like 
those of Aldrich et al. (1983) has now been done with several cell types. Results 
agreeing with the model were obtained in mammalian retinal ganglion cells, 
somata of cortical neurons, and optic nerve glia (Barres et al., 1989; Kirsch and 
Brown, 1989). Results clearly disagreeing with the model (long open times, 
bursty openings, slow and voltage-dependent microscopic inactivation) were 
obtained in membrane patches excised-from GH3 cells (Horn and Vandenberg, 
1984; Vandenberg and Horn, 1984). Intermediate results were obtained with 
mammalian heart (Kirsch and Brown, 1989; Berman et a]., 1989). Furthermore, 
as we discussed in Chapter 17, effects on macroscopic INa of removing Na 
inactivation have been studied by many investigators using proteolytic en- 
zymes, scorpion and coelenterate toxins, NBA and other agents (Koppenhofer 
and Schmidt, 1968a; Armstrong et al., 1973; Bergman et al., 1976; Bezanilla and 
Armstrong, 1977; Oxford et al., 2978; Nonner et al., 1980; Oxford, 1981; Wang 
and Strichartz, 1985; Stimers et al., 1985). In these many careful studies, done 
with squid giant axons, frog nodes of Ranvier, and frog skeletal muscle, none of 
the observations resembled those seen in Figure 14 with neuroblastoma cells. 
The time to peak was not profoundly lengthened (Figure 1 in Chapter 17), and 
the peak gN,-E relation was shiftedat most by -5 LV. 

In conclusion, traditional biophysical preparations probably have Na chan- 
nels with fast activation and slow inactivation as in the HH model, whereas cells 
oi the mammalian central nervous system seem to have the rate constants 
reversed. The differences must be another one of the many microscopic differ- 
ences between the various molecular subtypes of Na channels. Although ini- 
tially quite unexpected, we know of no phy;&logical property that is affected by 
using channels of one design or the other. Detailed single-channel experiments 
done with inactivating Shaker K channels show that their microscopic inactiva- 
tion is fast and voltage independent, as in the ABACS model for Na channels 
(Zagotta et al., 1990). 
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Conclusion of channel gating 
As for other macromolecules, the motions of channels must extend over a broad 
time scale. No other ionic channel has received as much biophysical attention as 
the Na channel, yet we still do not understand its gating kinetics. Hodgkin and 
Huxley (1952d) gave a two-parameter formula adequate to describe the macro- 
scopic features necessary for regenerative excitation of action potentials. Their 
model is formally equivalent to a highly symmetrical, eight-state diagram. We 
now believe that gating involves transitions among at least eight states, but the 
rate constants do not show the strict symmetry that allowed HH to :; ~mmarize a 
seventh-order system in terms of two first-order processes (transitions of ~n and 
h). Instead, we are left with descriptions that can be explored only by computer 
calculations. The individual steps and even the rate-limiting steps all depend on 
the membrane potential, and their relative importance is difficult to appreciate 
intuitively. 

The same increase in complexity has occurred for the other two channels 
whose microscopic kinetics have been investigated in detail, K(Ca) channels 
(Chapter 5) and mACh receptor channels (Chapter 6). Such complexity probably 
will be found in any biological ionic channel and may reflect a general flexibility 
in the properties of any conformationally responsive macromolecule. These 
discoveries do not invalidate the continuing efforts of investigators to describe 
new channels in Hodgkin-Huxley terms, but they show that these models 
should be regarded as comparative descriptions of excitation rather than as 
microscopic descriptions of the channel macromolecules. Furthermore, since the 
patch clamp itself also provides only kinetic information, we cannot imagne that 
it will answer all the questions. Indeed, it may be leading us to a new level of 
detail where the distinction of states and substates becomes so complex that 
their expression in conventional kinetic terms ceases to be useful. 

The study of gating has lacked an essential ingredient, a knowledge of 
structure. Once we learn more about the three-dimensional structure of channel 
proteins, we will be able to breathe more physical reality into the present-day 
abstract concerns with a multitude of states that can be defined only through 
kinetic analysis. 

What are models for? 
This chapter is the last about biuphysical thinking, an approach that seeks to 
understand excitability in terms of physical and kinetic models. We have dis- 
cussed many models and their assumptions. We have seen the Hodgkin-Huxley 
model with its voltage-dependent 11, m, and 11 gating particles and with open 
channels obeying the Nernst equation and Ohm's law. We have seen the 
constant-field theory of Goldman, Hodgkin, and Katz with ions moving inde- 
pendently through a continuum, barrier models with ions hopping among a 
small number of saturable sites, Gouy-Chapman-Stern models of surface poten- 
tials, Woodhull blocking models, and state-dependent schemes of toxin binding. 
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None is a true molecular theory derived from first principles. Each is an idealiza- 
tion with such simple assumptions that we can hardly expect any real case to 
obey them. 

What is the scientific value in making models that are so  easily criticized? The 
answer lies in several directions. First, the model is proposed to explain specific 
observations. Thus modeling shows that the delay of opening of K channels can 
be understood if several steps are required to open the channel. Modeling shows 
that channels can have saturation, competition, and voltage-dependent block if 
there are saturable binding sites within the pore. This method is part of a long 
tradition of physics and physical chemistry: The pressure-volume relation of 
gases can be understood if they are made of point particles with an energy that 
depends only on the temperature. The diffraction of light can be understood if 
light acts as a wave. The diffusional spread of dissolved particles can be under- 
stood if each executes a random walk. These are major concepts. 

Second, modeling stimulates and directs measurements. Only because the 
independence relation led to clear, testable predictions was it possible to discov- 
er saturation, competition, and block in channels. Only after resting, open, and 

~jnactivated states of Na channels were distinguished by kinetic models was it 
Possible to recognize state-dependent binding of drugs. 

In short, biophysical models represent physical concepts cast in simplified 
quantitative form. The simplifications are essential if any predictions are to be 
made at all, but they are not essential to the concepts under study. Hence the 
existence of several steps in gating does not depend on the assumption of four 
independent 11-gating particles, and the existence of a negative surface potential 
does not depend on the assumption of a uniformly smeared layer of charge. It is 
useful to refine the models, but one should remember that the scientific goal is to 
evaluate the concepts they attempt to express. 



CELL BIOLOGY AND CHANNELS 

Molecular, cell and developmental biologists are interested in how the gene 
program in chromosomes plays out in orderly fashion to direct the growth, 
multiplication, and differentiation of cells into tissues and organisms. Since the 
underlying mechanisms apply broadly to many classes of proteins and are 
nearly the same in all eukaryotic cells, much can now be inferred about the 
biosynthesis, delivery, and turnover of ionic channels from these studies. Cell 
biological approaches have become extraordinarily powerful and fortunately are 
answering many interesting questions of channel biology. This chapter treats 
cell and molecular biology at an elementary level with much less detail than in 
the excellent textbooks of Alberts et al. (1989) and Darnell et al. (1990). 

As for all proteins, the amino acid sequences of channels are dictated by the 
sequence of bases in the DNA of chromosomes. The genetic code represents 
each amino acid by triplets of bases (COL~ONS). In addition, genes contain many 
regulatory sequences that control their expression. Typically only a small and 
specific subset of all the genes are active in any cell; they are being TRANSCRIBED 

by RNA polymerase I1 to make primary RNA transcripts. As each transcript 
grows in the nucleus, it begins to be processed to form mature messenger RNA 
(mRNA). The nascent 5' end is capped with a nrethylated guanine nucleotide, 
internal noncoding regions (INTRONS) are spliced out and degraded, leaving the 
EXONS in place, and when the 3' end is reached, it is cleaved and terminated 
with a polyadenylate (poly-A) tail. The mature polyadenylated mRNA is 
shipped via nuclear pores into the cytoplasm where the coding reading frame 
can be TRANSLATED into peptides by ribosomes with the help of much associated 
protein synthetic machinery. We begin this chapter with genes and protein 
synthesis and then proceed to questions of delivery, localiration; and turnover 
of membrane proteins. 

Genes can be identified by classical gelretics 
Mendel identified genes by the segregation of traits in sexual crosses. This 
classical method has been augmented by artificial mutagenesis and powerful 
selection procedures to collect large stocks of mutant forms of Parnmecirrm, yeast, 
Neurospora, corn, the nematode worm Cnenorhabditis, the fruit fly Drusoyhila, 
mice, and many other organisms. A fraction of these mutations affect the 
function of channels. Mutations that are good candidates are those selected for 
behavioral changes such as altered locomotion or altered responses to light, 
sound, or chemical stimuli, as well as those selected for altered sensitivity to 
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neurotoxins and channel blockers. Of course, many of these candidate muta- 
tions actually affect the development of nervous connections, aspects of neuro- 
transmitter synthesis and delivery, second messenger systems, or other func- 
tions not so closely related to chainels. In addition, many of the candidate genes 
may affect synthesis, delivery, or regulation of channels rather than encoding 
the actual channel subunits. Classical genetics yields a richness in the kinds of 
mutations collected and reveals many unsuspected factors necessary for the 
mature expression of function. Genetic methods can also be used to determine 
the functional order of mutated steps in pathways. Detailed fu~ictional or struc- 
ture work is then required to uncover the nature of the gene. 

Let us consider some possible channel mutations. Pararnecittrn swims by 
moving several thousand cilia in coordinated waves. When it encounters a 
barrier or a repellant chemical stimulus, the direction of ciliary beat is reversed 
and the protozoan backs up. The primitive avoidance response, mediated by a 
Ca action potential in the cell membrane, is described in Chapter 20. Mutations 
of more than 25 genetic loci affect avoidance (reviewed by Naitoh, 1982; Saimi 
and Kung, 1987; Preston et al., 1991). Those in the three unlinked pown loci 
(PA, p B ,  poC) make the cell electrically inexcitable by reducing or eliminating 
voltage-dependent calcium currents. Such cells lack the avoidance response. 
Figure 3 in Chapter 1 shows the absence of a normal Ca action potential in 
response to depolarizing current steps in a Paron~eciurn carrying a homozygous 
I M Z U ~  mutation, pwB/pwB. The experiments show that at least three different 
gene products are needed to exp;ess functioning Ca channels. As a working 
hypothesis, these could be three polypeptide chains in the channel itself, but 
there are other possibilities. Other candidates for channel structural genes are 
TEA-insensitive (traA) and restless [rst), which affect two different Ca2+-acti- 
vated K currents. 

Surprisingly, a large number of behavioral mutants of Parornecium are now 
known to alter the single gene for calmodulin (Preston et al., 1991). These 
mutants were originally given different names because o f  the var~ety of phe- 
notypes they exhibited. For example, pa~~tophubiac mutants swim backwards for 
too long. They lack a K(Ca) current. On the other hand Fost-2 mutants have 
unusual swim-rning behavior in Na-rich media, and they lack a Ca2 + -sensitive 
Na (Nd (Ca)) current. Either phenotype could be cured for a day by injecting 
normal Pi~mtr~eciutrt calmodulin into the cells. Why is calmodulin required for 
channel function? The answer for Na(Ca) channels seems to be a simple one: It 
appears that calmodulin binds reversibly to the channel and is used to provide 
Ca2+ sensitivity. In excised patches, normal Na(Ca) channels "run down" 
quickly and cease to respond. Their Ca2+-dependent activity can be restored by 
adding caln~odulin. ~ n d t h e r  pair of questions is how a cell can function 
when its only calmodulin gene is defective, and how mutations in one gene lead 
to such different behavioral phenotypes. Sequencing of the ca?modulin of the 
prltuphobioc and Fust-2 mutants shows that amino acids at opposite ends of the 
n~olecule are affected. This has led to the interpretation thatdifferent regulated 
proteins interact with different parts of the calmodulin molecule. Then a muta- 
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tion that destroys interactions with Na(Ca) channels may have little effect on 
interactions with K(Ca) channels and with other calmodulin-dependent pro- 
teins. 

Channel-related behavioral mutants are known in Drisu;~hila as well (re- 
viewed by Ganetzky and Wu, 1986; Tanouye et al., 1986; Papazian et al., 1988). 
Changes in I,, or STX binding occur with the mutations pnrnlytic (porn), no actio,i 
potential (nap), seizure (sei), and teln[~erfltitrr-i?l1i11ccd paralytic E (tip-E). Changes in 
I ,  occur with Shaker, changes in I ,  with etlrer-a-go-go (my), and changes in an 
inactivating lK(c,, with slozopokr (do) .  Shaker mutants, the best characterized. 
were discovered as flies with excess motor activity that shake their legs under 
ether anesthesia. The first clear neurophysiological experiments showed unusu- 
ally large excitatory postsynaptic potentials in the muscle fibers. The responses 
of one allele could be imitated by treating wild-type flies with TEA, and those of 
another by treating with 4-aminopyridine, so a defective K channel in the nerve 
terminal was suggested (Jan et al., 1977). Voltage clamp of flight muscles 
showed that Sltaker mutations selectivity modify I A ,  leaving IK and lC, unaffected 
(Figure I), (Salkoff and Wyman, 1981; Salkoff, 1984). As some alleles speeded 
the kinetics of A channel inactivation, changing a property that should be 
intrinsic to the channel itself, the Slraker locus was presun~ed to be a structural 
gene of the A-type-channel. Because in the mid 1980s no laboratories had 
succeeded in purifying K channel proteins, the Shaker locus provrcied an invalu- 
able stepping stone for molecular cloning of K channels. Cloning of Shnker cDNA 
in 1987 led to an explosion of cloning of cDNAs for various K channels in many 
organisms (Chapter 9). 

Among the thousands of human inherited disorders cataloged by McKusick 
(1990), some must involve mutated structural genes for channels. Among those 
that may be in this category are the genes for familial hyperkalemic periodic 
paralysis (caused by a skeletal muscle Na channel that stays open too long in 
elevated [K+],; Fontaine et al., 1990), the genes for malignant hyperthermia (in 
which a ryanodine receptor remains open too much; MacLennan et al., 1990), 
and, as we discussed in Chapter 8, the gene for cystic fibrosis (in which an 
epithelial CI channel has lost its regulation). 

Genes can be identified by molecular biology 
We have already discussed cloning of cDNA as an approach to determining the 
amino acid sequences of channels (Chapter 9). The cloned cDNA is a DNA 
complementary to all or part of one mRNA expressed in the tissue of origin; it 
therefore corresponds to sequences within the relevant gene. However, only 
part of the gene is represented, both because the primary RNA transcript derives 
from only part of it and because in the formation of mRNA, intronic sequences 
are removed; only the exons remain. The cDNA can be used to direct amplifica- 
tion of appropriate genotnic DNA clones. In this way major regions of the 
chromosome around the coding regions can be sequenced. 

The structure of the a-subunit gene of the nAChR is shown diagrammatically 
in Figure 2A. The human gene has nine exons spread over 17 kilobase (kb) pairs 
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1 GENETIC REMOVAL OF I ,  
Ionic currents recorded from Drosophila dorsal longitudinal flight mus- 
cle under voltage clamp at two stages in pupal development. (A) In 
wild-type pupae, A currents are absent at 55 h but appear by 72 h, and 
delayed-rectifier K currents are added by 90 h. (B) In pupae homo- 
zygous for a Shaker allele ( s ~ ~ ~ ' ~ ~ I s I I ~ ~ ' ~ ) ,  the A currents do not devel- 
op, but the delayed-rectifier K currents appear on schedule. T = 4°C. 
(From Salkoff and Wyman, 198l.j 

of DNA. When the a-subunit gene is active, this 17-kb region is copied to make 
primary RNA transcripts, which in turn are spliced to remove eight introns, 
leaving 3.5-kb mRNAs that include the 1371-nucleotide coding region. AS in 
other genes transcribed by RNA polymerase 11, this one has a promoter region, 
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2 GENES FOR TWO CHANNELS 

(A) Exon map of human nAChR u-subunit gene and its preprotein 
product with the membrane-spanning segments marked. Note that 
complete membrane segments fall within exon boundaries. [From 
Noda, Furutani et al., 19831.1 (B) Exon map of Drosupilila Shukrr gene 
and the exon composition of four different splice forms of Shaker 
mRNAs. [From Schwarz et al. 1988.1 

upstream from the start site for transcription, that aids in the initiation of 
transcription. A TATA-box sequence at 26 base pairs before the start site and a 
CAAT-box sequence at 72 base pairs before the start site (Klarsfeld et al., 1987) 
would each bind its sequence-specific transcription factors to form a DNA- 
protein complex recognized by polymerase 11. In addition, the a-subunit gene 
has enhancer sequences that regulate its expression so that it is active in the right 
place and at the right time (Klarsfeld et al., 1987; Wang et al., 1988; Merlie and 
Kornhauser, 1989). These regions become active only in the of several 
additional transcription factors, some of which are probably unique to muscle 
and others of which may relate to the developmental stage and to electrical 
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activity. A major upstrea~n enhancer of the a-subunit gene has been identified 
by constructing artificial genes that fuse sequences from this region with the 
coding sequence of a convenient reporter gene such as that for chloramphenicol 
acetyltransferase. Injected into the nucleus of a mouse egg, these constructs can 
be used to make transgenic mice. The upstream a-subunit enhancer is found to 
direct vigorous and specific expression of the reporter gene only in developing 
muscle cells of these mice. 

The gene for Shakrr K channels (Figure 2B) is much larger than that for the 
nAChR a-subunit. It comprises at least 21 exons distributed over more than 120 
kb of the Drosuphiln X chromosome. The transcription unit is called complex 
because several kinds of mRNA, ranging from 6 to 9.5 kb in length, are pro- 
duced. The exon structures of four of  the mRNAs are indicated below the gene. 
'They all contain an identical core of eight exons, but their 5' and 3' ends consist 
of different exons. At least part of this diversity comes from alternative splicing, 
in which the same primary transcript can be spliced in several ways to remove 
various potential exons as well as the introns. In addition, the gene may have 

. several start- and stop-transcription sequences so that the primary transcripts 
themselves might begin or end at various positions. Shnker mRNA and Shaker 
peptides are selectively expressed in some but not all nerve and muscle cells of 
Drosop/~ilrz, so the enhancer region may respond to a more complex combination 
of factors than that of the vertebrate muscle nAChR. The different splice forms 
of the protein are differently expressed in different parts of the nervous system; 
i t  is thus possible that alternative splicing (or degradation) is under specific 
control (Schwarz et a]., 1990). Other channels including Na channels, Ca chan- 
nels, and glutamate receptors are also known to be subject to alternative splic- 
ing. 

Cllatrnels are synthesized on ~netnbranes 
We have learned since the mid-1960s that if a protein is destined to be exported 
from the cell, it is synthesized on the rough endoplasmic reticulum (ER) and fed 
across the ER membrane into the intracisternal lumen of the ER during synthesis 
(Figure 3). Then it is glycosylated by a tunicamycin-inhibitable pathway and 
passed on to the Golgi apparatus, where it is further glycosylated, sorted, and 
packaged into secretory vesicles for export. The assembly of zymogen granules 
containing the digestive enzymes of the pancreas is the classical example of this 
process (Palade, 1975). The export character of peptide chain is recognized 
after the first 15 to 30 amino acids are assembled in the chain. If these conform to 
the general hydrophobic pattern of a leading signal sequence, elongation of the 
peptide is arrested until the ribosome is docked at a receptor site (gignal-recogni- 
tion-particle receptor) on the rough ER where the hydrophobic sequence be- 
comes anchored in the membrane. The following residues then thread through 
what may be a special proteinaceous pore (a channel!) as they are synthesized, 
and end up  in the lumen of the ER. Once elongation has resumed, the signal 
sequence has played its role and is often cut off the growing preprotein by an 
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Transcription and Ribosomes 
RNA processing Translation 

3 SYNTHESIS AND TRAFFIC OF MEMBRANE PROTEINS 

Diagram of a cell showing ro~rtes of gene transcription, protein synthe- 
sis, protein sorting and delivery, and protein recycling and degrada- 
tion. 

enzyme, signal peptidase, on the luminal side of the endoplasmic reticulum 
membrane. ~ o l d i n g  of the protein and formation of -5%-bridges also take 
place in the ER under the guidance of chaperone proteins and protein disulfide 
isomerase, and if unsuccessful, the faulty product is degraded. These features of 
the synthesis of secreted proteins are described in textbooks (Stryer, 1988; 
Alberts et al., 1989; Darnell et al., 1990). 

Most membrane proteins are synthesized by the same route as secreted 
proteins. Consider the synthesis of the ~ A C ~ R  (reviewed by P~lmplin and 
Fambrough, 1982; Merlie and Smith, 1986; Laufcr and Changeux, 1989). The 
four types of subunits, u, P, y, and 6, are synthesized separately from different 
messenger RNAs. Like all known cDNAs for ligand-ga;ed synaptic channels, 
those for the nAChR encode a leading hydrophobic signal sequence that directs 
the nascent chain to the signal recognition particle. Hence the chain crosses the 
ER membrane, and the future N-terminus is deposited on the future extracellu- 
lar side. The membrane topology is established during synthesis by the addi- 
tional hydrophobic segments. Thus after a few hundred polar amino acids are 
passed across the membrane, the hydrophobic M1 segrn;nt is interpreted as a 
stoptransfer, anchor sequence. It stops in the membrane and the following 
cytoplasmic loop is not threaded across the ER membrane. The M2 segment is 
recognized as another transfer signal and anchor, but this time not to becleaved. 
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The chain again starts to thread across the membrane, and so forth. Voltage- 
gated channels start differently. The cDNAs for their principal subunits encode 
no leading signal sequence. Presumably protein synthesis starts on cytoplasmic 
ribosomes, and not until the first hydrophobic sequence S1 is encountered does 
the ribosome dock on the ER. In this way the N-terminus of voltage-gated 
channels remains in the cytoplasm. 

The posttranslational maturation of a-subunits of the nAChR can be fol- 
lowed, after pulse labeling with [35S]methionine, by the ability to interact with 
various ligands and by a change in moleculdr weight (Figure 4). During transla- 
tion itself, the peptide chain is synthesized, the leading signal sequence is 
cleaved, and N-linked oligosaccharide is added at asparagine 141. This form can 
be precipitated by an antibody prepared against denatured receptor. It does not 
bind a-bungarotoxin (a-BTX) or antibodies prepared against native (unde- 
natured) receptor. Within I5 min, an a-LITX-binding form appears. This change 

4 MATURATION OF THE nAChR 
Stages in syotttesis and processing of nAChRs detected with immu- 
noprecipitation of proteins labeled with [35S]-methionine. The anti- 
bodies used are: mAb61 recognizes denatured a chains; mAb148 recog- 
nizes intact receptors; anti-Tx recognizes a-bungarotoxin and is used 
either after the toxin (Tx) has been incubated with cell hbmogenates or 
with intact cells (surface). Protein sizes are measured in Svedberg 
sedimentation-coefficient units. [After Merlie and Smith, 1986.1 
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seems to be coincident with formation of -SS-- bridges within the a-subunit 
and does not occur if tunicamycin has prevented glycosylation. Presumably this 
step also represents folding of the peptide chain. Within an hour the a-subunit is 
stoichiometrically complexed with the other subunits in a form that can be 
precipitated by antibodies against native receptors. By analogy with assembly 
of other multi-subunit proteins, this assembly step probably also occurs in the 
ER, and any subunits that fold or complex incorrectly would then be quickly 
degraded. 

The processing and delivery of plasma membrane proteins also has sim- 
ilarities to that of secretory proteins. Both are processed through the Golgi 
apparatus and budded off as small vesicles, which ultimately fuse with the 
plasma membrane. A difference is, of course, that secretory proteins are re- 
leased to the outside in a quantum of exocytosis when a vesicle fuses with the 
surface, whereas membrane proteins are incorporated into the plasma mem- 
brane in a quantum of membrane insertion. The delay between assembly in the 
ER and appearance on the cell surface may be several hours, lnasn~uch as the ER 
is the seat both of membrane protein synthesis and of phospholipid assembly, 
we may regard it as the assembly line for surface membrane-membrane has its 
origins in membrane. 

Eipression of proteitts is dynamic 
Much of this book has described adult excitable cells in terms that seem to imply 
a permanent and static complement of ionic channels. Actually there is continual 
turnover, and the impression of a static situation reflects a balance of synthesis 
and degradation that persists so long as the system is not perturbed. The 
dynamic nature of channel populations is most obvious during periods of 
change such as during embryonic development or following trauma. The speed 
with which change can occur is exemplified by the tiny nematode, Cflenor\rnbditis 
elegans, whose generation time is on the order of 3.5 days at 20°C. In this time, 
cell division, growth, and differentiation produce from the egg a mature adult 
with some 300 functioning neurons appropriately connected and specialized 
(Wood, 1988). A mature mouse with lo7 times as much volume takes about 15 
times longer. 

Rapid changes of channel populations can be seen during pupal develop- 
ment in Drosoplrila. The sequence of appearance of channels has been deter- 
mined by voltage clamp in differentiation of the flight muscle (Figure l), (Salkoff 
and Wyman, 1981; Salkoff, 1984). After 55 hours of pupal development at 25"C, 
the flight muscle membrane still has no voltage-dependent channels, but by 72 
hours, transient A currents have appeared and grown to their final size, and by 
90 hours, delayed-rectifier K channels are in place and Ca channels are appear- 
ing. Here is an orderly sequence of gene expression. 

Vertebrate skeletal muscle undergoes a major change of channel populations 
following innervation (Fambrough, 1979; Laufer and Changeux, 1989; Gonoi 
and Hasegawa, 1988; Gonoi et al., 1989). As the mononucleated myoblasts fuse 
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in the embryo to form multinucleate myotubes, there is a dramatic increase in de 
novo synthesis of embryonic type nAChRs, which end u p  all over the surface of 
the myotube. The myotube also expresses two voltage-gated channels charac- 
teristic of cardiac muscle: a T-type Ca channel and a Na channel that has low 
sensitivity to TTX and is insensitive to geographutoxin 11 (GTX-11). In addition it 
may express two channels considered uniquely characteristic of adult skeletal 
muscle: the slow, L-type Ca channel and a ITX-sensitive Na channel with high 
GTX-I( sensitivity. After innervation and, in the mouse, during the first 15 
postnatal days, the mix of channels changes to the adult condition: The two 
cardiac type channels disappear; the density of 'ITX sensitive, GTX-11-sensitive 
Na channels rises tenfold; embryonic ACh receptors fall to low levels, and the 
cr,PcG adult form of receptor appears specifically clustered in the subsynaptic 
membrane of the endplate. An analogous but different series of channel changes 
is known for the differentiation of vertebrate neurons (Spitzer, 1985; Harris et 
al., 1988; O'Dowd et al., 1988). 

Many of these changes are reversed by cutting the nerve to an adult mam- 
malian muscle. During the first week after denervation, there is a remarkable 
response. The amount of mRNA for nACltR subunits rises a hundredfold, the 
rate of synthesis of AChRs increases, and a new steady state is reached with 5 to 
50 times as many a-bungarotoxin binding sites per cell. The new receptors are 
found all over the muscle fiber surface instead of being restricted to the former 
endplate, and they have the smaller single-channel conductance and a Ionger 
channel open time characteristic of the embryonic a2f3yS form (Chapter 9). In 
addition, voltage-gated Na channels appear that are 1000 times less sensitive to 
block by 1TX and have the slower gating kinetics of the cardiac type (Redfern 
and Thesleff, 1971; Pappone, 1980). The cell acts as  if it had reverted to an 
embryonic program of gene expression. If the motor nerve is allowed to reinner- 
vate the muscle, extrajunctional AChRs and TTX-insensitive Na channels disap- 
pear again. The accelerated transcription of nAChR genes after denervation is 
again mediated by chromosomal response elements in the enhancer region 
upstream from the start site, since in transgenic mice containing chimeric genes 
with the a-subunit enhancer fused with a reporter gene, the reporter gene is 
turned on by denemation (Merlie and Kornhauser, 1989). 

Because of the profuse insertion of new AChR molecules into the membrane, 
a denervated adult muscle is far more sensitive to applied agonists than before, a 
phenomenon known as DENERVATION SUPERSENSITIVITY. Other cell types devel- 
op supersensitivity to agonists when denervated. The supersensitivity can be 
transmitter specific, so if a n  adrenergic nerve is cut, its target cells develop 
supersensitivity to adrenergic agonists. 

Another change of channel populations follows denervation of frog tonic 
(nontwitch) muscle fibers (Miledi et al., 1971; Schmidt and Stefani, 1977; Zachar 
et al., 1982). These muscle fibers normally lack Na channels and have no action 
potential. Instead, they are innervated at many points along the fiber so that, 
despite the lack of a propagation mechanism, the full length of the fiber can be 
depolarized by endplate potentials. However, within two weeks after their 
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motor nerve is sectioned, frog tonic m ~ ~ s c l e  fibers develop 'ITX-sensitive Na 
channels with gating kinetics fivefold slower than those of twitch fibers. The 
action-potential mechanism does not develop if the frogs are treated with acti- 
nomycin D, an inhibitor of the transcription of RNA from DNA, and the action 
potential is slowly lost again if the fiber-becomes reinnervated. Crayfish muscle, 
which normally lacks Na channels, also develops TTX-sensitive, Na-dependent 
action potentials after denemation (Lehouelleur et a]., 1983). 

The protein composition of membranes is determined by an interplay be- 
tween insertion of new proteins and turnover of old ones. Like otner membrane 
proteins, ionic channels are probably constantly being internalized and degrad- 
ed in lysosomes. In a reversal of the delivery process, small vesicles pinch off the 
plasma membrane, bringing back into the cytoplasm patches of membrane 
destined for retirement. The internalized vesicles become incorporated into 
lysosomes and the proteins are hydrolyzed to amino acids. In the only extensive 
studies of channel degradation, this pathway has been shown to apply to 
tumover of AChRs on muscle cells in culture (reviewed by Fambrough, 1979; 
Pumplin and Fambrough, 1982). 

The tumover time for the nAChR changes with the physiological and devel- 
opmental state of the muscle cell. It has been measured by kinetic studies of the 
release of isotopically labeled amino acids incorporated into AChRs and by 
following the rate of degradation of ['251]-labeled a-bungarotoxin bound to 
receptors. The time course of loss of labeled receptors follows an exponential 
decay, as if new and old receptor molecules have an equal chance of being 
degraded. In embryonic avian and mammalian muscle cells (uninnervated myo- 
tubes in culture) 3 to 4% of the AChRs are lost per hour, corresponding to a 
mean half life of 17 to 23 h at 37°C (Fambrough, 1979). Once muscles are 
innervated and the endplates mature, the rate of turnover slows and receptors 
have mean half lives of one to several weeks. Denervation speeds up turnover 
again, so that at least the extrajunctional receptors are degraded as rapidly as in 
the embryo. A high density of receptors remains at the former junctional area, 
and thise probably also start to turn over more rapidly. 

A genetic trick has been used to estimate the lifetime of Ca channels in the 
membrane of Pnramecium (Schein, 1976). Cells heterozygous for a pown mutation 
(+lpwB) were induced to undergo autogamy, a process that in Parnnzecirtn~ 
makes the macronucleus homozygous, so that some cells would become p B i  
pwB and unable to synthesize new functioning Ca channels. The existing Ca 
channels could be followed by voltage clamp and were estimated to have a half- 
life of 8 to 10 days. 

Many channels are localized and immobile 
Since the early 1970s there has been much discussion of the lateral mobility of 
membrane proteins (see general reviews by Peters, 1981; Almers and Stirling, 
1984). On the one hand, physiological experiments with adult tissue had always 
shown that different regions of the cell surface have spatially segregated func- 
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tions. For example, in muscle the endplate, the extrajunctional membrane, and 
the transverse-tubular system membranes are all connected but functionally 
different, and on central neurons, separate plaques of subsynaptic membrane 
containing clustered glutamate receptors, GABA, receptors, and glycine recep- 
tors coexist with broader areas containing voltage-gated channels. On the other 
hand, experiments with transformed cells in culture and with rhodopsin in 
photoreceptors suggested that membrane proteins diffuse easily in the plane of 
the membrane, mixing from one side of the cell to another (Frye and Edidin, 
1970; Cone, 2972; Poo and Cone, 1974). This protein mobility--considered as 
protein icebergs floating free in a sea of lipid (Singer and Nicholson, 1972)- 
seems to be essential for responsiveness to certain hormones and for the inter- 
nalization of receptors and carrier proteins. All measurements still show that 
nlernbrane lij~iiis arc fluid. They rotate on axis, wiggle their fatty acid chains, and 
change their lipid neighbors several million times a second. Similarly, for some 
membrane proteitrs, mobility is crucial. The conventional picture of the coupling 
of C proteins to receptors and effectors assumes mobility. However, certain 
membrane proteins, including ionic channels uf adult nerve and muscle, are not 
free to move. 

Today, the most general way to measure the mobility of membrane proteins 
is by tluorescence recovery after photobleaching (Peters, 1981). The proteins are 
labeled with a fluorescent tag and their distribution is observed in the living cell 
under a fluorescence microscope. Then the distribution of label is perturbed by 
photochetnically bleaching the fluorescent tags in one region with a focused 
beam of intense light. The protein diffusion coefficient can be calculated from 
the rate at which fluorescent proteins refill the bleached area. Other methods 
follow the spread of locally applied, labeled toxins that bind to proteins (Fam- 
brough, 1979), the spread of naturally pigmented proteins into a bleached spot 
(Poo and Cone, 1974), or the local recovery of chemical transmitter sensitivity or 
of electric currents in a region depleted of functioning channels (Almers et al., 
1983b; Fraser and Poo, 1982; Stiihnier and Almers, 1982). 

The measured lateral mobility of nAChRs correlates with the physiological 
development of topographic specialization (Fambrough, 1979). In tissue- 
cultured embryonic muscle cells that are fusing but not yet contracting, AChRs 
are mobile with two dimensional diffusion coefficients of approximately lo-'' 
cm2is, a typical valuc for mobile membrane proteins (Peters, 1981). Correspond- 
ingly, AChIis are distributed at a uniform, low density all over the surface of 
these cells. Soon, however, AChRs begin to cluster, forming patches oi high 
ACh sensitivity, which ultimately are restricted to the neuromuscular junction if 
a motor axon makes contact with the muscle fiber. These clustered AChRs are 
essentially immobile, having lateral diffusion coefficients below the limits of 
measurement, less than 10-l2 cm2/s with an a-bungarotoxin binding-site densi- 
ty of 20,000/km2 despite the vast surrounding extrajunctional'membrane with 
site densities as low as 6 to 22/pm2. 

Since voltage-sensitive ionic channels are also not uniformly distributed in 
adult cells, they may be immobile (Almers and Stirling, 1984). Immobility would 
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be consistent with the focal concentration of thousands of Na channelslpm2 in 
the nodal membrane of myelinated axons and several orders of magnitude fewer 
in the paranodal membrane a couple of micrometers away (Chapters 3 and 12). 
Direct mobility measurements done in adult frog skeletal muscle reveal that Na 
and K channels are much less mobile than the average wheat-germ-agglutinin 
binding membrane glycoproteins' of muscle (Stiihmer and Almers, 1982; Weiss 
et al., 1986). All the Na channels and 75% of the K channels are immobile with 
diffusion coefficients of less than 10-l2 cm2/s. The remaining 25% of K channels 
seem to have a diffusion coefficient (5 x 10-" cm2/s) similar to the average of 
the wheat-germ-agglutinin binding proteins. Interestingly, in these muscles the 
spatial distribution of Na channels and of delayed rectifier K channels is patchy 
(Figure 5), varying at least threefold over distances of 20 pm and with no 
correlation between the distributions of the two types of channels (Almers et al., 
1983; Weiss et al., 1986). The endplate is a special case. Electrophysiological 
experiments have shown not only a high density of nAChR channels but also a 
great enrichment of voltage-gated Na channels in the synaptic region (Caldwell 
et al., 1986). Immunoelectron microscopy with antibodies to muscle nAChRs 
and to muscle Na channels shows both channels concentrated in the junctional 
folds of the subsynaptic membrane, but in diiferent places (Flucher and Daniels, 
1989). They have exactly complementary ciistributions, with nAChRs at the top 
of the junctional folds, nearest the presynaptic terminal, and Na channels at the 
bottom of the folds, farthest from the terminal. Such results imply that individu- 
al channel types cluster as concentrated patches that rarely break up. 

The mobility and distribution of channels has been mrasured on neurons 
cultured from rat spinal cord and cerebral cortex (Angelides et al., 1988; Velaz- 
quez et al., 1989; Srinivasan et al., 1990). Each part of the cell was different. Most 
of the Na channels (90%) on the cell body were mobile, only 40% on the initial 
segment were mobile, and only 20% on the dendritic terminals. The initial 
segment had four to eight times as high a Na-channel density as the other 
regions. Glycine an3 GABA receptors were clustered and dense on cell bodies 
with 30 to 50% being mobile, and less dense and less mobile on dendritic 
processes. The result shows that channels can be localized and can be immo- 
bilized on neurons, but since the cultured cells probably did not have a normal 
innervation, the topological pattern may not have been representative of the 
pattern in vivo. 

An elegant example of extreme localization and presumed immobility has 
been worked out in mechanosensitive hair cells (Roberts et al., 1990). These cells 
release neurotransmitter onto nerve endings of the axons that convey the senso- 
ry impressions to the brain. Electron microscopy reveals about 20 such synapses 
per hair cell in the frog sacculus, most of them in the distal half of the cell, away 
from the apical pole (Figure 6A). They are readily recognized by the presence of 

Whedt-germ-agglutinin is a lectin, a protein that agglutinates red blood cells by recognizing 
sugar residues of specific blood groups. I lere i t  is bring used in a rnudikied, fluorescenl forrn as d 
label for proteins bearing commun oligosaccharide chains. Among many other membrane proteins. 
most channels bind wheat-grrm-agglutinin. 
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5 UNEVEN DISTRIBUTION OF MUSCLE Na CHANNELS 

Density distribution of peak INa sampled at 42 points on the surface of a 
frog sartorius muscle fiber. Current was measured with an extracellu- 
lar, loose-patch electrode at positions marked with circles. Each mea- 
surement was from a 10-lm diameter patch of membrane (cf. scale). 
Shading outlines regions of similar current density. The area of muscle 
membrane represented in the diagram is less than 1% of the total 
surface of a sartorius fiber. [From AImers et a]., 1983a.l 

clustered synaptic vesicles around a presynaptic dense  body of unknown signifi- 
cance (Figure 6B). In freeze fracture the membrane of the hair cell, which is the 
presynaptic membrane in this synapse, also shows arrays of 90 to 250 particles 
(Figure 6C). The following electrophysiological arguments suggest that these 
particles are Ca and K(Ca) channels (Roberts et al., 1990): Whole-cell recording 
revealed that each hair cell has o n  average 1800 Ca channels and 700 K(Ca) 
channels. Single hair cells were dissociated from the saccular epithelium and 
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6 CLUSTERED CHANNELS ON HAIR CELLS 

Fine structure of a frog saccular hair cell. (A) Transmission electron 
micrograph showing presynaptic dense bodies (arrows) in one hair cell. 
(Compare with Figure 2 in Chapter 8 . )  (B) Higher magnification view of 
a presynaptic dense body, the halo of lucent vcsicles surrounding it, 
and the active zone and nerve terminals to the right. (C) Free~e-fracture 
electron micrograph of an active Lone with 125 particles of = 12 nm 
diameter in the shadowed replica. [ F r o n ~  Rtrbcrts et al., 1990.j 

explored with a loose-patch electrode2 to determine the localization of the 
channels. No voltage-gated channels were found o n  the apical surface, and more 
were found o n  the distal half of the basolateral surface than on  the proximal half. 
The loose-patch electrode showed considerable irreg~llarity of current density 
from site to site (.lnalogous to Figure 5): this irregularity could be modeled by 
assuming that all the channels are clustered in  about twenty randomly placed 
spots o n  the lower basolateral membrane, a distribution like that of synaptic 
active zones seen in freeze fracture microscopy. 

Loose-patch clamping records the current through a patch of membrane defined bye relatively 
large, firepolished pipette that does not seal in a tight gigohm sedl (Stuhmer et al.,  1983). Si~~ce 110 

tight seal is made, the pipette can be mt~ved over the cell surface to explore regional heterogeneities. 
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The localization in the hair cell has still more exquisite consequences. The 
saccular hair cells are electrically tuned to respond optimally to low-frequency 
vibrations. As we discussed in Chapter 8 (see Figure 38 there), electrical tuning 
results from an interplay of inward lc, and a subsequent increase of outward 
IK(C,, driven by oscillating changes of [ca2+ 1, and of EM. Now we see that the 
Ca2+-controiling Ca channels are specifically organized within molecular dis- 
tances from the Ca2+-sensitive K(Ca) channels. Furthermore, since the time 
course of K(Ca) was found to be the same at each place, Roberts et al. (1990) 
argued that the channel clusters contain a fixed proportion of the two types of 
channels. One could imagine a nearly stoichion~etric array with two or three Ca 
channels for every K(Ca) channel. Recall that we began with the idea that these 
complexes are the active zones where transmitter vesicles are released. In 
masterful efficiency, the hair cell combines the requirements for frequency 
tuning and those for vesicle release in a single kind of channel cluster. 

Merrrbratre proteins make complexes 
with other protei~rs 
If ionic channels are localized and immobile, something must be holding them 
together. Indeed, extensive interactions tie other membrane proteins to an 
intracellular protein network, the cn.osrcEr.rr .oN, as well as to the extracellular 
connective tissue matrix and even tie them, through cell-cell adhesion mole- 
cules, to other cells. Such interactions are probably essential in the localization of 
channels. Let us first consider the classical example, the s ~ ~ ~ c r ~ ~ ~ - b a s e d  mem- 
brane skeleton of red blood cells (reviewed by Bennett, 1990). 

Just under the red cell membrane lies a lacework of slruct~~ral proteins 
(Figure 7). Rod-shaped spectrin molecules, joined at their ends by clusters of 
other proteins including actin, radiate in interconnected spokes. This supra- 
molecular meshwork binds to integral membrane proteins in at least two ways. 
The middle of the spectrin rods attach via another cytoskeletal element, AN-  

KYRIN, to anion transporters (band 3 protein3), and the actin-containing hubs 
attach both to the membrane protein, glycophorin, and to anion transporters. At 
least ten different proteins, each with binding sites for several other proteins 
combine in this highly interconnected system. The connections are all dynamic, 
noncovalent protein-protein interactions that are subject to modulation by phos- 
phorylation on threonine, serine, and tyrosine residues, and by binding of CaZ* 
and interaction with calrnodulin. Not only does the cytoskeleton give red cells a 
springlike resilience to recover from continual distortions imposed by squeezing 
through narrow capillaries, but it makes the band 3 and glycophorin molecules 
immobile. 

The well-analyzed erythrocyte model is a basis for thinking about localization 
of other membrane proteins. Consider epithelial cells whose vectorial functions 

Many proteins of red blood cells are given names like band 3, band 4.1, etc., after their relative 
positions when separated by electrophoresis on denaturing gels. .Band 3 is the CI--HCO,- ex- 
changer, often called the anion transporter. 
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(A) SIDE VIEW 

Tropomyosin 

7 MEMBRANE-CYTOSKELETAL COMPLEXES 

Diagrammatic view of the spectrin-based cytoskeleton of the red blood 
cell. Proteins are numbered by their conventional band designation (3, 
4.1, 4.7, 4.9), where band 3 is the anion transporter. (A) Side view. Not 
to scale; the spectrin molecule is actually about 100 nm long, whereas 
the lipid bilayer is only 4 nrn thick. Abbreviations: GCA, glycophorin; 
GCC, glycophorin C; CE, various glycolytic enzymes; Hb, hemoglobin. 
[After Davies and Lux, 1989.1 (B) Face view. [After Cohen, 1983.1 

are predicated on a specific partitioning of pumps, carriers, an channels be- 
tween the apical and the basolateral surfaces (Chapter 8). Devel' % ment of this 
polarity has been studied in a kidney cell line, MDCK cells (Rodriguez-Boulan 
and Nelson, 1989). When these cells are growing without contacts with the 
substratum or each other, there is no polarity. Contucts seem to initiate polarity. 
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'The basolateral components become segregated from apical components by at 
Least two n~echanisn~s. One, which we consider in the next section, is the sorting 
of newly synthesized membrane proteins before delivery to the surface, and the 
other, which we begin with here, involves selective binding to a membrane- 
cytoskeletal meshwork. 

Lateral contacts between cells are stabilized by cell adhesion molecules 
(CAMS). These membrane proteins have long extracellular domains that reach 
into the extracellular space, making homophilic interactions with their counter- 
part from other cells or heterophilic interactions with elements of connective 
tissue. The presence of appropriate extracellular ligand molecules in areas of 
contact draws more CAMS to those membrane regions and initiates the assem- 
bly of stable membrane-cytoskeletal networks on the intracellular side. In 
MDCK cells, an early event in development of polarity is the homophilic, cell-to- 
cell interactions of a Ca2+-dependent CAM, uvomorulin (also called E-cad- 
herin). Ankyrin, spectrin (also called fodrin in nonerythroid cells), uvomorulin, 
and the Na+-K+ pump begin to accumulate at these sites of contact. Kidney 
ankyrin specifically binds the Na +-K + pump (among other molecules), effec- 
tively stabilizing the Nat-K+ pump in the basolateral membrane and establish- 
ing one of the signs of polarity. tfere is a mechanism that localizes and concen- 
trates membrane proteins by trapping mobile molecules in an organized 
multirnolecular affinitv sink. It has the additional consequence that the survival 
tinle of Na+-K+ pump molecules lengthens from a couple of hours to 1.5 days. 
Evidently clustering in a membrane-cytoskeleton interaction provides protection 
against endocytosis and degradation. 

Channel-cytoskeletal interactions are found in neurons. In the initial stages 
of purification of Na channels from solubilized rat brain membranes, a brain 
isoform of ankyrin follows along with the channels (Srinivasan et al., 1988). It 
binds specifically and with high affinity to purified Na channels. Immuno- 
fluorescence shows Na channels, Na+-KC pumps, ankyrin, and spectrin all 
highly localized at central and peripheral nodes of Ranvier. Thus the special 
properties of nodal membranes might be maintained by strong binding of 
channels and pumps to a nodal spectrin network. 

So far we have considered ankyrin as the primary linker attaching membrane 
proteins to a cytoskeletal web. Others are needed as well. Thus purified ankyrin 
does not interact with purified brain dihydropyridine-sensitive Ca channels or 
CABA, receptors (Srinivasan et al., 1988). Ankyrin is aggregated at endplates, 
but there i t  is found in the troughs of the postsynaptic junctional folds in exact 
co-localization with the special postsynaptic Na channels, rather than at the 
crests where the nAChRs are (Flucher and Daniels, 1989). A different cyto- 
plasmic protein is co-localized with the clustered nAChRs at the crests, a 43-kDa 
protein commonly called the 43K protein."his protein has long been known to 
copurify with receptors during their isolation and was, for a while, debated as a 
possible subunit of the channel. It is present in about equimolar amounts with 

The 13K protein has no predicted hydrophobic transmembrane segments, but it is posttransla- 
tionally modified by covalent linkage with a fatty acid, myristic acid, which probably gives it some 
membrane affinity (Musil et al., 1988). 
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receptor and seems to be a cytoplasmic linker that ties nAChRs either to each 
other or to other cytoplasmic elements. Its ability to cluster receptors can be 
demonstrated with molecular biology. If the RNAs encoding a- ,  P-, y-, and 
&subunits of the nAChR are injected into Xerloyrrs, receptors are expressed 
diffusely over the surface of the egg. If  KNA encoding the 43K protein is injected 
by itself, the expressed 43K protein appears in clusters, and if RNAs for 43K 
protein and receptor subuniis are injected together, the expressed receptors 
cluster within the clusters of 43K protein (Froehner et al., 1990). Similarly a 93- 
kDa protein copurifies with glycine receptors and might be a cytoplasmic linker 
for clustering of those channels (Betz, 1990b). 

Presumably many channels will be found to have immobilizing mechanisms 
that stabilize them in membrane-cytoskeletal matrices. Much as inkyrin brings 
together voltage-gated Na channels and Na+-K+ pumps into the same clusters, 
the clustering mechanisms for other channels may stabilize specific combina- 
tions of channels and serve to maintain a physiologically appropriate balance in 
the overall channel mix. For example, one would expect to find in hair cells a 
mechanism that would combine the right proportion of Ca channels and K(Ca) 
channels, together pres~~mably with the exocytic machinery for Ca' '-dependent 
transmitter release, to form the active-zone plaques seen in Figure 6 .  A need to 
place channels selectively in specific domains of the cell membrane anri to suit 
the distribution to the pliysiolc~gical needs of each cell type could help to explain 
why there exist so many channel subtypes. Each one might be tailored for 
insertion in certain membrane-cytoskeletal networks. 

Channels move in vesicles 
Like most other membrane proteins, channels are moved among membrane 
compartments by repeated budding and fusion of membrane vesicles (Figure 3). 
In the earliest stages of their life, membrane proteins are transferred in vesicles 
from ER in a progression from cis-, to medial-, to trans-Golgi stacks. Finally in the 
trans-Golgi network, membrane proteins are segregated into vesicles that are 
sent out to fuse with the plasma membrane. From time to time, surface mem- 
brane may be returned to cytoplasmic vesicles by endocytosis at clathrin-coated 
pits. This internalized membrane protein might then be recycled to the surface 
membrane or transferred to the lysosomal compartment where proteases and 
glycosidases will degrade it. Many of these vesicle compartments have associ- 
ated small GTP-binding proteins, and many of these steps may consume energy 
in the form of ATP or GTI'. 

Several steps in this vesicular traffic affect the regional specialization of the 
membrane in polarized cells (Rodriguez-Boulan and Nelson, 1989; Simons and 
Wandinger-Ness, 1990). In epithelia there is partial SORTING of proteins in the 
trans-Golgi network into different vesicles destined for delivery to the apical or 
basolateral surfaces. In addition, the endocytic pathway can prune membrane 
proteins by sorting them for redelivery to another part of the cell or by sending 
them off for degradation. Model experiments showing sorting in the trar~s-Golgi 
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network have been done with glycoproteins of several enveloped RNA viruses. 
Cultures of MDCK cells can be infected with viruses and the synthesis and 
vesicular trafficking of the novel membrane proteins of the virus can readily be 
traced. Membrane glycoproteins of influenza and vesicular stomatitis virus 
(VSV) seen1 to pass from ER to Golgi together, but when they reach the 
trans-Golgi network they are separate in different populations of vesicles. The 
influenza protein then appears in the apical membrane, and the VSV protein 
appears in the basolateral membrane. Presumably the proteins for each kind of 
membrane become segregated in patches in the trans-Golgi network by protein- 
protein interactions, perhaps with special sorting receptors (Figure 8). Then as 
vesicles form, they may be endowed with the membrane-fusion machinery 
appropriate to their destination and perhaps also with molecular motors to send 
them in the right direction. When a similar experiment is done with cultured 
hippocampal neurons, the influenza protein appears on axonal membrane and 
the VSV protein appears on the cell body and dendrites (Dotti and Simons, 
1990). 

In neurons, the ribosomes, ER, and Golgi are found both in cell bodies and in 
proximal dendrites but not in axons. How do membrane components reach the 
terminals of long axons? According to the diffusion equation, free diffusion 
either of proteins in the membrane or of vesicles in the cytoplasm would deliver 
proteins from the spinal cord to our finger tips in lo4 to lob years! Nevertheless 
proteins actually make the trip in 2.5 days (reviewed by Grafstein and Forman, 
1980). After being labeled by a pulse of radioactive amino acids applied to the 

(A) APICAL (8) BASOLA'TERAL 

h4 

BSPR 

8 HYPOTHETICAL PROTEIN SORTING MACHINERY 
Diagram of the membrane (M) of the trans-Golgi network showing 
aggregation of membrane proteins (MP), secretory proteins (SP), and 
special glycolipids (GL) into membrane regions that are going to form 
vesicles targeted to apical (A) or basolateral (8) surfaces of an epithelial 
cell. Specific vesiculation and targeting machinery (TM) associates with 
the budding vesicles. The apical sorting is suggested to be based on 
extensive interactions (trapping) with apical sorting receptors (ASR), 
whereas the basolateral sorting accepts a sample of the remaining 
proteins. Secretory proteins associate with specific secretory-protein 
receptors (SPR) on the membrane. [After Simons and Wandinger-Ness, 
1990.1 
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cell body, newly synthesized proteins move as a runor. of radioactivity down 
nerve fibers at a steady 15 mmih in ma~nmals. This is AN.TEROC;KADE ~ ~ 5 . 1 .  

AXONAL TRANSPORT. It can also be observed with video-enhanced light micro- 
scopy in the axoplasm of squid giant axons, where one sees a continual racing of 
vesicles, moving at about 2 pm/s in both directions along microtubules (Allen et 
al., 1982). 

Vesicles moving in the anterograde direction may contain secreted proteins 
in their lumen as well as new membrane protein in their membranes. 
Acetylcholinestcrase and other enzymes of neurotransmitter metabolism are 
among the proteins known to be transported this way. Vesicles isolated from 
axoplasm of the squid axon also contain functioning voltage-gated Na and K 
channels (Wonderlin and French, 1991). Some vesicles move in the KEI.IIC)GI<ADE 

direction (towards the cell body) at similar speeds, presumably carrying aliquots 
of membrane proteins that will be degraded in lysosomes at the cell body. 
Retrograde transport can also carry some viruses from nerve terminals to the cell 
body during injections. 

Molecular components of fast axonal transport are being uncovered (re- 
viewed by Vale, 1987). Neuronal microtubules, polarized polyn~ers of tubulin, 
extend in bundles from the cell body to the tips of the axons and dendrites. The 
polarity of microtubules is always the sanie in mature axons, the so-called ( - )  
ends point towards the Golgi complex, and the ( + )  ends, towards the axon 
terminals. Dendrites have microtubules of both orientations. Fast anterograde 
transport uses a motor protein called KINESIN that ratchets along niicrotubules 
consuming ATP to move its vesicular cargo. In dendrites, the (+)-end-directed 
kinesin motor should be able to move vesicles in either direction. Fast retrograde 
transport uses another vesicle-bound motor, CY~OPLASMIC IIYNEIN, that resem- 
bles the dynein motor of flagellae. As most cells have microtubules, kinesin, and 
cytoplasmic dynein, we can expect to find other examples of fast transport of 
membrane components. 

Channels are expressed dynamically. Their genes are selectively activated by 
developmental programs and by changes of physiological inputs and activity. 
Their rnRNAs are translated on rough ER where the protein enters the mem- 
brane, is folded, and joins any other subunits. After posttranslational processing 
in the ER and Golgi stacks, channels are delivered to the surface membrane in 
small vesicles. We do not know yet if there are sorted in the Golgi, but this 
would be a good hypothesis to begin to explain the regional differences in 
various excitable cells. Most channels seem to become fixed in a membrane- 
cytoskeletal network, which may hold them in high concentration in physi- 
ologically appropriate spots and slow their rate of degradation. The position of 
the cytoskeleton is in part dependent on cellkell interactions and on interactions 
with macromolecules of the extracellular matrix. In extended axons and den- 
drites, cytoplasmic motors may play important roles in the long-distance deliv- 
ery and recovery of membrane. 
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EVOLUTION AND DIVERSITY 

Pl~ylogetly and sinrple nervorrs systems 
This chapter concerns the evolution and phylogenetic distribution of ionic chan- 
nels. We begin by reviewing the major taxonomic divisions of organisms, pre- 
sented as a simplified phylogenetic tree in Figure 1. 

hving organisms may be classified into two major groups, the PROKARYOT!~ 

and the EUKARYOTES, which differ profoundly in their cellular architecture. The 
single-celled prokaryotes arose about 3200 million years ago as self-reproducing, 
membrane-bounded bags of cytoplasm and genetic material-a group that in- 
cludes the archaebacteria and eubacteria. They each have but one chromosome, 
which is circular, lacks histones, and segregates into daughter cells without the 
benefit of a spindle apparatus. Although they may have some infoldings of the 
cytoplasmic membranes, prokaryotes have no membrane-bounded internal or- 
ganelles. Thus, energy metabolism using electron-transport chains must occur 
in the cytoplasmic membrane, and the primary energy storage-the chemiosmo- 
tic proton-motive f o r c d e v e l o p s  across this membrane. 

Eukaryotes are believed to have evolved from prokaryotrs about 1400 million 
years ago. They did not evolve in a single step, but after a radical sequence of 
innovative modifications of virtually every aspect of cellular function. The inter- 
mediate forms of this restructuring have presumably long since been extermi- 
nated by the successful eukaryotes-the protists, fungi, plants, and animals. As 
the name implies, all eukaryotes have a true nucleus with a nuclear envelope, 
several chromosomes containing histones, and a nucleolus; their chromosomes 
segregate by mitosis or meiosis, organized by spindle fibers and centrioles, at 
cell division. But many other aspects of their physiology are different as well. 
The cytoplasm contains new organellesmitochondria, endoplasmic reticulum, 
Golgi apparatus, and lysosomesand  new proteins such as tubulin, actin, 
myosin, and calmodulin. These developments, found in nearly all eukaryotes, 
free the surface membrane from the task of primary energy storage, permit 
sorting and packaging of membrane proteins in.vesicles and secretion by exocy- 
tosis, give cells an internal skeleton that can change shape and generate move- 
ments, and introduce the ability to control cellular activities through the calcium 
ion as an internal second messenger. 

By 700 million years ago, the single-celled eukaryotes (protists) gave rise to 
three multicellular kingdoms--fungi, plants, and animals. +n obvious special 
feature of most animals is that they make more rapid and coordinated move- 
ments than do fungi or plants, a property conferred by the early evolution of 
distinct conducting and contractile tissues. See Bullock and Horridge (1965), 
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1 A PHYLOGENETIC TREE OF LIFE 

This picture, subject to debate and future revision, represents evolu- 
tionary relationships among major groups of life. The animal kingdom 
has been emphasized to show the individual phyla whose ionic chan- 
nels are under study. Woese et al. (1990) argue strongly that prokaryote 
is oniv a descri~tion of lack of cellular comolexitv and is not an actual 

& 2 

t natural taxono*ic grouping. They divide life into three "domains": 
B A n a K I A  (formerly eubacteria), AIICHAEA (formerly archaebacteria), and 
EUCARYA. 

Shelton (1982), and Anderson (1989a) for excellent reviews of early nervous 
systems. The simplest multicell~tlar animals, the srclNces (poriferd), lack a 

+ nervous system or even nerve and muscle cells (Mackie and Singla, 1983). They 
may be a long-lasting experiment in multicellularity that is independent from the 
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main line of animals. l'heir body wall is a loose net of cells reaching through a 
dense support of inorganic spicules. Nevertheless, coordinated signals can 
propagate over the whole cellular net in some sponges. Next in sophistication 
are COELEN.I.EKATBS: the CNIDARIA and the O E N O I ~ ~ ~ O K E S - ~ ~ ~ ~ U ~ ~ ~ ~  hydroids, 
jellyfish, sea anemones, and comb jellies. The graceful, rhythmic swimming of a 
jellyfish and the closing of the sea anemone on its prey are a consequence of the 
evolution of axons, synapses, and neuroepithelial and myoepithelial cells. The 
body of these animals is a sac built from inner and outer columnar epithelia 
standing on basement membranes with a mostly acellular mesoglea in between. 

Coelenterates lack many kinds of body organs, yet they seem to have 
evolved the cellular and molecular components needed to assemble a nervous 
system (Anderson and Schwab, 1982; Anderson, 1989b; Spencer, 1989; Mackie, 
1990a,b). Thcy have electrically excitable neurons, with typical extended mor- 
phology, that can fuse in some hydromedusans to form giant axons up to 40 p-n 
in diameter. Dopamine, norepinephrine, epinephrine, and several neuropep- 
tides are present. The neurons often form loose nerve nets without glia and 
sometimes form ganglion-like clusters of ccll bodies and tighter bundles of 
axons. There are morphological synapses with lucent and dense vesicles. Excita- 
tory transmission has an epsp, is blocked by elevated Mg2+, and has a synaptic 
delay of less than 1 ms. The transmitter is unknown. Inhibitory synapses are 
inferred form behavioral studies. Hydrozoan cnidaria and ctenophores also have 
electrical transmission at gap junctions that can pass dyes between cells and that 
are recognized by antibodies to mammalian connexin. Electrical activity may be 
passed from contractile myoepithelium to nerve net to noncontracting epithe- 
lium. Coelenterates respond to light, tactile, and chemical stimuli, and some 
have modest sensory "organs"-statocysts and ocelli. 

Many authors consider that all of the remaining higher animals descended 
from an early group of flatworm-like animals (Brusca and Brusca, 1990). This 
ancestral group would have been the first animals with three tissue layers, 
bilateral symmetry, and the major internal organs of reproduction, digestion, 
excretion, and coordination-but no true coelom. This stage of organization 
includes the modern PLATYI IELMINTHS (flatworms such as planaria), NEMATODES 

(unsegmented round worms such as Ascaris and Caenorhabditis), and a half- 
dozen minor related phyla. Their few hundred neurons form ganglia in a 
"head" region, receive inputs from sensory organs, deliver outputs to muscles 
via nerve cords, and are attended by glial cells. In nematodes, excitatory neuro- 
muscular transmission is cholinergic and uses curare-blockable nicotinic recep- 
tors (Chalfie and White, 1988). Mutants of choline acetyltransferase and genes 
for acetylcholinesterase are identified in Canlorhabditis elegans. Inhibitory neuro- 
muscular transmission involves a GABAergic increase of Pel l'he nervous sys- 
tem also contains octopamine, dopamine, and serotonin. Thus these small 
nervous systems show similar architectural and chemical features to those of the 
higher animals. 

By 570 million years ago, the end of the Precambrian era, two major groups 
of higher, coelomate animals had diversified: the deuterostomes or echinoderm 
superphylum and the protostomes or annelid superphylum. The deuterostomes 
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include the ECI ~INUDEIIMS (starfish, sea urchins, sea cucumbers) and CI~OL<DATES. 
The protostomes include the ANNELIDS (segmented worms such as leeches and 
earthworms), MOLLUSCS (clams, snails, squid), and ARTI~ROPODS (crustacea, 
insects, spiders). The nervous system of chordates, molluscs, and arthopods 
support sophisticated sensory discrimination, learning, communication, and 
social behavior. 

Channels are prevalent in all ezrkanjotes 
In Part I of this book we considered the diversity of ionic channels. It apparently 
does not matter if we study a frog, mammal, squid, snail, or crayfish. The higher 
animals show a similar collection of channels activated by the same stimuli, 
opening with similar kinetics, and blocked by the same drugs. Yes, there are 
differences from species to species, but there is no question that the protostomes 
and deuterostomes evolved from a common ancestor that already had fully 
developed tetrodotoxin-sensitive Na channels: Ba2 + -  and TEA-blockable de- 
layed rectifiers, inward rectifiers, and K(Ca) channels; Mn2+-, Co2+-, and Cd2 + - 
blocked Ca channels; ACh-activated channels permeable to many cations and 
with nicotinic pharmacology; GABA-activated channels pernicable to anions; 
and so forth. We must look earlier for evolution of the major channels. 

Evidence for early channels comes from two sources: electrophysiology, 
which we consider now, and molecular cloning, which we consider later. The 
analysis of origins is limited by a paucity of biophysical studies of the lower 
phyla. One cannot be sure of the absence of a channel within a phylum after only 
a couple of cells have been studied. Nevertheless, many channels, summarized 
in Table 1, have already been identified that resemble those in higher animal 
phyla. A lTX-sensitive Na channel is present in animals with organized nervous 
systems, down to the platyhelminths. Action potentials of nematode neurons 
remain to be recorded, and at the coelenterates, the trail fades. Neurons of 
hydrozoan and scyphozoan cnidarians have Na action potentials that are not 
sensitive to 1 T X  (reviewed by Anderson and Schwab, 1982; Anderson, 1989b). 
Spikes recorded from large axons of Forsknliu rise from a resting potential of - 60 
mV in a conventional-looking overshooting waveform lasting a few milliseconds 
and propagating at several meters per second (T = 11°C). lntracellular record- 
ings from sponges, the lowest of the multicellular animals, are lacking. The body 
wall of hexactinellid sponges is formed by a loose reticulum of truly syncitial 
cells with protoplasmic continuity. An electric shock applied in one place initi- 
ates a wave of ciliary arrest that propagates at a constant velocity of 3 mm/s (T = 

11°C) over the whole sponge, as if an electrical signal sweeps slowly through the 
syncitium (Mackie and Singla, 1983; Mackie et al., 1983). Its underlying mecha- 
nism remains to be studied. Sodium-requiring action potentials seem to be a 
specialty of all animals with nervous systems. Only one example is known in the 
protozoa. A stalked heliozoan, Actinocoryne cotltractalis, reacts to brief mechani- 
cal stimuli by a sudden (50 ms) contraction into its base, and the alarm is spread 
over the extended single cell by a Na action potential lasting less than 2 ms 
(Febvre-Chevalier et al., 1986). 
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TABLE 1. EVIDENCE FOR IONIC CHANNELS IN ANIMAL EUKARYOTES 

Type of  ionic cl1annt.l 

I ' t~lahbiun~ r l~anne ls  Nicot. GABA 
I 'hv lun~ No K A IR K(C4) Ca ACIIR' CI1 

~ -- ~- - 

Chorda ta  + +  + +  + +  + +  + +  + +  + +  + t  

Vertcbrata + +  + +  + +  t +  t +  + +  + +  + +  
C e p l ~ a l o c h u r d a t a ~  + + + +  + 
Uruchordatd3 (a) + + + + -t + +  + 

Erhinodermata'  + + i- + + + +  
Chartognath.15 + +  + + 
hlollusl-a t i -  + t  - I -+  t +  + k  + +  + +  + +  
A r t h r o p o d a  + t  + +  + +  + +  + +  + +  + +  
A n n e l i d a  + +  + +  + + +  + +  + +  
N r n i d t o d a 6  + +  + +  + +  
Platy l1elmintht .5~ + + + + 4 

C'teiruphura" (b) + -t + + +  
Cnidar iaY (b) + + + t + + 
Porifcr.1 

I'rolozc~a"' + +  + + + + +  
Fungiu + + + 
Green ala~e12.13 + + + 
Flowering p lan ts t3  + + + + 
Abhrcviati<~ns: 
+ + Cvnv inc~ng electrical and pharnlacological evidence 

t Some evidence 
K, IR Delayed rectifier and inrvard rectifier K channels 

('1) Tile Na ch.1nnc.l (I( tunicate eggs binds k i ~ i r r r s  scvrpion toxin, which modifies its inactivatiun 
g'lling. b u l  I l ie chd1111e1 is i~tsensitive (O 15 p . ~  '1-I'X. 

(b) ClliJarlan J X O I ~ S  and CI~IIC)P~IIITC' snic~oth IIIUSC~C.~ IIJVC b r ~ e f  N ~ - d e p e ~ i d e n t  aclion polenlials 
lhdt are i n s ~ n s i l i ~ c  tv  I 0  WM ITX. 

References: 'Ccrschenfcld (197.3). 'I l'rgiwars and Kidokon, (1971). 'Olirnori (1978). U l r n ~ o r i  and 
Yushii (1977). ' l lag~wara and 'fakahaslri (1974d), II.~giwal-a (1983). SScliwartz and Stul~nier  (1984). 
*Ilyerly and Masudd (197Y). ' K c x ~ ~ x ~ w i ~ z  (1989). Q u b a s  ct al. (IYXX). 'Anderson .lnd Scl~wab (1982), 
Andersiln (l989b). "'Eckert and Drrhm (1979). N;~itoh (1982). Deilnlcr (1989), Woc~d (1989), "Gustin c.t 
.]I. (1986). C.~ldwell, v.111 Brunt dnd t la rv ld  (1986). l>I'~ster (IYYO), ''1 ledrich and  Schrueder (198Y). 

Ca channels and various K challnels seem to be prominent at an earlier stage 
of evolution. Voltage-clamp experiments on eggs of the sea pansy, Rerzilla, an 
anthozoan coelenterate, give definitive evidence for well-differentiated delayed- 
rectifier, inward-rectifier, and transient A currents in the earliest metazoans 
(Hagiwara et al., 1981). Voltage clamps of protozoa do not achieve the same 
biophysical quality, but they do show many types of channels (Eckert and 
Brehm, 1979; Deitmer, 1989). The voltage-dependent Ca channels are permeable 
to Ca2+, S? +, and Ba2+ and have Ca-dependent inactivation, although they are 
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not very sensitive to block by transition metals. The delayed-rectifier K channels 
open in a sigmoid time course with depolarization and are blocked by Ba2+ and 
TEA. ~ l t o ~ i t h e r  the membranes of the ciliates l-'nrameciunl and Stylor~ydlia are 
said to contain the following apparently lamiliar channels: (1) two types of 
voltage-dependent Ca channels, (2) a delayed-rectifier K channel, (3) a Ca- 
sensiiive K channel, and (4) a 4-aminopyridine-sensitive, transient K channel 
(like the A channel). In addition there are (5) a mechanosensory Ca channel, (6)  a 
mechanosensory K channel, and (7) a Ca-sensitive Na channel. Other eu- 
karyotes have remarkably conventional seeming delayed-rectifier K channels, 
which are usually blocked by TEA, Cs*, and Ba2 ' (Gustin et al., 1986; Hedrich 
and Schroeder, 1989; Tester, 1990). Figure 2 compares K channels of frog nerve 
with those of a green alga, a higher plant, and a yeast. Except for the time scale, 
they are similar. The patch-clamp method also reveals inward-rectifier K chan- 
nels and stretch-sensitive channels in higher plants (Hedrich and Schroeder, 
1989); inward-rectifier, Cl(Ca), and voltage-ga;ed Ca channels in green algae 
(Tester, 1990); and stretch-sensitive channels in yeast (Gustin et al., 1988). It 
seems possible that many of these channels will be as universal in the eu- 
karyotes as are tubulin, mitochondria, and nuclei. For prokaryotes, thus far no 
channels have been identified on the inner (plasma) membrane, although, as in 
eukaryotic mitochondria, their outer membrane is replete with channels and 
pores that probably let nutrients enter the periplasmic space. 

Chaitnels mediate senso y-motor responses 
Why do these other eukaryotes have ionic channels? Although lacking nervous 
systems and the organs of higher animals, these eukaryotes still must solve the 
problems of nutrition, osmoregulation, and reproduction, and make behavioral 
responses to the environment. Thus some sessile protozoans are contractile and 
show initial withdrawal and eventual habituation to mechanical prodding. Oth- 
er free-swimming protozoa dart about their habitat, responding appropriately to 
obstacles in their path. Plants move their leaves to follow sunlight and carnivo- 
rous plants may snap shut suddenly on their victims. 

Consider Paramecium. It swims steadily forward in a lazy spiral by a continual 
wave-like beating of cilia. Upon colliding with an object, the Pllrarnecil~nz backs 
up for a second and resumes.swimming forward on a new path-a classical 
avoidance response (Figure 3). This behavior is neatly explained by the electrical 
properties of the surface and ciliary membranes (Eckert and Brehm, 1979). When 
an undisturbed Parnrneciurn swims in the forward direction, the membrane 
potential is negative, as in resting metazoan excitable cells. The potential can, 
however, be altered by mechanical stimuli. The surface membrane of the ante- 
rior end of the cell contains mechanosensitive Ca channels, opened by front-end 
collisions. The resulting depolarizing receptor potential activates voltage-gated 
Ca channels in the membrane of each cilium, which then fire a regenerative Ca 
spike, depolarizing the entire Paramecium. Entering Ca2+ ions act on an organ- 
elle at the base of each cilium, turning the,orientation of its power stroke, so that 
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2 K CHANNELS IN EUKARYOTES 

Potassium currents elicited by depolarizing voltage steps and blocked 
by TEA in diverse eukaryotes. ?' = 17 to 25DC. (A) Frog node of 
Ranvier. Voltage steps ranging from -75 to +50 mV. [After Hille, 
1Y67a.l (R) Hyrlrortictyo~~ africanlrrrr, a cousin of Clrlorrlla. Steps ranging 
from -200 to -30 mV. [After Findlay and Coleman, 1983.1 (C) Guard 
cell from the common bean Vicia fah.  Steps ranging from - 75 to +56 
mV. [After Schroedcr and Hedrich, 1989.1 (D) Patch clamp of several K 
channels in baker's yeast Succllaromyces cerevisioe. Voltage steps to +80 
and + 120 mV. The smaller depolarization opens one channel after 600 
ms. The larger depolarization opens.at least two channels, starting 
almost at once. [Courtesy of M. D. Leibowitz, unpublished.] 
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3 AVOIDANCE RESPONSE OF PAR4MECIlIhl 

Choreography of the response to an obstacle striking the anterior end 
of a srvimn~ing Poranrrcilr~r~. (1) When the ciliate swims forrvard, the 
beating cilia are pointing in the posterior direction. (2) After an object 1s 
struck, the cilia turn towarcis the anterior direction Li~id the ccll moves 
backward. (3,1, 5) Soon the cilia revert to their norrnal position, and the 
Purnrnecfii~r~ tumbles and (6 )  resumes swimming. [After Grell, 1956.1 

the protozoan begins to swim backward. Ciliary reversal is maintained for a 
fraction of a second until various K channels are activated, the cell repoldrizes, 
and Ca channels shut. Thus the avoidance response coincides with initiation 
and termination of a single Ca spike. As in metazoan excitable cells, the Ca2 
ion is the link between electrical events and the nonelectrical response. Pamtl 
mutants, which lack the voltage-gated Ca channel, show no avoidance re- 
sponse. Like the chess piece, they move only forward, although their cilia do 
reverse if the membrane is destroyed with glycerol or detergents and Ca2 ' ions 
are allowed to enter the cytoplasm. Other mutants defiiient in K channels 
reverse excessively. If a normal Pnrntrlrciriiri is bumped from the rear, mechan- 
osensory K channels of the posterior surface membrane open. They hyperpolar- 
ize the cell and promote faster forward swimming-the escape response. Other 
ciliate protozoa (Errplotrs, Opnlina, Protostonlrrrrr, Stuntor, Stylorrychin, l'rtn~ky~rrerra, 
Vorticella) use similar Ca spikes controlled by mechanoreceptor potentials to 
produce their contractile and locomotor responses (Naitoh, 1982; Wood, 1989; 
Deitmer, 1989). 

How are ionic channels used by eukaryotes that do not locomote? Electrical 
excitability and action potentials a; well documented in some algae and higher 
plants (Sibaoka, 1966; Simons, 1981). They are often associated with rapid 
responses to environmental stimuli. Among the higher plants, examples include 
the rapid trap closure of carnivorous plants (such as the Venus's-flytrap, Diotinea 
muscipula, or the sundew, Drosern); the propagated folding of leaves and petioles 
in the sensitive plant, Mirnosa ptrdica; and rapid pollination-promoting move- 
ments of stamens, stigmas, or styles in many flowers. These responses, nor- 
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(A) SENSITIVE PLANT 

(B) VENUS'S-FLYTRAP 

4 ACTION POTENTIALS IN HIGHER PLANTS 

Action potentials recordcd intracellularly from the sensitive plant. Mi- 
rtlosa pudica (upper), and the Venus's-flytrap, Diunaea tnrrscipula (lower). 
Such propagated responses are nornlally triggered by bending of sen- 
sory hairs. The flytrap action potential is stimulated artificially by an 
electric shock. Notice that plant cells have very negative resting poten- 
tials. [From Sibaoka, 1966.1 

mally initiated by mechanical stimulation of sensory hairs of floral parts, involve 
propagated action potentials (Figure 4) rising from negative resting potentials 
and spreading regeneratively through hundreds of cytoplasmically coupled cells 
over distances of as much as several meters in the Mirnosa. The spike of Mimosa 
has been called a Cl spike because the rising phase is accompanied by a mem- 
brane conductance increase and the appearance of CI- ions in the extracellular 
medium, and the spike height decreases when Cl- ions are added to the 
medium (Samejima and Sibaoka, 1982). The action potential of the carnivorous 
trap-lobe plant, Afdrovottda vesicltlosa, an aquatic relative of the flytrap, is said to 
be a Ca spike because it is accompanied by a conductance increase and an entry 
of almost 8 pmol/cm2 of Ca2+ ions (Iijirna and Sibaoka, 1984). Furthermore, as 
the bathing calcium concentration is changed in steps from 25 PM to 25 m ~ , t h e  
spike overshoot increases progressively by 75 mV. In other responsive plants, 
hypotheses of Ca2+ entry, C1- exit, and K+ exit are dis~ussed, but the per- 
meability changes are not clearly known. 

The best-studied plant action potential is in a lower phylum, the green algae. 
Giant intemodal cells of Chnra and Nitella have vigorous protoplasmic streaming 
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that is arrested by electrically excitable action potentials. This is the classical 
preparation that Cole and Curtis (1938) showed to have membrane impedance 
changes nearly identical, except for the slow time scale, to those in squid giant 
axons (Chapter 2). The major ionic movements are in efflux of C1 ions during 
the depolarizing phase and an efflux of K +  ions during the repolarizing phase 
(Gaffey and Mullins, 1958; Kishimoto, 1965). The K channel acts like a delayed 
rectifier and is blocked by TEA, prolonging the action potential. Excitation 
begins with an entry of Ca2+ ions through a voltage-gated Ca channel. Calcium 
entry activates a C1 channel and arrests cytoplasmic streaming (Lunevsky et al., 
1983). A similar explanation with a Ca channel and a CI(Ca) channel may explain 
the action potential of a water mold, the fungus Blastoclndiella (Caldwell, Van 
Brunt, and Harold, 1986). Quite a different action potential exists in another 
algal phylum. The z~ilrllol~zr potential of the luminescent dinoflagellate Nuctillccn 
shows a negative-going spike each time the cell flashes light, an electrically 
excitable response of the (intracellular) vacuolar membrane (Eckert and Sibaoka, 
1968). The spike increases in size as the vacuole is made more acid and may be 
due to a transient flux of proteins from the vacuole into the perivacuolar 
cytoplasm-the trigger of scintillation (Nawata and Sibaoka, 1979). 

As in the animals, ionic channels of other eukaryotes are used for ion 
transport as well as for making rapid electrical signals. Indeed, except in the 
motile protozoa, transport may be their primary role. In plants and fungi, for 
example, membrane potentials may be dominated by currents driven by electro- 
genic ion pumps, such as a proton ATPase, rather than by currents in channels. 
Pumps can achieve membrane potentials as negative as - 200 mV, well out of 
the range of the diffusion potentials of animal cells. In that case, steady ion 
fluxes are driven through channels, the salt content of the cell changes, and the 
cell swells or shrinks. Such changes of turgor are probably less a volume 
regulatory mechanism than a way of inducing bending and turning of stalks and 
leaves and of opening and closing respiratory stomata (Hedrich and Schroeder, 
1 9 8 9 t a n  osmotic, hydraulic motor. 

Channel evolution is slow 
We conclude this chapter with a discussion of molecular evolution of channels in 
a biological context. We start with the ongoing evolution of single genes. 
proceed to evolution of channel gene families, and finish with speculations 
about the role of channels in eukaryotic evolution. 

Single genes evolve continuously. At every DNA duplication in the germ 
line, errors can be made, typically single nucleotide replacements--point muta- 
tions. Some changes are disastrous, but a small proportion lead at least to no 
serious loss of fitness and may be propagated for generations within a popula- 
tion. The affected locus is said to be polymorphic because the population will 
carry several alternative alleles. Most genes are polymorphic. An elegant illus- 
tration of the magnitude of this reservoir of natural variation in a single gene is 
hemoglobin. "Defects" are readily detected in today's human population and 
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have been carefully catalogued (Huisman, 1989). For the human P-globin chain 
alone, we know of 251 different single amino acid replacements, 10 double 
replacements, 11 small deletions, 7 extensions, and 8 fusions (from crossing over 
between the p- and &-chain genes). The living population carries variants in at 
least 130 of the 145 amino acids of the P chain! 

As environmental conditions change and other genes in the organism 
evolve, a particular rare variant may confer a biological advantage and, by 
selection, may become a prevalent form. Repeated changes of this kind, exploit- 
ing the pool of existing natural variation, are the small steps of gene evolution. 
By looking at sequence differences (DNA, RNA, or protein) between two related 
organisms one can guess the number of elementary mutation-selection steps 
that might have occurred since those species diverged. Empirically, different 
proteins evolve at different rates, ranging from l o 5  to lo-' changes per amino 
acid residue in a million years (Dayhoff et al., 1978; see useful discussions in 
Wilson et al., 1977; Nei, 1987; I.i and Graur, 1991). 

Channel evolution falls near the slow end of the spectrum of observed rates 
of changc. Consider the muscle type of nAChR. ~ h e r ~ a r e  437 amino acids in the 
mature a-subunits for human, cow, and 'Torpedo receptors (Figure 1 of Chapter 
L)), species that diverged perhaps 80 million years ago (humanxow) and 420 - .  

million years ago (mammal~lasmobranch). From human to cow a-subunits, 
there are 1 1  amino acid substitutions, and from human to Torpciiu, 87. These are 
replacement rates of 1.6 and 2.1 x per amino acid per million years, 5 to 20 
times slower than that of hemoglobin, trypsin, albumin, fibrinopeptides, or 
immunoglobulins and more like that of highly conserved cytochrome c. A 
similar calculation gives a similar answer for voltage-gated Na channels. One of 

- - 

the Drasopl~iln Na rhannels has 67% amino-acid-sequence identity to a rat Na 
channel (Rarnaswami and Tanouye, 1989), corresponding to a replacement rate 
of 3 x per amino acid per million years. 

Evolution presumably selects organisms with improved reproductive fitness. 
However, our understanding of molecular physiology is not sufficiently organis- 
ma1 to explain the advantage to cows and electric rays of changing the 87 amino 
acids. Only in a few cases-are the advantages obvious. One Gncerns adaptive 
changes in the sensitivity of Na channels to TTX and STX. The animals that 
make 'ITX (puffer fish and salamanders) and some animals that are frequently 
exposed to STX (shellfish) have become resistant to these toxins. ~ h t l i r  ~a 
channels are toxin-insensitive. Thus 1 T X  concentrations up  to 30 p~ do not 
block action potentials of axons of Taricltn salamanders or of axons or muscle of 
puffer fish (Kao and Fuhrman, 1967; Kidokoro et al., 1974), whereas for most 
animals, 20 nM TTX suffices to block conduction. Saxitoxin is made by dino- 
tlagellates (marine eukaryotes) of the genus Got~yatllax, and by the freshwater 
cyanobacterium Apllatlizonletlot~ pas-nqtrae (a prokaryote), both single-celled 
planktonic organisms without Na channels (Taylor and Seliger, 1979; Ikawa et 
al., 1982). The adaptive significance of STX and of many other fascinating Na 
channel toxins made by dinoflagellates is not 'known. However, since toxic 
concentrations of dinoflagellates exist in some waters, such as those of the 
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Pacific Northwest, for major periods of every year, some animals in the food 
chain have had to evolve STX resistance. The Na action potentials of several 
filter-feeding shellfish (molluscs) are resistant to block by as  much as  10 PM STX: 
the mussel Mytilris, the sea scallop Plncopecten, and the cherrystone clam Merce- 
?laria (Twarog et  al., 1972). Other shellfish species are protected at the level of 1 
to 10 PM STX. Similar adaptations may have occurred for other filter feeders, 
such as  tunicates or barnacles, and for carnivorous molluscs and crustacea that 
prey on shellfish. These affinity changes for TTX or STX are partially correlated. 
Figure 5 plots the blocking concentration for 7TX against the blocking concentra- 
tion for STX and indicates that some animals are more resistant to TTX (puffer 

Blocking cr~ncentration for STX (M) 

5 ANIMALS WITH LOW TOXIN SENSITIVITY 

Correlation of TTX and STX sensitivity, as judged by the toxin concen- 
tration required to half-block a compound action potential. ('This is 
always higher than the true dissociation constant.) Most animals are 
intertidal shellfish: the edible oyster Crassostrea, the bay scallop Prctr~z, 
the cherrystone clam Mercenaria, the sea scallop Placoyectril, the edible 
mussel Mytilus, and the soft-shell clam M y a .  Taricha is an American 
West Coast salamander. Arrows indicate experiments where the maxi- 
mum tested toxin concentration still did not produce half-block. [Data 
from Twarog et al., 1972; Kao and Fuhrman, 1967; Kidokoro et al., 1971; 
Harris and Thesleff, 1971.1 
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fish), some to STX (Pectert), and some to both (Mylilus, Plizcoprcter~). Insensitivity 
to ' ITX and STX together can be mimicked by mutating a single glutamate 
residue in a sensitive channel (Chapter 16). Other changes must be involved in 
those organisms that lose sensitivity to one toxin and not the other. 

Gene dtrplication and divergence make families 
of genes 
Molecular evolutiorl also takes place at a higher chromosomal and genomic 
level. There is a 1000-fold increase in the amount of DNA from E. coli to a 
rnan~malian cell, much of which is believed to have arisen by duplication- 
within genes, of whole genes, of blocks of genes, and even of chromosomes 
(Nei, 1987; Li and Graur, 1991). For example the human genome contains 1300 
copies of genes for transfer RNA, 300 for ribosomal RNA, more than 1000 for 
in~munoglubulins, 12 for globins, 4 for opsins, and so forth. These copies are not 
identical, as they tend to drift apart and become specialized. Indeed some of 
them are no longer functional (pseudogenes). Most seem to be formed by 
nonhomologous crossing over at the four-strand stage of meiosis, so they tend 
to end up side by side in tandem repeats on the same chromosome. Their 
similarity and proximity promotes further unequal crossing over.' In time, 
however, transposition of genomic pieces may separate them onto different 
chromosomes. The human globin complex consists of myoglobin on chromo- 
some 22, six tandem a-like sequences in 35 kb of chromosome 16, and five 
tandem P-like sequences in 45 kb of chromosome 11. Collectively these genes 
make myoglobin and at least six embryonic, fetal, and adult forms of hemo- 
globin, whose differing oxygen dissociation curves seem well suited to their 
special jobs. 

Channel genes also tend to duplicate. Ligand-gated receptors of fast chemical 
synapses share a motif of a long extracellular ligand-binding domain followed by 
four membrane-spanning segments and have partial sequence identity. The 
receptors for ACh, glycine, GABA, and glutamate therefore seem homologous2 
products of gene duplications occurring early in animal evolution (Figure 6). 
More recent duplications would have given rise to the family of approximately 
ten subunit subtypes known for each receptor. Chromosomal locations are only 
beginning to be sought for these genes. Presumably many will be in tandem 
repeats subject to concerted evolution that preserves the similarity of members 
of the family even though the family as a whole is slowly evolving. 

I Uncqual crossing over and another process called gene conversion have a surprising effect on 
related penes, especially those in tandem. These processes continually drop existing gene copies and 
create new ones. The slow renewal reduces divergence ot members of a gene family so that the 
whole clujter oi genes appears to evolve more in concert than would be expected for independent 
grlle%-ONCERTED EVOL.WION. 

*For biologists, ~ o ~ o ~ o c o u s  structures are those that evolved form the same ancestral struc- 
ture. The Eustachian canal of a mammal is homologous to a gill slit of the shark, and the wing of a 
bird is homologous to our arm. Homology is not a measure of similarity of appearance or of how 
many amino acids are the same in a protein. 
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6 DIVERGENCE OF LICAND-GATED RECEPTORS 

Diagram of the presumed evolution of subunit genes for ligand-gated 
receptors of vertebrates. The tree is a qualitative description of sc- 
quence information. All branchings represent gene duplications. Re- 
ceptor subtype may have been produced at a relatively constant rate 
throughout evolution, but most have been eliminated by concerted 
evolutivn so that only the most recent crop is seen today. Although the 
glutamate receptors are the farthest removed from the others in struc- 
ture, the implication that they were present in the earliest aninids may 
be wrong. 

Tandem duplication can create longer genes as well as duplicate genes. The 
amino acid sequences of a number of proteins are clearly repetitive (Nei, 1987; Li 
and Graur, 1991). Collagen is a classical example of a nearly endless repeat of 
variants of a three-amino-acid theme coded in more than 50 exons. The a chain 
of spectrin has 21 much longer internal repeats, the o: chain of tropomyosin has 
seven, plasminogen has five, serum albumin has three, and calmodulin and 
parvalbumin have two. These internal repeats are never identical, but their 
similarity suggests tandem duplication of a group of exons to form the longer 
gene. 

Voltage-gated Na and Ca channels have four internal repeats (Chapter 9), a 
structure that could have arisen by two rounds of duplication, as in Figure 7, or 
by repeated sideways duplication of a single unit. Analysis of amino-acid- 
sequence changes suggests that the mechanism of Figure 7 is correct (Strong et 
al., 1991). In this hypothesis, the two halves of the gene begin to diverge after 
the first duplication Dl, and'this asymmetry would be passed on to repeats Ill1 
and III/IV after the second duplication D2. Therefore repeat I should be most 
similar to repeat 111, and 11, most similar to IV. This is indeed the case. Figure 8 is 
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7 FORMATION OF INTERNAL REPEATS 

Lengthening of a gene by two rounds in internal duplication, Dl and 
D2, creates four internal repeats. After each duplication event, a period 
of specialization, S1 and 52, allows the formerly identical halves of the 
gene to evolve independently. 

Na (Ill) 

Ca (Ill) 

N a  (11) 

Ca (11) 4-7 Na (IV) 

(1") Ca (IV) 
D l  D2 D3 

8 ORIGIN OF Na AND Ca CHANNEL REPEATS 
Evolutionary tree of the four internal repeats (I, 11, 111, and IV) deter- 
mined on aligned partial sequences by the method of protein parsi- 
mony. Horizontal distance represents degree of change of amino acid 
sequences, with the modern forms at the end of the lines to the right. 
The calculation uses only the six transmembrane segments (S1 to 56) of 
the rat skeletal muscle Ca channel and rat brain Na channel (subtype I). 
The deduced steps and internal repeats are labeled to correspond to 
Figure 7, with repeat names in parentheses. Duplirafion D3 represents 
the deduced origin of Na channels from the Ca channel line. [Courtesy 
of M. Strong, K. G. Chandy, and G. A. Gutman, unpublished; see 
Strong et al., 1991.1 
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a tree of structural repeats of Na and Ca channels. I t  shows that each repeat can 
be traced back to a grrre duplication D3 that represents the separation of Na 
channels from Ca channels. The  ancestral four repeats then trace back to an 
earlier it~terrml duplication D2 in which repeats I and 111 come from a precursor i 
and 11, and IV comes from a precursor ii. The two precursors then trace back to 
the original internal duplication Dl.  No modern catic~n channels are known of 
the two-repeat, intermediate form, but perhaps some will be found. 

The analysis of 54 segments is broadened in Figure 9. K channels and 
sensory cyclic-nucleotide-gated channels, both of which represent the "primi- 
tive" unrepeated form of the S1-to-Sh motif, are added to the picture. The K 
channels diverged early from the cyclic-nucleotide-gated ones and eventually 
spawned four groups of voltage-gated K channels. 

These diagrams are the early fruits of quantitative comparisons of channel 
sequences and will surely be revised in detail as  more of the sequences are 
considered. Nevertheless they suggest the kind of useful conclusions that will be 
possible as  deeper analysis is completed. It will be particularly important to have 
more sequences from other key evolutionary endpoints than the mammals. 
Additional sequences from Drosopiriln, Coenur!~nb[litis, Hyriru, and yeast would be 
most helpful. 

I Na r N %  (111) 

D3 D4 N a l ~  (111) 

9 RADIATION OF THE 54-CONTAINING SUPERFAhfILY 
Evolutionary tree o f  four families of channels that contain an S4 seg- 
ment, determined by weighted parsimony using the nucleotide se- 
quences corresponding to 22 amino acids of the S4 segments. The 
branching of the K-channel tree was determined separately on longer, 
aligned sequences. K channels are most likely related to cyclic- 
nucleotide gdted channels (cyc. nucl.). Duplications on the line leading 
to Na and Ca channels are labeled as in Figure 8, but since only repeat 
111 of those chdnnels is used, the internal duplication steps Dl  and D2 
do not appear as nodes. Gene duplication D4 represents divergence of 
two rat brain Na channel subtypes (1 and 11) and divergence of skeletal 
muscle (Sk) and heart (H) Ca-channel subtypes. [Courtesy of M. 
Strong, K. G. Chandy, and G. A.  Gutman, unpublished; see Strong et 
al., 1991.1 
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Speculations on channel evolution 
We can now synthesize a view on the evolution of ionic channels. Given the 
enormity of the time separating us from the actual events, such ideas will be 
speculative. Let us focus first on the transition from prokaryote to eukaryote 
some 1400 million years ago, when an unusually successful combination of traits 
permitted a totally new type of cell architecture to evolve. Among many other 
changes, there evolved internal membrane-bounded compartments, including 
mitochondria (derived from bacteria taking up a symbiotic relationship within 
the cell), dnd several new signaling systems based on Ca2+ and calmodulin, 
G-protein-coupled receptors, and membrane potential changes. In the pro- 
karyote, the surface membrane stores the chemiosmotic proton-motive force for 
ATP synthesis. Electron transport reactions in the cytoplasmic membrane pump 
t i t  ions out, leaving the cell interior more basic and more negative than the 
bathing medium. Downhill proton entry is coupled to synthesis of ATP high- 
energy bonds. In the eukaryote, the mitochondrion performs this task, and the 
surface membrane can be used to exploit electrical signals and gradients of alkali 
metals, alkaline earths, and halide ions. 

Control by cytoplasmic Ca2+ ions may have been the driving force in the 
evolution of channels and electrical excitability. As we have noted, Ca2+ ions are 
the major link between electrical signals and cellular activity. Without calcium- 
dependent processes, electrical signaling as we know it would have little mean- 
ing. Three ingredients were developed: (1) gated Ca channels to deliver messen- 
ger ions rapidly from the outside or from intracellular compartments, (2) Ca2+ 
pumps and sequestering proteins to limit the duration of the signal, and (3) 
regulatory molecules (molecular switches) sensitive to low concentratjons of 
intracellular free Ca2+ ions. These ingredients may have been refined in the 
primordial eukaryotes. Prokaryotes can extrude Ca2+ and bring in K f  ions. 
Hence the ionic gradients were already in place, but the membrane proteins had 
to change. 

Voltage-dependent K and Ca channels and IF,-linked Ca-release channels 
appeared early in the eukaryotes (Figure 10). At least they were present in the 
common ancester of protozoa, animals, green algae, and green plants. K and Ca 
channels may have evolved form an ancestral cation channel during the transi- 
tion to eukaryotes. Apparently even this "stem" channel included the high 
equivalent gating charge that makes Na, K, and Ca channels insensitive to small, 
"subthreshold" voltage noises, yet sharply responsive to an adequate depolar- 
ization. 

What is the evolutionary precursor of voltage-gated eukaryotic channels? On 
functional grounds one might consider the variety of voltage-gated channels, 
including porins in the outer envelope (not the plasma membrane) of gram- 
negative bacteria and the seemingly related voltage-dependent anion channel 
(VDAC) of all outer mitochondria1 membranes (Benz et a]., 1980; Colombini, 
1987; Delcour et al., 1989; Jap et al., 1990), as well as,the colicins, voltage-gated 
channels produced as bacteriocidal toxins by intestinal bacteria (Slatin et al., 
1986; Memll and Cramer, 1990). However, there is no recognized similarity 
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Possible evolutionary descent of modern ionic channels in animals. 
Dashed lines indicate the most speculative conjectures. Abbreviations: 
ABC, ABC transporter superf'mdy; AC, adenylyl cyclase; CF, cystic 
fibrosis gene product; cN, cyclic-nucleotide-gated channels; m.y.a., 
million years ago; Ry, ryano~iine-sensitive Ca-release channel; VI IAC,  
voltage-dependent anion channel of mitochondria. 

? 
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between the structures of these channels and that of voltage-gated channels. 
On crude structural grounds, a distant similarity has been suggested to 

another large superfamily of membrane proteins that includes so called ABC 
transporters (ATP-binding cassette transporters), G-protein-regulated adenylyl 
cyclase, and the cystic fibrosis gene product (Higgins et al., 1990). Many mem- 
bers of this diverse group transport peptides, sugars, vitamins, toxins, antibiot- 
ics, or chemotherapeutic agents across cell membranes in an ATP-dependent 
fashion. Th.ey have in common multiple transmembrane domains followcd by 
an intracellular ATP-binding domain and frequently consist of two copies of this 
motif. In adenylylcyclase and the cystic fibrosis gene product, the motit consist- 
ing of six putative transmembrane segments, and a long intracellular domain is 
duplicated, almost like half of a Na channel (Krupinski et al., 1989; Riordan et 
al., 1989). The involvement of many of these proteins with membrane transport, 
the direct control of at least one of them by G proteins, a tendency for internal 
repeats, and their presence in prokaryotes make this broad group an interesting 

0') 7 x  

2r'- 
/ Stem e~lki~ryotea 
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possible origin for voltage-gated channels. A process of EXON St~lJFFLlNG, in 
which a few exons from one gene family and a few exons from another are 
combined to make quite new fusion products, may have lifted portions of the 
ABC transporter genes in the creation of the channels. Finally, the prokaryotes 
may already have had electrical excitability and ancestral channels of which we 
are not yet aware. 

The second great period in channel evolution was associated with the ap- 
pearance of multicellularity. By this period, the pace of life had quickened, the 
oxygen level of the atmosphere had risen further, and the Na/K ratio in the 
ocean had increased. Higher oxygen levels permitted a multicellular design 
often bascd on tissues perfused by a circulatory system. innovations in channel 
design permitted the development of animals with nervous systems to give 
speed and precision to responses. The pivotal additions were the Na channel of 
axons and fast ligand-gated channels of synapses, which collectively permitted 
fast conduction and the inhibitory and excitatory responses required for nervous 
integration (Figure 10). 

Among other changcs, the animal kingdom made a deep commitment to 
Na+ ions. The metazoan animals became drprt~rienf on an extracellular space 
with nearly isotonic Na t. They evolved Na' -coupled transport for many organ- 
ic metabolities and nervous systems with Na channels and Nat-dependent 
excitatory synapses. In parallel, the well-exploited cation ATPase design that 
moves K +  for E. coli and H t  ions for yeast was reworked to make the ouabain- 
sensitive Na+-K+ pump of animals. The Na channel had a great advantage over 
the Ca channel for the evolution of fast conducting axons: the Na + ion was 
neither toxic at millimolar intracellular concentrations nor already committed as 
a messenger that would throw all the Ca2+ switches in the cell. Fast conduction 
requires large ionic current density. With Ca channels, fluxes must be kept small 
enough so that average [Ca2+], does not rise above 1 FM. With Na channels, 
active axons easily tolerate fluxes that raise [Na * l i  by 5 mM for. minutes. 

Chemical transmission requires the metabolic machinery of transmitter syn- 
thesis, the packaging and exocytotic mechanism, and postsynaptic channels. 
These are all present in coelenterates. As chemicals, the simple transmitters are 
unremarkable. Glycine, aspartate, glutamate, GABA, and even acetycholine and 
acetylcholinesterase are found in plants as well as animals. Exocytosis is present 
and is probably Ca2+-sensitive in protists (Satir and Oberg, 1978). The ligand- 
gated channels, however, seem new. Their functional properties and subunit 
composition place them in an entirely different family from the voltage- 
dependent channels. The stem channel probably had multiple equivalent sub- 
units, with equivalent agonist binding sites giving it, even at the beginning, a 
sharpened response to adequate levels of chemical transmitter. The channel 
probably flickered open several times while the agonist remained bound and 
desensitized if agonist was present too long. The open channel was probably a 
wide, poorly-selective pore. 

From what precursors did the special animal channels evolve? For Na chan- 
nels the answer is partly clear. They arose by duplication (event D3 in Figute 8) 
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and divergence from a Ca channel. As we have sequences only from the 
dihydropyridine-sensitive class of Ca channels so far, we cannot say with 
certainty which Ca channel subtype was the ancestor. I f  we had to guess from 
function, we would say a low-voltage-activated T-like channel. The precursor of 
ligand-gated channels is not known. No functionally similar channel is knorv~i in 
protozoa, although there could be one serving a chemical sense. Takeshima et 
al. (1989) point to some sequence similarity between the M2 and M3 segments of 
the nAChR and two hydrophobic segments of the skeletal n~uscle Ca-release 
channel (ryanodine receptors). This proposal would unite the superfamily of 
ligand-gated synaptic channels with the superfamily of ]I-',-receptor and 
ryanodine-receptor Ca-release channels. These speculative ideas will become 
increasingly testable as more work on nonn~an~n~alian channels becomes avail- 
able. 

Ionic channels are macromolecular pores in the membranes of eukaryotic cells. 
They may have originated in coordination with the appearance of Ca-regulated 
cellular responses, an association that remains central today. Outside the animal 
kingdom, we have only isolated glimpses of what ionic channels do. Within the 
animal kingdom, biophysical work has clarified their fundamental role in the 
excitation of nerve and muscle and in transport epithelia. blowever, channels are 
probably used by all somatic cells and gametes in ways that remain to be 
appreciated. Molecular, cell biological, and evolutionary approaches promise to 
define a broader significance for ionic channels in biology. 
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acetylcholine (ACh) in, 221-223 
from intracellular organell=, 221-224 
in skeletal muscle, 224-226 

calcium-release channels 
[P, recepturs, 221-222 
ryanodine receptors, 221,224-231' 

cal~nodulin 
as Ca receptor, 92-93,180-181,5115,541 
mutations, 505 

CAM. See cell adhesion molecules 
cAhlP. Seccyclic AMP 
capsaicin, 78 

as delayed rectifier channel blocker, 131 
carbachol, as cholinergic agonist, 141,155 
cardiac muwle 

action potential, 90-91, 133-135, 175-178, 
193-197 

arrhythmias, 109,411412 
aulonolnic ~nodulation, 172, 175-178, 183-186, 

190-191 
Ca channels, 90-91,175-180,411412 
Na cl~annsl, 90-41, 411, 419 
pacemaking, 133-135.193-197 
Tl'X x~witivily, 419 

carrier transport, 1-3 
contrast with pores, 332-334 
turnover numbers for, 312-314 

catecholamines. See p-adrenergic; epinepl~rine, 
norcpincphrinc 

rsllrodc, defined, 7, 2b1 
cDNA, cloning of, 506-509 
cell adhesion molec~llrs (CAM), 521 
cell-loiell coupling, 231-231. See ulso connrxins, 

connexons 
ccsiu~n ion (G') 

1, block by, 134 
as K channel blocker, 62,80,87,89,131, 133 

cGMP. See cyclic GMP 
channel blockers, 59-62, 78, 87, 89, 101, O'N 

alloslel-ic mechanism of, 390 
4-aminopyridines, 62.78 
local ancstl~etics, 62 
meclianisn~s of, 390422 
small ions, 387 
toxins, 59-62,78 
structure of, 60,109,404 

channel conductance, 328434 
$, of, 329 
saturation of, 363 
theory of, 294-298,303305 

channel evolution. 541-544 
cyloplasrnic Ca2' control in, 541 
exon shuffling in, 543 
r.lte of, 534 537 

, ~I~IIIII,.~ (&,.#,I.* 
rh,~nlahg. >LC L I U I B I L ~ ~  
duplication and evolution, 537-540 
inherited diseases, 137,256,506 
in Pnran~ecium and Dmsophila, 504-509 
Shder ,  252-256.507-509 

channels. See dso spc~ific clr~nncls 
evolution, 525544 
gating. See gating 
nenes. See channel aenes 
rocalizalion and mgbilily, 72-74,142,216-219, 

243,514524 
modulation, 170-201.217-220 
mutation. See mutations 
structural classificalion, 254,258 
slmcture, 6547,236-258,423444 
synthesis of, 5W-512 

charge 
on a capacitor, 8-11 
definition, 6-7 

charge movement, 228,317-320 
in skeletal muscle, 229 
of T-tubules, 318 
voltagei-lamp analysis of, 228 
voltage sensors in, 318 

charybdotoxin (CTX), 256,434436,465 
K char~nel block by, 121-122,131,420421 

clie~nical synaptic transmission. Srr synapses 
chemical transduction, 215-216 
cliemiosmolic proton-motive force, in pro- 

karyot~s, 525 
clilorpro~iiarine 

noncompetitive inhibitor, 429 
site of action, 4301132 

cholecystokinin (CCK), 182 
cholera toxin 

in epithelial secretion, 218 
(;-protein n~od i l i~~ t i u r i  by, 183 
1,. augmentation by, 177 

cholinergic agonisls, 141,155-156 
cholinergic antagonists, 141-142,144 
chromosome walking. 253-256 

in cloning, 254-255 
and cystic fibrosis gene cloning, 254 

CI channels, 136-139,160-166,256-257,533-534 
blcxkers of, 136,138 
calciuun-Jepcndent, %-97, 137-138 
of fast diemical synapxs, 160-166 
in niyotonia congenita, 137 
roles of, 136,138-139 
in transport epithelia, 217-220 

C1--I-ICO,- exchange, 2 
CI(Cal channels, 96-97,137-138 
c~dning 

of ligand-gated channels, 238-242.247-250 
of secretbrv C1 channel. 256 
of voltage-gated channels, 250-255 L 

C,. Secnonyltriethylammonium 
cobalt ion (Co2'), as Ca chamel blocker, 96,108 
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cocaine, 198 
codons, 501 
coelenterate toxins, 448,501 
colicins, 440 
competition 

in channels, 362, 387 
concanavalin A, 169 
concentration-dependent perlnedbility ratios, 

376-378 
conditioning pulse. See prepulse 
conductance 

changes in squid giant axon, 40-11 
of channels. See chamlel conductance 
in current-voltage relations, 16-18 
defined, 7-9.3638 
membrane resting, 10-11,72-74.83-84 
s~rblevels, 166 

conductance-voltage relations, 18. See also 
rectification 

connexins, 257 
cloning of, 258 

connexons, 257,335 
w~onoloxin GVIA, 104,111 
constant-field theory, 341,502. Sre also Gold~nan- 

Hodgkin-Katz theory 
corticotropin-releasing factor (CIIF), dnd spike 

freq~lcncy, 192 
cokrlolllb (C), measure of charge, 6 
coupling, of activation and inactivation, 490-502 
CRF. See corticotropin-releasing factor 
crystal radius, 273-278 
CTX.  See charybdotoxin 
currents 

defined, 7 
voltagedanrp measurement of, 30-33 

current-voltage relation (1-E) 
for Ca channels, 88,96,100,102,107-108 
of gap junction, 232 
GHK throry, 107-108,341-347 
instantaneous, 3739,328 
interpreting, 15-19 
for inward rectifier, 129,415417, 481484 
Ohm's law and, 15-18,37-39 
of squid giant axon, 38 

cyclic AMP (CAMP) 
Ca channel modulation, 132,176-177,181,192 
hydrolysis of, 173-175.200 
in odor transduction, 215-216 
rundown reversal by, 178-179 
as second messenger, 172-175,181,201 

cyclic AMP-dependent phosphorylation, 132, 
175-178,181 

1,. augmentation by, 176-177 
of nAChR, 189 

cyclic AMP-dependent protein kinasr, 173,175 
cyclic GMP (&MI') 

in CAMP hydrolysis, 200 
in odor transduction, 216 
in phototransduction, 209,212-214 
as second nressenger, 198-201 
as transduction channel agonist, 212-213 

ryclic GMP (cCMP) breakdown 
by light-activated mzyme, 214 
transdrlcin role in, 211 

cyclic GMP (&MI') receptors, subunits of, 238 
cystic fibrosis 

Cl channel regulation loss in, 218-220 
defective gene of, 220,506 

cystic fibrosis transrnenibrane conductance 
regulator. See secretory CI channels 

cytoplasmic dynein, in anterograde transport, 
524 

11-600, 411 
Ca channel blockage by, 108,229 

DAG. See diacylglyccrol 
DDT, as Na channel agonist, 441,456 
Debye-l liickel tlleory, 285, 427429 
Debye length (I/<), 287-288,461,467,468 
delayed rectifier channels, 69, 75-78,65, 96, 116, 

122, 135. See ulso K ch~nncls, of dxons 
c/\hlP dllglll~lltlltion of, 1.32 
in pacel~rdhing 193 

dendrotoxins, as K channel blocker, 131 
dcnervation s~~persensitivity, 513-514 
desensitization, 157 

physiological importance of, 156 
detailed balances, plinciple of, 489 
didcylglycerol (DAG), 180-181 

in I,, ~nodulation, 188 
D I E .  See disr~lfonic acid stilbene inhibitors 
dielectric forces, 303-305 
dielectric friction n~odel, 283-284 
dielectric relaxation time, 280 
diffusion. Seenlso elcctrodiffusion 

and Brownian movement, 215-265.270 
coefficients, 263-268,281-284 
Einstein model for, 263-264 
Fick's law for, 263-264 
by hopping, 269-273 
maximum current limits for, 296-298 
of nlelnbrane proteins, 515-516 
Nernst-l'lnnck theory of, 263-269 
in pores, 294-298,339 
Q,, of, 329 
in solids, 269-271 
as thermal agitation, 267 

diffusion coefficients, 267, 269 
Stokes-Einstein relation for, 281-283 

diffusion potentials, 269 
and Nemst equation, 11-15 

1,4-dihydropyridines. 412 
L-type Ca channel sensitivity to, 109-111, 113 
slrrrctures, 109 

dihydropyridine receptors 
in T-SR coupling, 230 
as voltage sensors, 231 
voltage sensors of, 318 

dilrydropyridine-smsitive Ca channels, 230 
isolation of, 250 

diltiazem, as Ca channel blocker, 108-109 
disrrlfonic acid stilbene inhibitors 

of anion transporters, 138 
of CI channels, 138 
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divergence of action, with second Inessenger 

systems, 175 
dopamine, 187, 187,527 

CAMP induction by, 190 
dose-response curve 

for &MI' response, 212-213 
for dihydropyridine block. 108-11 1 
for STX block, 62-65 

dnlg-receptor reaction 
kinetic properties of, 62-65,397-393 
time scale of, 391-392 

ECF. See epidermal growth factor 
EG'I'A, 85.98. See also calcium ion chelators 

and calciunl release, 221-222 
eigenvalues, defined, 485 
Eirbtcin, and diffusion, 263-264.291-293.299 
Eisenman equilibrium tlieory, 288-290,374 
electrical distance, 370-371, 414 
electrical excitdhility, dcfincJ. 26 
ctcc111i.11 mol,ility. Src chci t~q, l l r , t~s~,  
rlectriol synapses, 23-234 
elcrtrodiffusion. See nlso diffusion 

barrier Itupping in, 269-273 
Nernst-Pldnck theory of, 262, 264, 266-263, 

3x6 . . 

Oh~n's law and, 267 
electromotive force (emf) 

during action potential propagation, 28-29 
in channels, 15 

electrophoresis, 273 
electrophoretic n~obility, 266,268 
e~ectropuration, 239 
rlcclrostatic barriers, 303-305. See ulso barrier 

models 
eleclrotonic depolarization, 28 
emf. See electromotive force 
endoplaslnic reticulum (EI<), Ca- ele ease channels 

on, 221 
&3-endorpllin, 182 
endplate channels. 6, 140. See also nicotinic ACh 

receptor 
gating of, 158 

endplatecurrent (epc), 146-148, 152-154 
fluctuation in, 152-154 
nerve-evoked, 146-148 
a,, of decay, 117 
temperat~~re-depe~~dent time constant for, 151 
voltage dependence of decay, 147-148,152 

endplate potentials (epp), 142-145 
Ca2' dependence of, 93-94, 144 
quanta1 unit of, 142-145 

energy 
of activation, 262,272-273, 329 
in barrier models. See barrier ~nodels 
in Boltzmann equation, 12-13 
Born, 277-278,284 
constant-offset condition, 370471 
of hydration, 273,275-279,284 
of ion in pore, 303-305,310-312 
of ionic interactions, 284-290 

e u h ~ ~ l ~ l a ~ ~ l i ~ ~ s ,  182 

ensemble average, 32.3324 
enzymes. See also specific enzymes 

catalyticQ,, of, 313 
turnover number for, 312-314 

epidermal growth factor (EGF), 199 
epinephrine, 175,182 527 
epithelial transport regulation, 217-218 

effect of malfunction in, 218-220 
epsp. Set excitatory postsynaptic potential 
equilibrium potentials 

lor mammalian skeletal muscle, 15 
Nemsl equation and, 11-15 

equivalent circuits, 10-11'16-19,26-27,38-39 
equivalenl conductivity, 267 
equivalent valence (2'). 414416,481482 
e~ikaryotes, 525-528 
evolution, 525-544 
excised-patch configuration, in gigaseal method, 

8749  
chr.il.,lio~i 2',1111.t1.li~~11 ~ . c > t t ~ v l ~ a l g  

luil~dl mutation of, 231 
molecular picturc of, 230 
T-tubule charge movement and, 318 
voltage-gated Ca channel in, 229 
voltage senwr for, 228,231,250 

excitatory amino acids, 166-169 
excitatory postsynaptic potential (epsp), 159-163, 

171 
excitatory synapse channels, selectivity of, 

354-355 
exocytosis 

calciurn-dependent, 93-96 
evolution of, 543 
Mg2' antagonism of, 93 
of transmitter vesicles, 93-96, 142, 145, 160, 

162 
exons, 504-505 
expression cloning, 248-249 

of glutamate receptors, 248-249 
Eyring rate theory, 270-273 

in permeation models, 369-374,378-384,388 

Faraday, Michael, naming ions and electrodes, 
6-7,261 

Faraday's constant (Q,7 
fast chemical synapses. See also synapses 

diversity of, 159-163 
ipsp production by, 160.162-163 
ligand-gated channels of. 140-169,182,197 
neurotransn~ilters of, 163-1155 
receptors for, 160,163 

fast CABA-gated channel. SeeCABA, receptors 
feedback, in pacemaking, 197 
feet 

microanatomy of, 227 
as ryanodine-receptor complex, 228 

Fick's law, 263-264,296 r 

and membrane permeability, 339 
field-effect gate hypothesis, 480 
field strength. SCe Eisenman equilibrium theory 
firat-order kinctlcs, 46-47,147-149 
lixed-charge membrane, 287,427-429.457-470 
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flickering block, 312-313,412413,417 
fluctuation analysis, 150-154, 321-326, 49l492 
fluctuation-dissipation theorem, 151 
flux coupling. 299-303 

in ionic channels, 375-376 
flux-ratio criterion, 301,362 

for barrier models, 381 
deviations from, 374-375 
one-ion pores and, 371 

flux saturation. See saturation 
FMRFamide, 186 
forskoiin, 192 

rC. augmentation mimicry by, 177, 184 
Fourier transform, 150 
Freud, Sigmund, and local anesthetics, 62 
friction, in diffusion, 266-268, 280-284, 292-294, 

298-300,367469 

G-protein-c~u~led pathways, 180-183, I90 
G-protein-coupled receptors, 180-183. Set irlso (: 

proteins 
in olfaction, 215-216 
and peptide neurotransmitters, 182 
pleiotropic effects of, 190-192 
roles in brain, 198-199 

G proteins, 173-175,180-192 
channel ~nodulation by, 185 
cholera toxin activation af, 177 
enzyme activation by, 201 
in K(ACh) channel opening, 184-185 
membrane-delimited effects, 183-186,191 
pertussis toxin sensitivity, 183 
PLC activation by, 180 
in second messenger cascade, 174 

GAHA. See y-aminobutyric acid 
GABA, receptots, 165,182,256 

amino acid sequences of, 247-248 
antagonists of, 163-161 
conductance sublevels in, 164-166 
hydropathy plot of, 249 
subunits of, 238 

gap junction channels 
in cell-torell coupling, 231-234 
rectification in, 233-204 
structure of, 257-258 
subunits of, 252 

gates, nature of, 479481 
gating 3-5.472-503 

agents modifying, 445471 
Boltzmam equilibrium law and, 54-57 
[Ca2'] effect on, 127-127,457470 
factors controlling, 234-235 
list of mechanisms, 479481 
pharmacological consctrluences of. See state- 

dependent binding 
Q,, of. 50 
state diagrams for, 55, i12.473.485-19o 
voltage dependence of, 43,55-57 

gating charge, 54-57. See olso gating currents; 
voltage sensor 

movement of, 493494 
in 54 segment, 251-254.441 

gating currents, 54-57 
analysis of, 490, 492493 
in counting channels, 315,317-320 

gating kinetics 
of BK channels, 123-124 
of delayed rectifier K channels, 116 
in I IH modcl, 44-50 
1.A dlteration uf, 4W-41 I 
neurotoxin modification of, 445 

gating particles, 48 
gating springs, 205-208 

hair cells and, 206 
generator patential. See receptor potential 
genes. See also channel genes; mutations 

conversion and concerted evolution, 537 
identification by classical genetics, 501-506 
identification by moleculnr biology, 506-509 
internal sequence repeats, 538540 

GI1K. SeeGoldman-I Iodgkin-Katz equation 
gigaseal method, 32-33,67-69,87-89 
glial cells, 72-73 
glucagon, receptor coupling, 191 
glutamate, as neurotralwmitter, 6, 93, 160-163, 

1M. 166-169.182.2.19 
glutamale receptors 

agonists for, 167, 249 
concanavalin A and, 169 
expression cloning of, 248-249 
subunits of, 238,248-250 

glycine, as neurotransmitter, 160-166.182 
glycine receptors 

condk~ctance saturation in, 363 
conductance sublevels in, 161-166 
slructure, 238, 247-249 

glycosyldtion of channels, 66,238,240,246-247, 
250-251,253,468.509-512 

Goldman-Flodgkin-Katz (GHK) equations. 19, 
106-108,344,350 

derivation of, 345-347 
and membrane permeability, 91-344 
and permeability measures, 386-387 

Goldman-Hodgkin-Katr (GHK) theory, 502 
one-ion pores and, 371 
for selectivity, 341 

GdI olfactory cilia G proteins 
Golgl apparatus 

membrane protein sorting in, 522-523 
in protein processing. 509-512 

Gouy-Chapman screening model, 462464 
Golly-Chapman-Stern model, 464,466467,502 
Gral~ame equation, 462 
gramicidin A pores, 305-372.334 

conductancc in, 310-311 
energy profile in, 311 
rnaxi~nunl current in, 311-312 
Q,, of. 307 
saturation in, 309-310 
selectivity of, 307 
slructure, 306, 308 

grayanotoxins, as Na channel agonist, 454 
C'I'P. See guanosine triphosphate 
GTP-binding regulatory proteins. See G proteins 
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guanosine triphosphate (GTP) 
and G-protein-coupled receptors, 173-175 
ipsp requirement for, 189 
poorly hydrolysed analogues, 183 

guanylyl cyclase. [Ca2'], depression of, 200 

haircclls, 2M-208, 516519 
LICPI~. See o ~ d i r c  nn~acla 
hernoglobin, 474478 
1IFI model. See Hodgkin-Huxley model 
high voltage-activated Ca channels. SLY FIVA Ca 

channels 
histamine, 182 

G,-protein-cot~pled receptors stimulation by, 
191 

as neurotransmitter, 163 
and spike frequency adaptation decrease, 192 

I-lodgkin-Huxley (HH) model, 44-58,149,399, 
440,502 

and action potential prediction, 50-52 
and channel open times, 67 
of conductance changes, 4450,123 
deviations from, 490-502 
mechdnistic i~nplications of, 52-54, 502-503 
of repetitive responses, 117 
slate diagram for, 485491. See also stale 

diagra~ns 
voltage-dependent parameters of, 44-50 

hormones, modulation by, 170-172 
H V A  Ca channels, 89,97-98,101-103,111. See 

also L-type Ca channels 
inactivation of, 98-101 

hydration. See also energy, of hydration 
and ion mobility, 292-293 

hydrogen bonds 
in permeation, 356-359 
in proteins, 306,475 
in water, 278-280 

hydropathy plot, 245-246 
of K channel, 256 

hydrophobic and hydrophilic pathways, 246 
hyprkalen~ic periodic paralysis, 506 
hyprrpolarieation-activated cation current (/J 

modulrtion of, 194-197 
pacemaking contribution of, 133-135,193-197 
properlies of, 134 

IBhfX. Sre isobutyl mcthylxantliine 
image forces. See dieleclric forces 
inactivation 

ball-and-chain ~nodcl of, 437440 
defined, 4 0 4 5  
of delayed mctificr K channels, 75-78 
gate, 436440 
HH model treatment of, 4345.49, 490 
of K, channels, 118-121,436-440 
local anesthetics and, 408411 
of Na clrannels, 4045,79,408411,445-458, 

4'90-502 
independence, 300-301,337. See UISO indepen- 

dence principle 

deviations from, 300403,362-389 
of ionic action, 261-262290 

independence principle. 300301 
independence relation, 35,364365 
independent migration of ions, law of, 262 
influenza virus lnembrane protein. 523 
itt11il~iIo1 y ~ ~ ~ ~ ~ ~ ~ y ~ i ~ ~ ~ ~ l l c  lw l~n l i d  (Ipq~), 160, 162- 

163,171 
of inwardly rectifying K channels, 189, 

3&1367 
potentiators of, 163-165 

inner hydration shell, 279-280 
inositol trisphosphate (IP,), 116,221-222 225 

Ca permeability induction by, 334 
inositol trisphosphate (IPJ receptors, subunits of, 

252 
instantaneous I-E relation, 3 7 3 9  
insulin secretion. 132 
intercellular channels. See gap junction channels 
internode, 72-74 
interspike interval, 119,133,135 
intracelh~lar ligand-gated channels, 235 
intracellular organelles 

and calcium release, 221-224 
in eukaryotes, 525 

introns, 504-505 
inwardly rectifying K channels, 127-130,134 

ACh opening of, 183 
Cs' block, 415-417 
heterogeneity of, 129-130 
ipsp of, 189 
M$ block, 130,481484 
pertussis-toxin-sensitive pathway and, 189 
properties of, 128 

ion activity, in ionic solutions, 284-288 
ion atmosphere. 285-288,427-429,462-464 
ionic channels. See ulu, specilic channels 

blockage of, 367,390422. See also specifii 
blockers 

density, 315317,334-336 
Iint use of name, 62,291-293 
selectivity of, 335-389 
single-channel conductance in, 294-299, 

328-334 
ionic current, measuren\ent of, 30-37 
ionic hydration, 273,275-284 

energy of, 275-279 
ionic interaction energy, 286 
ionic mobility 

dehydration rates and, 298-299 
dielecric friclion model for, 283-284 
energy barriers to, 293,303-305. See nlw 

barrier models 
hydration and, 292 
in long pores, 301-302 
in narrow pores, 298-299 
single-file water movement and, 299300 

ionic potential energy, 284-288. See dm barrier 
models 

ionic selectivity, 19,335-389 
equilibrium theory of, 288-290 

ionophores, 3306 
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ions 
cellular roles of, 2-5 
crystal radii of, 273-275 
hydration of, 273,275-280,310-312 
solution properties of, 261-290 
transport number of, 261-262 

IP,. See inositol trisphosphate 
ipsp. See inhibitory postsynaptic potential 
isobutyl methylxanthine (IBMX), diibitor of 

phosphodiesterases, 177 
isoproterenol 

and p-adrenergic receptors, 175-176,195 

Johnson noise, 324 

K channels, 5,3637,48,67,70,86,90, 106,111- 
112. See nlso BK K(Ca) channels; delayed 
rectifier channels; K, chdnnels; K(ACI1) 
channels; K(Ca) channels; K(ATIJ) channels; 
Sl~dier mutations; SK K(Ca) cllannels 

activation/inactivation of, 54.75-78, 85 
of axons, 59-112 
blockers of, 61-62,71,80,87,89,109,121-122, 

131.399401 
in chemical transduction, 215 
cloning of, 2%-257 
conductance of, 329-330 
currenl-voltage relation oi38-39 
distribution of, 72-75.329-330.516-519 
diversity of, 74-78,130-131 
evolution of, 528-531,591543 
gating in, 69,118-121,123,131,254-255.437- 

439,485487 
identification of, 59-62 
neurotransmitter rezulation of, 132-133.183- 

192,196 
selectivity of, 351-352 
structure, 252,254-257,434440,443444 
in transoort enithelia. 217 . L 

voltage-insensitive, 132. Sec nlso K(A1.I') 
channels; SK K(Ca) channels 

voltage sensitivity of, 115,122-123,130,132- 
137,443444 

K, channels, 116-121. See also Shnker mutations 
4-an~inopyridine sensitivity of, 118 
gating in, 118-121,254-255,437-439 
repetitive firing role of, 117-120 
TEA sensitivity of, 118,435436 

K(ACh) channels. See also inwardly rectifying K 
channels 

opening of, 184-186 
kainate, glutanrate receptor agonist, 167,249 
K(ATP) channels 

and insulin secretion, 132 
tolbutamide blockage of, 131-132 

K(Ca) channels, 95-96,126-127,133. See ulso BK 
K(Ca) channels; SK K(Ca) channels 

Ca-induced activation of, 126 
physiological kinetics of, 124 

K(G). See K(ACh) uliannels 
kinesin, in anterograda transport, 524 
kinetics 

drug-receptor, 6265,391 -393 
Markov process, 485490 
Michaelis-Menten, 314,362-364 
microscopic, 147-154.465492 
prolein motions, 476-478 
states and substates, 485489 

LA. See la'al anesthetics 
1.angmuir adsorption isotherm, 63 
lanthanum ion (La3'), as Ca channel blocker, 108 
leakage current, 36,59,73-74,127,135 
learning theories, and second messenger systems, 

198 
leucine heptad repeat, in K channels, 443 
I.HR1 I. See luteinizing-hormone-releasing 

hormone 
lidocaine. See Iwal anesthetics 
ligand-gated channels, 140-169,237-250 

ACh-activated, 140-145 
agonists for. 141,145,16(1,163-164,166-167, 

182 
evolutionary divergence of, 52% 537-538 
o i  fast chemical synapses, 140-169 
fast synaptic action mediation by, 182,197 
mutation of, 423427 
structure, 237-250,254,4231127,429433 

li~niting logarithmic potential sensitivity, 57 
lipid bilayers 

and membrane capacitance, 9 
permeability measurements, 337-341 
reconstilution of channels, 138, 223-224,327, 

467468 
lipid-soluble toxins, of Na channel, 453457 
local dncsthrtics (LA) 

as channel blockers, 60,62,81,83-111,403414 
structurrs of, 404 

long pores, 299-303. See also multi-ion pores 
long-term potentiation (LTP), 169 
Lorentzian function, 152-153.491 
low-voltage activated Ca channels. See LVA Ca 

channels 
LTP. See long-term potentiation 
L-type Ca channels, 102-106,112. See ulw Ca 

channels; HVA Ca channels 
activation state diagram lor, 112 
p-adrenergic action on, 175-180,184,190-192 
blockers of, 108-111,228-229 
and CAMP levels, 175-180,184,190-192 
1.4-dihydropyridine sensitivity of, 109-111, 

113 
gating modes, 112-113.178 
and muscle contraction, 228 
in pacemaking, 194 
phosphorylatiun of, 172,177 

luteinizing-hormone-releasing hormone (LHRI I) 
diffusion of, 198-199 
tvf channel reglrldtion by, 132-133.186-189, 

198-199 
l.VA Ca channels, 89, 101. See also T-type Ca 

channuls 
lysergic acid diethylamide (LSD), 198 
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hi channels. See nlso K channels 
neurotrans~nitter regulation of, 132-133,186- 

189 
M2 segment of nAChR, 240,246,249,423427, 

429433 
MaglebyStevens model, 146-148,152-156 
magnesium ion block (Mg") 

of Ca chamel, 94, %, 108 
of inward rectifier, 131,481484 
of NMDA receptor, 168-169 

mamba toxin. 78 
manganese ion (Mn2'), as Ca channel blocker, 108 
hfarkov process, and gating. 485430 
maxi K channels. See BK K(Ca) channels 
maximum current limits, in diffusion, 296-298 
mmhanotransduction, 2M-208 
membrane capacitance, 9-11.84 

during action potential, 27-28 
membrane conductance, 10-11,19-20,84 

during action potential, 26-28 
membrane-delirnited pathway, 1s-186 

6-protein requirement in, 189, 191 
menrbrane I-E relations. See currmt-voltage 

relation 
membrane impedance, during action potential, 

26-29 
membrane permeability 

changes, 28.34-35,3740 
lipid solubility and, 338 
partition coefficients and, 337-341 
theoretical description, 337-349 

nrernbrane potential 
defined, 24 

membrane proteins 
and CAMS, 521 
cytoskeletal interactions with, 519-522 
mobility of, 514-522 
and spectrin-based RBC skeleton, 519 
surface density of, 334-335 
synthesis and delivery, 503-512.522-524 
topology of, 242-247 

membrane theory. See Bernstein membrane 
theory 

membrane time constant ( T ~ ) ,  10-11,20,84 
memory, and second messenger systems, 198 
mepp. See miniature endplate potential 
mescaline, 198 
N-mrtlrylglucamine, 87 
N-methylstryclmine (NMS), gating effect of, 

409411 
Michaelis, pore theory, 292-293 
hlichaelis-Menten equation, 314,362-364 

and ionic channel saturation, 301 
n~icroiontoplroresis, 145 
microscopic kinetics, 147-154,485492 
microscopic reversibility, principle of, 489 
miniature endplate potential (mepp), 144-145 
models. See Armstrong-Bezanilla-Aldric11- 

CoreyStevens model; Arrnstrong model of 
block; barrier models; Couy-Chapman 
screening nrodel; Hodgkin-Huxley nrodel; 

MaglebyStevens model; modulated- 
receptor model; Wwdhull model 

models, value of, 52-54,387389,502-503 
modulated-receptor model, 408412 
modulation, 17@-201 

of cardiac function, 175-180,183-186,190-197 
of encoding. 192-193 
by C proteins, 184-186 
of neuronal channels, 186-190,192-193 

molecular dynamics simulation, 388-389 
monawmycin, 306 
monocarboxylic acids, C1 channel blockage by, 

136 
Monod-Wyman-Changeux theory, 475 
nlotoneurons 

CGRP release by, 189 
fast epsp's of, 162, 167 
ipsp's of, 162-163 
synapses on, 160-161 

motor synapses, 140-154 
multi-ion pores, 302-303.374385 

barriers, 373374,414 
block, 414416 
properties of, 379-381 
theory of, 378-383 

muscarinic acetylcholine receptors, 140,182-189, 
192.194-196.199 

distribution of, 199 
muscle. See nlso cardiac muscle 
G" and contraction, 8346.90-93,224-231 
Ca channels, 8346,229-231 
charge movement, 228-231 
CI channels, 136-138 
crustacean, 8346,160, 169 
denervation, 513-514 
Na and K channels, 75-76,7841,122-123, 

127-130,133,450,459,507,514-517 
neurornuscular transmission, 140-159,160,169 

muscular dysgenesis mutant mouse, 231 
mutations 

in QX-222 binding site, 433 
in 54 segment, 442444 
in Sluzker channels, 252-255,436440, 506509 
of TEA-CTX binding site, 435 

myelination of axons, 72-74,116 
myotonia congenita, 137 

Na channels, 5,34-53,6748.71-74.7941.90-91. 
114,128 

activation/inactivation, 4044,54,489-501 
adaptation to 'lTX/STX, 535-537 
block of,-59-62.109.394-397.403408.418- 

421,434436 ' 

conductance of, 329 
current-voltage relation of, 38-39 
density of, 329 
diversity and evolution, 7941,535544 
gating current of, 318-320 
gating models, 44-50,71,486-501 
gating modifiers, 445471 
inactivation. See inactivation 
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ionic selectivity of, 348-351,420,455456 
neurotoxin receptors on, 59-65,316-317,470 
at nodes of Ranvier, 72-75 
shifts of activation, 455470 
structure, 250-253,440444 
TTX blockage of, 59-65,74,79,81,418421, 

434436 
nAChR. See nicotinic acetylcholine receptors 
Na'-coupled transporters, 2,167 
Na*-K' pump, 2,130,218-219,477,563 
Na tail currents, a-toxin induction of, 452 
NBA. See N-bromoacetamide 
Nernst-Einstein diffusion relationship, 267 
N e m t  equation, 11-15,19,5M 
Nernst-Planck theory, of electrodiffusion, 264, 

266-269,341,345-347,386,388 
Nernst potential, 2,12,83. See nlso Nernst 

equation 
nervous system evolution, 525-528 
neuromuxular junction, 140-159 
neuropeptide Y, 182 
neurotoxins, 5765,78,111,131,142,255,315- 

317,43446,448457,535-537 
neurotransmitters, 141 

modulation induction by, 170-172 
regulating voltage-sensitive K channels, 

132-133 
release of, 95-96,116,160,198 

nickel ion (Nil'), as Ca channel blocker, 108 
nicotinic acetylcholine receptors (nAChR), 140- 

159,166-167 
amino acid sequences of, 238-240,244-245, 

423-427,429433 
cloning of, 239-243 
counts of, 317 
hydropathy plot of, 246 
kinetic models of gating, 155-158 
M2 segment of, 246-247,249,423427,429433 
mutations of, 334,425427 
phosphorylation of, 189 
pore residues of, 429430 
QX binding site, 414 
selectivity of, 159, 353 
state diagram for, 147 
structure of, 237-238,242-250,423433 
subunit families of, 240-241,243,245 

nifedipine, 109 
L-type Ca channel blockage by, 708-109,229 

nigericin, 306 
nitrendipine, 109 

as Ca channel blocker, 108-111 
nitric oxide (NO), vasodilation effect of, 200-201 
NMDA, 167-169 
NMDA receptors, 116,327 

as molecular coincidence detectors, 168-169 
and NO production, 201 
permeability properties of, 167-169 
voltage dependence of, 168 

NMS. See N-methylstlychnine 
nonactin, 306 
noncompetitive inhibitors, 429 

nonstationary fluctuations, 323,325. See nlso 
fluctuation analysis 

nonyltriethylammonium (C,), Krhannel block 
by, 399-400 

norepinephrine, 93,172,182-183,186-188.527 
and fi-adrenergic receptors, 172,175,191-192 
in epithelial secretion, 218 
and heart rate acceleration, 195-196 
I, modulation by, 175,186-188,196 
and spike frequency adaptation decrease, 

192-193 
noxiustoxin, 131 
N-type Ca channels. 104-105,111. See also Ca 

channels 
nystatin, 334 

ortopamine, 527 
odor transduction, 215-216 
odorant-dependent adenylyl cyclase, 215 
Ohm's law, 8-10,15-19,101,297,327,344,388, 

502 
and channel current-voltage relations, 15-18 
conductance defined by, 6-9 
and electrodiffusion, 267 
and I-E, 15-19.37-39 
and pore conductance, 294-208 
and single open channel i-E, 330 

okadaic acid, I77 
olfactory cilia G proteins (Cd, 215 
olfactory transduction channels, 215 
one-ion pores. See also pores 

and CHK theory, 371 
state diagram for, 369 
theory of, 368-372 

open channel block, kinetic diagram for, 400 
opioids, 182,186-187 
osmosis, 291 

pacemaking, 190 
current mechanisms in, 126-127, 134,197 
in heart, 133-135 
!, in, 133-135,193-197 
~nodulation of, 193-197 

P,/P See permeability ratios 
partidbning-e~cctrodiffusion model, 341-344. See 

nlso Coldman-Hodgkin-Katz equations 
patcl~rldmp method, 32-33,67-69,8749 
Pauling radius of ions, 273-275 
PDGF. See platelet-derived growth factor 
peptide toxins, 78,111,131,142,255,434136. 

448153 
permeability, defined, 331-342 
permeability ratios (PA/!'$, 19,344 

for anion channels, 355 
for Ca channels, 352-353,377-378,383-385 
for endplate channels, 353-354.359-360 
for K channels, 351-352,376-377 
for multi-ion models, 376-385 
for Na channels, 349-351 

pcnneation, 337-389 
lipid solubility and, 337338 
models of, 331-342,387-389 
saturation and, 363-364 
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pertussis toxin, 6-protein modification by, 183 
phenalkylamines, Ca channel block by, 411412 
phospholipase C (PLC), G protein activation of, 

1 un --- 
phosphorylation of channels, 132,175-180,187- 

192,218-220.253 
photoreceptor, 208-214 

photon response, 211 
picrotoxin,GABA ipsp reduction by, 10-164 
PKA. See protein kinase A 
PKC. See protein kinase C 
plateletderived growth factor (PDCF), effects of, 

199 
PLC. See phospholipase C 
pore conductance, limits on, 294-298 
porcs, 291-314. See also grarnicidin A pores; ionic 

channels; long pores; multi-ion pores; short 
pores 

antibiotics as, 305-312 
barrier models of, 293,370, 372-374 
early history, 291-294 
flux coupling in, 239-303 
maximum current in, 296-298 
radius, 292-294,307-308,356-361 
turnover nuurber for, 312-314 

potassium channels. See K channels 
potential (E), 8-ll,13,16-20,5455 

electrotonic spread of. 26-27 
power spectrum, 150-154,491 

prepulse, 4 3 4 4  
procaine. See nlso local anesthetics 

K channel blockage by, 84 
Na cllannel blockage by, 403404 
structure, 404 

prokaryotcs, 525-526,541-543 
pronase, 446448 
protein kinase, defined, 173 
protein kinase A (PKA), 173.177-179 

1,. modulation by, 177,184 
rundown reversal by, 178-179 
in second messenger cascade, 174 

protein kinase C (PKC), 180-181 
in 1, modulation, 188 

proteins. See ulso membrane proteins 
allosteric transitions in, 474475 
catalysis Q,, 313 
charges in, 425429,434436,440444,462- 

464,467468 
conformatioGa1 changes in, 474478 
evolutionary rate of, 534-537 
expression of, 512-514 
mobility in ~nearbranes, 515-522 

protons 
block of P,,, 394-397 
permeability to, 365-367 

I'-type Ca chanrlels, 111. Sre triso Ca chdmels 
pyrethrins, as Na channel agonist, 453,156 

@A. Seequaternary ammonium ions 
quanta1 responses 

in synapses, 142,145,153 
in vision, 208-209 

quantum bumps, 208-209 
quaternary ammonium ioos (QA). See also 

tetraethylammonium ion 
delayed rectifier K channel block by, 131, 

397403 
quaternary LA derivatives 

epc prolongation by, 412 
QX-222,404,412414,430-433 
use-dependent block with, 405408 

quinacrine, 131,429432 
quisqualate 

and G-protein-coupled receptor, 167 
as glutamale receptor agonist, 167,169,249 

radius 
crystal, 273-275.294 
hydrated, 280-284,292-294 
pore, 292-294,307-308.356-361 

random walk, 263-265 
rate theory models, and permeability ratios, 372. 

See also barrier models; Eyring rate theory 
RC circuit 

cell membrane as, 10-11,26 
response of, 8-10 

receptor potential, 202-203 
permeability changes and, 24 
shaping of, 203-204 

receptors 
binding kinetics, 62-65,391-393,418419 
defined, 62 
for neurolransmitters. See specific neurotrans- 

mitter receptor 
sensory, 202-216 

rectification, 18 
by M$', 481484 

repetitive firing. See also pacemaking 
!,role in, 116-120 
voltage-gated channels and, 192 

reserpine, 198 
resistance (K) 

definition and units, 8 
resistivity (p), 8 
retina, synaptic modulation in, 189-190. Seealso 

photoreceptor 
retinal, 210 
reversal potential, 19 

measurements of, 347-353 
rhodopsin, 182,209-211,335 
rubidium ion (Rb'), inward rectifier channel 

blockage by, 131.133-134,228 
rundown 

and HVA Ca channel phosphorylation, 
178-1 79 

and I,,, 194 
reversal of, 178-179 

ryanodine, 224-225 
ryanodine receptors, 116,121,224-231 

and Ca" release, 224 
structure of, 227-230,252,254 
in T S R  coupling, 230 
voltage sensor for, 225-231 
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sarcoplasrnic reticulum (SR), 224,227 
Ca2' release from, 225 
and excitation<ontraction coupling, 226-230 
K channels in, 363 

saturation, in ionic channels, 86, 300-302,309, 
314,362-372,387 

saxitoxin (SIX), 81, 250,420,465 
binding sites, 329,470 
channel block by, 59-62,418421 
dose-response relationship for, 63-65 
in ionic channel counts, 316-317 
structure, 60 
Schwann cell, 72-73 

scorpion toxins, 419,434,436,440,44114153,501. 
Sre nlso charybdotoxin 

screening by ions. 427 
second messengers, 170-173 

CAMP as, 172-175,180-181.215-216 
cascades, 174.209 
cCMP as, 199-201,209-214 
in chemical transduction, 215-216 
and learning/memory, 198 
neurotransmitter receptors and, 182-183 
pathways, 174,180-183. See ulso G-protein- 

coupled pathways 
in pl~ototransJuction, 209-214 

secretin, 218 
secretion, CaZ' regulation 01~93-95 
secretory C1 channels, 218 

conductances of, 331-333 
in cystic fibrosis, 218-220.256 
phospliorylation effect on, 220 

secretory epithelia, 216-220 
selectivity. Srr ionic selectivity; selectivity filters 
selectivity filters, 66-67 

of ionic channels, 355-361 
as toxin receptor, 419 

sensory adaptation, 203-205 
sensory receptors, 202-216 
sensory transduction channels. See transduction 

cllannels 
serotonin, 182,187,527 

as fast excitatory transmitter, 163, 166 
and neuromodulation, 187-188.192 

Slrnker mutations. S e t  nlso K, channels 
charybdotoxin sensitivity, 434436 
cloning of, 254-255 
and lA kinetics, 254.437439 

short pores, properties of, 295-296 
single-channel conductance 

of ionic channels, 331-334 
measurements of, 328-331 
Qlo of, 329 

SITS. Sre disulfonic acid stilbene inhibitors 
SK K(Ca) channels, 121-122,125-126,132,137. 

Seealso BK K(Ca) channels; K(Ca) channels 
CAMP and, 132 
characteristics of, 121-122 

slow synaptic action, features of, 170-172, 
197-199 

sodium channels. See Na channels 

sodium<oupled transporters, 2,167, 563 
sodium hypothesis 

of Hodgkin and Katz, 30-31 
sodium inactivation. Sre Na channels 
sodium ion (Na'), as inward rectifier blocker, 131 
solubility-diff~rsion theory 

lipid solubility in. 337-338 
membrane pcrrneability in, 338-341 

solvation, 273,275-284 
somatostatin, 186-187 
SI'. Sre substance P 
spacedamp condition, 32 
specific resistance, defined, 9 
spike-frequency adaptation, 124-126,192 
SH. See sarcoplasrnic reticulum 
.54 segment, amino acid sequences of, 251-254. 

441 
stabilizing action, of [Caz'], 457461 
state-dependent binding. 110-113.397-114, 

451-457 
state diagrams 

for ACh binding, 147,156-157 
for allosteric transitions, 475 
for BK channel gating, 123-124 
fur block, 400,409,412,415 
for gating, 55,112,473,485-490 
for hemoglobin, 475 
for HH channel kinetics, 485490 
for L-type Ca channels, 55 
for multi-ion block, 414415 
for multi-ion channel, 379 
for one-ion pores, 369 
for open cliannel block, 400 
for polycyclic cation block. 409 

stationary fluctuations, 323-324. Sze also 
fluctuation analysis 

steroids, as CABA ipsp potenliator, 163-164 
Stokes-Einstein equation for diffusion coefficient, 

281-283 
derined, 281 

strontium ion (Se), 83, 81, 99,105,131, 466 
STX. See saxitoxin 
Stype K channels. 186-192 

FMRFamide opening oi, 187 
serotonin modulation of, 187, 192 

suberyldicholine, as cliolinergic agonist, 141, 
155-156 

substance P (SP), 182 
K, channel regul;~tion by, 132-133.186, 187, 

189 
surface-potential 

calculations, 462-467 
theory, 427429,459,470 

synapses 
anatomy, 142-145.160-162 
electrical, 231-234 
endplate potential, 142-145 
excitatory postsynaptic potential, 95-96,159- 

163 
fast vs. slow, 197-199 
inhibitory postsynaptic potential, 159-163 
vesicles, 142-145.160-162 
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tachykinin, I82 
taste transduction, 215-216 
TBA. See tetrabutylammonium ion 
TEA. See tetraethylammonium ion 
Teorell-MeyerSievers theory, 287 
tetrabutylammoniunr ion VUA), 83-85 
tetraethylammoni~r~n ion FEA),  131,255,434- 

436,465 
action potential induction by, 83-85 
AHP blockage by, 124 
K channel blockage by. 61-62,71,74-75,80, 

84,87,89,118,131.133,391,398-403 
tetrapenlylammoniunr (TPeA), K channel 

blockage by, 400401 
tetrdotoxin F(), 79,101,236,250,434436,465 

binding sites, 329 
in ionic channel counts, 315-317 
Na channel blockage by, 59-62,65,74,79,418- 

421,434436 
receptors for, 62-61,81,236,418421,434436, 

470 
structure, 60 

time constant (r,), explained, 10,44, 146-152 
tip links, 205-207 
Th.10. See trimethyloxonium ion 
TNUS. Sre lrinitrobenzene sulfonic acid 
tolbutamide, K(ATP) channels blockage by, 132 
toxins. See specific toxins, neurotoxins 
1'I'cA. Sce tetrapentylnmmoniu~rr 
transducin (G,), 210-212 

in cCMP hydrolysis, 211 
transduction charnels, 202-203, 205-208 

cCMP agonist for, 212-213 
examples of, 203 
properties of, 212-213 
signal processing role in, 214 
in vision, 209, 212 
voltage-gated channels relation to, 213 

transference number. See transport number 
lrdnsient K current (I,). See K, channels 
transient outward current. See K channels 
transport epithelia, 216-220. See ilso secretory U 

channels 
channel conductances of, 331 

transport number, of ions, 261-262 
transverse tubules, Sre T-tubule network 
trimethyloxoniu~n ion (TMO), 434 

protein charge ~nodiiication by, 465 
and TTX binding 420 

trinitrobenzene sulionic acid (TNBS), and 
negative gating shifts, 469 

troponin, as Ca receptor, 92 
TSR coupling, 230 
TSR junction, 227-228 

T-tubule network, 84,227 
Ca currents from. 229-231 
dihydropyridine receptors in, 229-231,318 

'ITX. See tetrodotoxin 
T-lype Ca channels, 101-105,112 135. See nlso Ca 

channels 
in pacermaking, 193-194 

D-tubocurarine, as cholhergicantagonist, 141- 
142,144 

turnover, in membrane protein composition. 514 
turnover numbers, 312-314 

unidirectional flux, 341-342,365-365,375 
use-dependent block 

of Ca channels, 411412 
of Na channels, 405408 

Ussing flux ratio, 301-303,309-310.342 374-376, 
378-381 

valinomycin, 306 
vasoactive intestinal polypeptide (VIP), 182,218 
vasopressin, 217 
verapamil, 411 

as Ca channel blocker, 108 
veratridine ... - 

as Na channel agonist, 250,334,419,453-454, 
456457 

structure, 454 
vesicles 

in channel movement, 522-524 
retrograde movement of, 524 
synaptic, 142-14.5.160 
viral protein movement in, 523 

vesicular stomatitis virus (VSV), 523 
VIP. See vasoactive intestinal polypeptide 
visual transduction, 208-214 
voltageqlamp methods, 30-33 
voltage-dependent block, 393406,412414. See 

nlso barrier models, block 
voltage-gated Ca channels. See Ca channels 
voltage-gated channels. Sre specific channels 
voltage sensor. See also gating charge 

defined, 55 
models of, 66, 441 
and ryanodine receptor. 225-231 
S4 segment in, 440444 

washout, 178-179,194 
water, properties of, 280 
Woodhull model, of voltage-dependent block, 

395397,414 

zinc ion (Zn"), C1 current blockage by, 136 


